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#### Abstract

Saturation problems for forbidden graphs have been a popular area of research for many decades, and recently Brualdi and Cao initiated the study of a saturation problem for 0-1 matrices. We say that a $0-1$ matrix $A$ is saturating for the forbidden 0-1 matrix $P$ if $A$ avoids $P$ but changing any zero to a one in $A$ creates a copy of $P$. Define $\operatorname{sat}(n, P)$ to be the minimum possible number of ones in an $n \times n 0-1$ matrix that is saturating for $P$. Fulek and Keszegh proved that for every 0-1 matrix $P$, either $\operatorname{sat}(n, P)=O(1)$ or $\operatorname{sat}(n, P)=\Theta(n)$. They found two $0-1$ matrices $P$ for which $\operatorname{sat}(n, P)=O(1)$, as well as infinite families of 0-1 matrices $P$ for which $\operatorname{sat}(n, P)=\Theta(n)$. Their results imply that $\operatorname{sat}(n, P)=\Theta(n)$ for almost all $k \times k$ 0-1 matrices $P$.

Fulek and Keszegh conjectured that there are many more $0-1$ matrices $P$ such that $\operatorname{sat}(n, P)=O(1)$ besides the ones they found, and they asked for a characterization of all permutation matrices $P$ such that $\operatorname{sat}(n, P)=O(1)$. We affirm their conjecture by proving that almost all $k \times k$ permutation matrices $P$ have $\operatorname{sat}(n, P)=O(1)$. We also make progress on the characterization problem, since our proof of the main result exhibits a family of permutation matrices with bounded saturation functions.


Mathematics Subject Classifications: 05D99

## 1 Introduction

We say that a 0-1 matrix $A$ contains the 0-1 matrix $P$ if some submatrix of $A$ is either equal to $P$ or can be turned into $P$ by changing some ones to zeroes. Otherwise, we say that $A$ avoids $P$. The extremal function $\operatorname{ex}(n, P)$ is defined as the maximum number of ones in an $n \times n 0-1$ matrix that avoids $P$. This extremal function has been applied to a
wide range of problems including the proof of the Stanley-Wilf conjecture [33], the best known bounds on the maximum number of unit distances in a convex $n$-gon [16], a bound on the complexity of an algorithm for finding a minimal path in a rectlilinear grid with obstacles [35], and bounds on extremal functions of forbidden sequences [38].

There is a long history of the study of extremal functions of forbidden 0-1 matrices, see e.g. [40, 32, 2, 37, 26, 6, 24]. Marcus and Tardos [33] proved that ex $(n, P)=O(n)$ for every permutation matrix $P$, and used this fact to resolve the Füredi-Hajnal conjecture [17], which also resolved the Stanley-Wilf conjecture using an earlier result of Klazar [29]. In a different paper, Tardos finished bounding the extremal functions of all forbidden 0-1 matrices with at most four ones up to a constant factor [41]. Many connections have been found between extremal functions of forbidden 0-1 matrices and the maximum possible lengths of generalized Davenport-Schinzel sequences [5, 19, 21, 36, 39, 42].

Besides permutation matrices, other families of forbidden 0-1 matrices with linear extremal functions have been found including $0-1$ matrices obtained by doubling permutation matrices [20], 0-1 matrices corresponding to visibility graphs [11, 22], and 0-1 matrices obtained by performing operations on smaller 0-1 matrices with linear extremal functions [27, 38]. After the result of Marcus and Tardos, Fox [10] proved that almost all $k \times k$ permutation matrices have $\operatorname{ex}(n, P)=2^{\Omega(\sqrt{k})} n$. Fox also showed that ex $(n, P)=2^{O(k)} n$ for every $k \times k$ permutation matrix $P$, and these results for permutation matrices were also generalized to extremal functions of forbidden $d$-dimensional permutation matrices [30, 23, 4, 34].

Saturation problems have been studied for graphs [7, 9, 12, 31], posets [14, 28], and set systems [13, 25]. Recently Brualdi and Cao initiated the study of a saturation problem for 0-1 matrices [3], which is different from the saturation problem for 0-1 matrices defined in [8]. We say that a $0-1$ matrix $A$ is saturating for $P$ if $A$ avoids $P$ but changing any zero to a one in $A$ creates a copy of $P$. Define the saturation function sat $(n, P)$ to be the minimum possible number of ones in an $n \times n 0-1$ matrix that is saturating for $P$. Brualdi and Cao proved for $n \geqslant k$ that ex $(n, P)=\operatorname{sat}(n, P)$ for all $k \times k$ identity matrices $P$.

Fulek and Keszegh [15] found a general upper bound on the saturation function in terms of the dimensions of $P$, and proved for every 0-1 matrix $P$ that either $\operatorname{sat}(n, P)=$ $O(1)$ or $\operatorname{sat}(n, P)=\Theta(n)$. They found two $0-1$ matrices $P$ for which $\operatorname{sat}(n, P)=O(1)$, the $1 \times 1$ identity matrix $I_{1}$ and the $5 \times 5$ permutation matrix

$$
Q=\left[\begin{array}{lllll}
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0
\end{array}\right] .
$$

Note that any matrix $P$ that can be obtained from $Q$ by any sequence of vertical/horizontal reflections or 90 degree rotations must also have sat $(n, P)=O(1)$, since vertical/horizontal reflections and 90 degree rotations do not change sat $(n, P)$ or ex $(n, P)$. Fulek and Keszegh also found infinite classes of 0-1 matrices $P$ for which $\operatorname{sat}(n, P)=\Theta(n)$, including 0-1 matrices $P$ in which every column has at least two ones, or every row has at least two ones.

This result implies that $\operatorname{sat}(n, P)=\Theta(n)$ for almost all $k \times k 0-1$ matrices $P$, since almost all $k \times k 0-1$ matrices $P$ have at least two ones in every row and at least two ones in every column.

Fulek and Keszegh conjectured that there are many more 0-1 matrices $P$ such that $\operatorname{sat}(n, P)=O(1)$ besides $I_{1}$ and $Q$. They asked for a characterization of all permutation matrices $P$ for which sat $(n, P)=O(1)$. We affirm Fulek and Keszegh's conjecture by proving that almost all $k \times k$ permutation matrices $P$ have sat $(n, P)=O(1)$. In order to prove this result, we define a family of permutation matrices $P$ for which sat $(n, P)=O(1)$, and then we prove that almost all $k \times k$ permutation matrices are in this family. We say that a permutation matrix $Q$ is ordinary if no matrix that can be obtained from $Q$ by any sequence of vertical/horizontal reflections or 90 degree rotations is in any of the following classes. We refer to the classes below as Class 1, Class 2, Class 3, and Class 4. We say that $Q$ reduces to the Class $i$ if there is a sequence of vertical/horizontal reflections or 90 degree rotations from $Q$ to an element of Class $i$. So, a permutation matrix $Q$ is ordinary if $Q$ does not reduce to any of the following classes.

1. Class 1 consists of permutation matrices $P$ for which the rows can be split into two nonempty sets $R_{1}, R_{2}$ of contiguous rows (where the rows in $R_{1}$ precede the rows in $R_{2}$ ) and the columns can be split into two nonempty sets $C_{1}, C_{2}$ of contiguous columns (where the columns in $C_{1}$ precede the columns in $C_{2}$ ) such that $P$ has ones in the submatrices restricted to $R_{1} \times C_{1}$ and $R_{2} \times C_{2}$, and $P$ only has ones in those submatrices except for at most 2 ones in the submatrix restricted to $R_{1} \times C_{2}$. If $P$ has two ones in the submatrix restricted to $R_{1} \times C_{2}$, then they are in adjacent rows.
2. Class 2 consists of permutation matrices $P$ for which the rows can be split into three nonempty sets $R_{1}, R_{2}, R_{3}$ of contiguous rows (where the rows in $R_{1}$ precede the rows in $R_{2}$, which precede the rows in $R_{3}$ ) and the columns can be split into two nonempty sets $C_{1}, C_{2}$ of contiguous columns (where the columns in $C_{1}$ precede the columns in $C_{2}$ ) such that $P$ has ones in the submatrices restricted to $R_{1} \times C_{2}$ and $R_{3} \times C_{2}, P$ has at least two ones in the submatrix restricted to $R_{2} \times C_{1}$, and $P$ only has ones in those submatrices except for at most 2 ones in the submatrix restricted to $R_{2} \times C_{2}$. If $P$ has two ones in the submatrix restricted to $R_{2} \times C_{2}$, then they are in adjacent rows.
3. Class 3 consists of permutation matrices $P$ which can be obtained by starting with an element $X$ of Class 2, taking the row $r$ of $X$ containing the rightmost one in the submatrix restricted to $R_{2} \times C_{1}$, deleting $r$ from its current position, and adding $r$ in front of the first row of $X$.
4. Class 4 consists of permutation matrices $P$ for which the rows can be split into three nonempty sets $R_{1}, R_{2}, R_{3}$ of contiguous rows (where the rows in $R_{1}$ precede the rows in $R_{2}$, which precede the rows in $R_{3}$ ) and the columns can be split into three nonempty sets $C_{1}, C_{2}, C_{3}$ of contiguous columns (where the columns in $C_{1}$ precede the columns in $C_{2}$, which precede the columns in $C_{3}$ ) such that $P$ has ones in the
submatrices restricted to $R_{1} \times C_{2}, R_{2} \times C_{1}, R_{2} \times C_{3}$, and $R_{3} \times C_{2}$, and only in those submatrices.

There is clearly some overlap between the classes. For example, in the definition of Class 3, when we construct a permutation matrix $P$ in Class 3 from a permutation matrix $X$ in Class 2, the only instances when $P$ will not be an element of Class 2 are when $X$ has exactly two ones in the submatrix restricted to $R_{2} \times C_{1}$.

In the next section, we prove that every ordinary permutation matrix has bounded saturation function and almost all $k \times k$ permutation matrices are ordinary. In the final section, we discuss some possible directions for future research, including saturation functions of forbidden $d$-dimensional 0-1 matrices.

## 2 New results

In this section, we will prove the main result below.
Theorem 2.1. Almost all $k \times k$ permutation matrices $P$ have sat $(n, P)=O(1)$.
In order to prove the main result, we first show that all ordinary permutation matrices have bounded saturation functions, and then we prove that almost all $k \times k$ permutation matrices are ordinary.
Theorem 2.2. Every ordinary permutation matrix $P$ has sat $(n, P)=O(1)$.
Proof. For every permutation matrix $P$, we define a 0-1 matrix $T_{P}$ with an odd number of rows and an odd number of columns such that the middle row and middle column of $T_{P}$ have all zero entries. We will prove that $T_{P}$ avoids $P$ for all ordinary permutation matrices $P$. We construct $T_{P}$ so that changing a zero to a one in the middle row or middle column of $T_{P}$ creates a copy of $P$. In order to obtain a 0-1 matrix $T_{P}^{\prime}$ from $T_{P}$ that is saturating for $P$, change zeroes in $T_{P}$ to ones one at a time without creating a copy of $P$ until it is impossible to change any more zeroes without creating a copy of $P$. By definition, the resulting matrix $T_{P}^{\prime}$ must be saturating for $P$. Note that any zeroes in $T_{P}$ that we change to ones to make $T_{P}^{\prime}$ must be off the middle row and off the middle column, or else it will create a copy of $P$.

In order to construct $T_{P}$, we define four submatrices of $P: P_{N}$ is obtained by deleting the row and column containing the bottom one in $P, P_{S}$ is obtained by deleting the row and column containing the top one in $P, P_{E}$ is obtained by deleting the row and column containing the leftmost one in $P$, and $P_{W}$ is obtained by deleting the row and column containing the rightmost one in $P$.

We start with $T_{P}$ as an $n \times n$ matrix of all zeroes with $n=6 k+1$. The exact value of $n$ in this proof is not important, just the fact that it is sufficiently large with respect to $k$. We place a copy of $P$ in the top $k$ rows of $T_{P}$, with the bottom one of this copy of $P$ in the middle column of $T_{P}$ and all columns in the copy adjacent, and then we delete the bottom one of $P$ in the copy to leave a copy of $P_{N}$ in the top $k-1$ rows of $T_{P}$. We place another copy of $P$ in the leftmost $k$ columns of $T_{P}$, with the rightmost one of this copy of $P$ in the middle row of $T_{P}$ and all rows in the copy adjacent, and then we delete
the rightmost one of $P$ in the copy to leave a copy of $P_{W}$ in the leftmost $k-1$ columns of $T_{P}$.

We place another copy of $P$ in the bottom $k$ rows of $T_{P}$, with the top one of this copy of $P$ in the middle column of $T_{P}$. For any columns of $P$ adjacent to the column containing the top one, we put those columns in the bottom $k$ rows adjacent to the middle column of $T_{P}$. However, any columns of $P$ to the left of these columns go in the bottom $k$ rows directly to the left of the columns that contain the copy of $P_{N}$ in $T_{P}$, and any columns of $P$ to the right of these columns go in the bottom $k$ rows directly to the right of the columns that contain the copy of $P_{N}$ in $T_{P}$. After placing this copy of $P$ in the bottom $k$ rows of $T_{P}$, we delete the top one of $P$ in the copy to leave a copy of $P_{S}$ in the bottom $k-1$ rows of $T_{P}$. Note that if the top and bottom ones in $P$ are not the leftmost or rightmost ones in $P$, then the union of the columns containing $P_{N}$ and $P_{S}$ will consist of two sets of contiguous columns, separated by only the middle column of $T_{P}$, and the intersection of the columns containing $P_{N}$ and $P_{S}$ will consist only of the two columns that are adjacent to the middle column of $T_{P}$.

We place another copy of $P$ in the rightmost $k$ columns of $T_{P}$, with the leftmost one of $P$ in the middle row of $T_{P}$. For any rows of $P$ adjacent to the row containing the leftmost one, we put those rows in the rightmost $k$ columns adjacent to the middle row of $T_{P}$. However, any rows of $P$ above these rows go in the rightmost $k$ columns directly above the rows that contain the copy of $P_{W}$ in $T_{P}$, and any rows in $P$ under these rows go in the rightmost $k$ columns directly under the rows that contain the copy of $P_{W}$ in $T_{P}$. After placing this copy of $P$ in the rightmost $k$ columns of $T_{P}$, we delete the leftmost one of $P$ in the copy to leave a copy of $P_{E}$ in the rightmost $k-1$ columns of $T_{P}$. Note that if the leftmost and rightmost ones in $P$ are not the top or bottom ones in $P$, then the union of the rows containing $P_{W}$ and $P_{E}$ will consist of two sets of contiguous rows, separated by only the middle row of $T_{P}$, and the intersection of the rows containing $P_{W}$ and $P_{E}$ will consist only of the two rows that are adjacent to the middle row of $T_{P}$. We call the copies of $P_{N}, P_{S}, P_{E}$, and $P_{W}$ the sections of $T_{P}$. This completes the construction of $T_{P}$, and Figure 1 shows $T_{Q}$ and $T_{R}$ for $Q=\left[\begin{array}{ccccc}0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0\end{array}\right]$ and $R=\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0\end{array}\right]$.

We need to prove that $T_{P}$ avoids $P$ if $P$ is ordinary. Suppose that $T_{P}$ contains $P$, in order to show that $P$ is not ordinary. It is impossible for the copy of $P$ to be fully contained in a single section of $T_{P}$, since each section has too few ones. Thus the copy of $P$ must be contained in at least two sections of $T_{P}$. If the copy of $P$ is contained in exactly two sections of $T_{P}$, then there are six possibilities. If $P$ is contained in $P_{N}$ and $P_{E}$, $P_{E}$ and $P_{S}, P_{S}$ and $P_{W}$, or $P_{W}$ and $P_{N}$, then $P$ reduces to Class 1 , so $P$ is not ordinary.

Suppose that the copy of $P$ is on $P_{W}$ and $P_{E}$ (the proof is analogous for $P_{N}$ and $P_{S}$ ). If the leftmost or rightmost one in $P$ is also the top or bottom one in $P$, then $P$ reduces to Class 1, so $P$ is not ordinary. So, we may assume that the leftmost and rightmost


Figure 1: $T_{Q}$ and $T_{R}$ with zeroes as dots, ones as bullets, and middle rows and middle columns in bold
ones in $P$ are not the top or bottom ones in $P$. If the copy of $P$ only had a single one in $P_{E}$ (resp. $P_{W}$ ), then the copy of $P$ would have to use all of the ones in $P_{W}$ (resp. $P_{E}$ ). However, the leftmost or rightmost one would be out of position by how we constructed $T_{P}$, if the leftmost and rightmost ones in $P$ are not the top or bottom ones in $P$. So there is no copy of $P$ on $P_{W}$ and $P_{E}$ with only a single one in $P_{E}$ or $P_{W}$, if the leftmost and rightmost ones in $P$ are not the top or bottom ones in $P$. It remains to consider the cases when the copy of $P$ on $P_{W}$ and $P_{E}$ has multiple ones in both $P_{W}$ and $P_{E}$. If the copy of $P$ has ones in $P_{E}$ above the rows that contain $P_{W}$ and below the rows that contain $P_{W}$, then $P$ is a Class 2 permutation matrix, so $P$ is not ordinary. If the copy of $P$ has ones in $P_{E}$ above the rows that contain $P_{W}$, but not below the rows that contain $P_{W}$, then $P$ reduces to Class 1, so $P$ is not ordinary. If the copy of $P$ has ones in $P_{E}$ below the rows that contain $P_{W}$, but not above the rows that contain $P_{W}$, then $P$ is in Class 1 , so $P$ is not ordinary. Finally if the copy of $P$ had ones in $P_{E}$ only in the rows that contain $P_{W}$, then the copy of $P$ would only have the two ones in $P_{E}$ that are adjacent to the middle row of $T_{P}$, so $P$ would reduce to Class 1 or Class 2. However, two of the ones in $P_{W}$ are adjacent to the middle row of $T_{P}$, so there are not enough remaining ones in $P_{W}$ to form a copy of $P$. So, there is no copy of $P$ on $P_{W}$ and $P_{E}$ with ones only in the rows that contain $P_{W}$.

If the copy of $P$ is contained in exactly 3 sections (which will always have two opposite sections and a middle section between them), then $P$ reduces to a Class 2 permutation matrix unless the copy of $P$ only has a single one in the middle section. Suppose that the copy of $P$ only has a single one in the middle section. Let $P^{\prime}$ be the matrix obtained from $P$ by removing the row and column containing the one in the middle section. Suppose that the copy of $P^{\prime}$ is on $P_{W}$ and $P_{E}$ (the proof is analogous for $P_{N}$ and $P_{S}$ ). If the copy of $P^{\prime}$ only has a single one in $P_{E}$ or $P_{W}$, then $P$ must reduce to Class 1 or Class 3. Now suppose the copy of $P^{\prime}$ has multiple ones in both $P_{W}$ and $P_{E}$. If the copy of $P^{\prime}$ has ones in $P_{E}$ above the rows that contain $P_{W}$ and below the rows that contain $P_{W}$, then $P^{\prime}$ and $P$ are in Class 2, so $P$ is not ordinary. If the copy of $P^{\prime}$ has ones in $P_{E}$ above the rows that contain $P_{W}$, but not below the rows that contain $P_{W}$, then $P^{\prime}$ and $P$ reduce to Class 1, so $P$ is not ordinary. If the copy of $P^{\prime}$ has ones in $P_{E}$ below the rows that contain $P_{W}$, but not above the rows that contain $P_{W}$, then $P^{\prime}$ and $P$ are in Class 1 , so $P$ is not ordinary. If the copy of $P^{\prime}$ has ones in $P_{E}$ only in the rows that contain $P_{W}$, then the copy of $P^{\prime}$ only has the two ones in $P_{E}$ that are adjacent to the middle row of $T_{P}$, so both $P^{\prime}$ and $P$ reduce to Class 1 or Class 2.

Finally if the copy of $P$ has ones in all four sections, then $P$ is a Class 4 permutation matrix. Thus, in all possible cases $P$ is not ordinary.

In order to see that $\operatorname{sat}(n, P)=O(1)$ for every ordinary permutation matrix $P$, observe that changing a zero to a one in the middle row or the middle column of $T_{P}^{\prime}$ will create a copy of $P$. For any integer $j>0$, we can add $j$ rows of zeroes on the middle row of $T_{P}^{\prime}$ and $j$ columns of zeroes on the middle column of $T_{P}^{\prime}$. The resulting 0-1 matrix must still be saturating for $P$.

The next lemma completes the proof of Theorem 2.1.

Lemma 2.3. Almost all $k \times k$ permutation matrices $P$ are ordinary.
Proof. It suffices to prove that the number of permutation matrices in Classes 1, 2, 3, and 4 is $o(k!)$. For Class 1, we split the bound into three parts. First, consider Class 1 permutation matrices with no ones in the submatrix restricted to $R_{1} \times C_{2}$. The number of these matrices with $\left|R_{1}\right|=j$ is $j!(k-j)$ ! since there are $j$ ! possibilities for the entries in $R_{1} \times C_{1}$ and $(k-j)$ ! possibilities for the entries in $R_{2} \times C_{2}$. When $j=1$ or $j=k-1$, $j!(k-j)!=(k-1)!=o(k!)$. When $2 \leqslant j \leqslant k-2, j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$, so $\sum_{j=2}^{k-2} j!(k-j)!=$ $o(k!)$. Thus the total number of permutation matrices in Class 1 with no ones in the submatrix restricted to $R_{1} \times C_{2}$ is $o(k!)$.

Next, consider Class 1 permutation matrices with a single one in the submatrix restricted to $R_{1} \times C_{2}$. The number of these matrices with $\left|R_{1}\right|=j+1$ is at most $(j+1) j!(k-j)$ !. We must have $j \leqslant k-2$ since $j+1<k$. When $j=1$ or $j=k-2$, $(j+1) j!(k-j)!=o(k!)$. When $2 \leqslant j \leqslant k-3,(j+1) j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$, so $\sum_{j=2}^{k-3}(j+1) j!(k-j)!=o(k!)$. Thus the total number of permutation matrices in Class 1 with a single one in the submatrix restricted to $R_{1} \times C_{2}$ is $o(k!)$.

Next, consider Class 1 permutation matrices with two ones in the submatrix restricted to $R_{1} \times C_{2}$. The number of these matrices with $\left|R_{1}\right|=j+2$ is at most $(j+1) j!(k-j)$ !. We must have $j \leqslant k-3$ since $j+2<k$. When $j=1$, $(j+1) j!(k-j)!=o(k!)$. When $2 \leqslant j \leqslant k-3,(j+1) j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$, so $\sum_{j=2}^{k-3}(j+1) j!(k-j)!=o(k!)$. Thus the total number of permutation matrices in Class 1 with two ones in the submatrix restricted to $R_{1} \times C_{2}$ is $o(k!)$.

For Class 2, we again split the bound into 3 parts. First we bound the number of permutation matrices in Class 2 with no ones in the submatrix restricted to $R_{2} \times C_{2}$. When $\left|R_{1}\right|=i$ and $\left|R_{2}\right|=j$, there are at most $j!(k-j)$ ! permutation matrices in Class 2 with no ones in the submatrix restricted to $R_{2} \times C_{2}$. By definition of Class 2, we must have $2 \leqslant j \leqslant k-2$. When $j=2$ or $j=k-2, j!(k-j)!=2(k-2)!=O\left(\frac{k!}{k^{2}}\right)$, so $k j!(k-j)!=o(k!)$, covering all possible $i$ for $j=2$ and $j=k-2$ since $i<k$. When $3 \leqslant j \leqslant k-3, j!(k-j)!=O\left(\frac{k!}{k^{3}}\right)$, so $\sum_{j=3}^{k-3} j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$ and $k \sum_{j=3}^{k-3} j!(k-j)!=o(k!)$, covering all possible $i$ for $3 \leqslant j \leqslant k-3$. Thus the total number of permutation matrices in Class 2 with no ones in the submatrix restricted to $R_{2} \times C_{2}$ is $o(k!)$.

Next we bound the number of permutation matrices in Class 2 with a single one in the submatrix restricted to $R_{2} \times C_{2}$. When $\left|R_{1}\right|=i$ and $\left|R_{2}\right|=j+1$, there are at most $(j+1) j!(k-j)$ ! permutation matrices in Class 2 with a single one in the submatrix restricted to $R_{2} \times C_{2}$. By definition of Class 2, we must have $j \geqslant 2$. When $j=2$, $(j+1) j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$, so $k(j+1) j!(k-j)!=o(k!)$, which covers all possible $i$ for $j=2$. We cannot have $j=k-2$, since $i>0$ and $i+(j+1)<k$. When $j=k-3$, $(j+1) j!(k-j)!=o(k!)$ and $i=1$ since $i>0$ and $i+(j+1)<k$. When $3 \leqslant j \leqslant k-4$, $(j+1) j!(k-j)!=O\left(\frac{k!}{k^{3}}\right)$, so $\sum_{j=3}^{k-4}(j+1) j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$ and $k \sum_{j=3}^{k-4}(j+1) j!(k-j)!=$ $o(k!)$, which covers all possible $i$ for $3 \leqslant j \leqslant k-4$. Thus the total number of permutation matrices in Class 2 with a single one in the submatrix restricted to $R_{2} \times C_{2}$ is $o(k!)$.

Next we bound the number of permutation matrices in Class 2 with two ones in the submatrix restricted to $R_{2} \times C_{2}$. When $\left|R_{1}\right|=i$ and $\left|R_{2}\right|=j+2$, there are at
most $(j+1) j!(k-j)$ ! permutation matrices in Class 2 with two ones in the submatrix restricted to $R_{2} \times C_{2}$. By definition of Class 2 , we must have $j \geqslant 2$. When $j=2$, $(j+1) j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$, so $k(j+1) j!(k-j)!=o(k!)$, which covers all possible $i$ for $j=2$. We cannot have $j=k-2$ or $j=k-3$, since $i>0$ and $i+(j+2)<k$. When $3 \leqslant j \leqslant k-4,(j+1) j!(k-j)!=O\left(\frac{k!}{k^{3}}\right)$, so $\sum_{j=3}^{k-4}(j+1) j!(k-j)!=O\left(\frac{k!}{k^{2}}\right)$ and $k \sum_{j=3}^{k-4}(j+1) j!(k-j)!=o(k!)$, covering all possible $i$ for $3 \leqslant j \leqslant k-4$. Thus the total number of permutation matrices in Class 2 with two ones in the submatrix restricted to $R_{2} \times C_{2}$ is $o(k!)$.

Note that each permutation matrix in Class 3 is created from at least one permutation matrix in Class 2, and each permutation matrix in Class 2 creates only one permutation matrix in Class 3, so the number of permutation matrices in Class 3 is $o(k!)$.

Finally we bound the number of permutation matrices in Class 4. When $\left|R_{2}\right|=j$ for a permutation matrix in Class 4, we must have $\left|C_{2}\right|=k-j$, so the number of permutation matrices in Class 4 with $\left|R_{1}\right|=i,\left|R_{2}\right|=j$, and $\left|C_{1}\right|=r$ is at most $j!(k-j)$ !. We must have $2 \leqslant\left|R_{2}\right| \leqslant k-2$ for a permutation matrix in Class 4, since both the submatrix restricted to $R_{2} \times C_{1}$ and the submatrix restricted to $R_{2} \times C_{3}$ must have ones, as must the submatrices restricted to $R_{1} \times C_{2}$ and $R_{3} \times C_{2}$. If $j=2$, then $\left|C_{2}\right|=k-2$, so $r=1$ and the number of permutation matrices in Class 4 with $\left|R_{2}\right|=2$ is at most $k 2!(k-2)!=o(k!)$, covering all possible $i$ for $j=2$. If $j=k-2$, then $i=1$, so the number of permutation matrices in Class 4 with $\left|R_{2}\right|=k-2$ is at most $k 2!(k-2)!=o(k!)$, covering all possible $r$ for $j=k-2$. If $j=3$, then $\left|C_{2}\right|=k-3$, so $r=1$ or $r=2$ and the number of permutation matrices in Class 4 with $\left|R_{2}\right|=3$ is at most $2 k 3!(k-3)!=o(k!)$, covering all possible $i$ and $r$ for $j=3$. If $j=k-3$, then $i=1$ or $i=2$, so the number of permutation matrices in Class 4 with $\left|R_{2}\right|=k-3$ is at most $2 k 3!(k-3)!=o(k!)$, covering all possible $i$ and $r$ for $j=k-3$. If $4 \leqslant j \leqslant k-4$, then $j!(k-j)!=O\left(\frac{k!}{k^{4}}\right)$, so $\sum_{j=4}^{k-4} j!(k-j)!=O\left(\frac{k!}{k^{3}}\right)$ and $k^{2} \sum_{j=4}^{k-4} j!(k-j)!=o(k!)$, covering all possible $i$ and $r$ for $4 \leqslant j \leqslant k-4$. Thus the total number of permutation matrices in Class 4 is $o(k!)$.

## 3 Discussion

We showed that almost all $k \times k$ permutation matrices have bounded saturation functions, but Fulek and Keszegh's problem of characterizing all permutation matrices $P$ for which $\operatorname{sat}(n, P)=O(1)$ is still open. We made some progress on this problem by showing that every ordinary permutation matrix $P$ has $\operatorname{sat}(n, P)=O(1)$. Ordinary permutation matrices are the permutation matrices that do not reduce to any of Class 1, Class 2, Class 3 , or Class 4 , so the remaining problem is to characterize the permutation matrices $P$ in Classes 1, 2, 3, and 4 for which $\operatorname{sat}(n, P)=O(1)$. Fulek and Keszegh showed that all permutation matrices $P$ in Class 1 with no ones in the submatrix restricted to $R_{1} \times C_{2}$ have sat $(n, P)=\Theta(n)[15]$. What about the rest of Class 1, Class 2, Class 3, and Class 4 ?

As for specific 0-1 matrices, we did not determine whether $\operatorname{sat}(n, Z)=O(1)$ for

$$
Z=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

This was another open problem from [15]. Observe that $Z$ is the matrix obtained by removing the middle row and middle column of $Q$. In this case we may construct $T_{Z}$, but $Z$ is in Class 4 and $T_{Z}$ contains $Z$. Right after this paper was first posted online, another paper on saturation functions of forbidden 0-1 matrices was also posted online [1]. In [1], Berendsohn found a different infinite class of 0-1 matrices with bounded saturation functions (including both permutation matrices and non-permutation matrices) and proved that $\operatorname{sat}(n, Z)=O(1)$.

Let $L_{k}$ denote the number of $k \times k$ permutation matrices $P$ for which $\operatorname{sat}(n, P)=\Theta(n)$. The proof of Lemma 2.3 implies that $L_{k}=O((k-1)!)$. We also have $L_{k}=\Omega((k-1)!)$, since Fulek and Keszegh showed that sat $(n, P)=\Theta(n)$ for all permutation matrices $P$ in Class 1 with no ones in the submatrix restricted to $R_{1} \times C_{2}$. Thus, $L_{k}=\Theta((k-1)!)$. It would be interesting to sharpen the bounds on $L_{k}$.

Our construction implies that $\operatorname{sat}(n, P)=O\left(k^{2}\right)$ for any ordinary $k \times k$ permutation matrix $P$. Another interesting problem would be to bound the maximum possible value of $\operatorname{sat}(n, P)$ for any $k \times k$ permutation matrix $P$ with $\operatorname{sat}(n, P)=O(1)$. A more general open problem from Fulek and Keszegh is to determine whether there exists a decision procedure to answer whether $\operatorname{sat}(n, P)=O(1)$ for any given $0-1$ matrix $P$ [15]. An approach would be to bound the maximum possible value of $\operatorname{sat}(n, P)$ for any $k \times k 0-1$ matrix $P$ with sat $(n, P)=O(1)$. It would also be interesting to investigate the complexity of computing sat $(n, P)$ and determining whether sat $(n, P) \leqslant m$, both in general and for special families of 0-1 matrices $P$ such as permutation matrices.

Finally, a natural direction for future research is to investigate saturation functions of forbidden $d$-dimensional 0-1 matrices. Extremal functions of forbidden $d$-dimensional 0-1 matrices have been investigated in $[4,21,23,30,18,34]$. As with the 2-dimensional case, we say that a $d$-dimensional 0-1 matrix $A$ is saturating for the forbidden $d$-dimensional $0-1$ matrix $P$ if $A$ avoids $P$ but changing any zero to a one in $A$ creates a copy of $P$. For any $d$-dimensional 0-1 matrix $P$, we define the saturation function $\operatorname{sat}(n, P, d)$ to be the minimum possible number of ones in a $d$-dimensional 0-1 matrix of dimensions $n \times \cdots \times n$ that is saturating for $P$.

Given any 2-dimensional 0-1 matrix $P$ of dimensions $r \times s$, we can create a $d$-dimensional $0-1$ matrix $P_{d}$ corresponding to $P$ for which all dimensions are of length 1 except the first and second dimensions which are of length $r$ and $s$ respectively. We define entry $(i, j, 1, \ldots, 1)$ of $P_{d}$ to be 1 if and only if entry $(i, j)$ of $P$ is 1 . We have sat $\left(n, P_{d}, d\right)=$ $n^{d-2} \operatorname{sat}(n, P)$. To see that $\operatorname{sat}\left(n, P_{d}, d\right) \leqslant n^{d-2} \operatorname{sat}(n, P)$, consider any $n \times n 0-1$ matrix $A$ with sat $(n, P)$ ones that is saturating for $P$, and let $B$ be the $d$-dimensional 0-1 matrix of dimensions $n \times \cdots \times n$ obtained from $A$ by defining entry $\left(x_{1}, x_{2}, x_{3}, \ldots, x_{d}\right)$ of $B$ to be 1 if and only if entry $\left(x_{1}, x_{2}\right)$ of $A$ is 1 . Clearly $B$ avoids $P_{d}$, since a copy of $P_{d}$
in $B$ would imply there is a copy of $P$ in $A$. Moreover if we change any zero in entry $\left(x_{1}, x_{2}, x_{3}, \ldots, x_{d}\right)$ of $B$ to a one, then we create a copy of $P_{d}$ in $B$ for which the last $d-2$ coordinates of all entries in the copy are $x_{3}, \ldots, x_{d}$. This is because the entries of $B$ with last $d-2$ coordinates equal to $x_{3}, \ldots, x_{d}$ form a copy of $A$ when restricted only to the first two dimensions, and changing any zero in $A$ to a one creates a copy of $P$. Thus $B$ is saturating for $P_{d}$, and $B$ has $n^{d-2} \operatorname{sat}(n, P)$ ones, so $\operatorname{sat}\left(n, P_{d}, d\right) \leqslant n^{d-2} \operatorname{sat}(n, P)$.

To see that $\operatorname{sat}\left(n, P_{d}, d\right) \geqslant n^{d-2} \operatorname{sat}(n, P)$, suppose for contradiction that sat $\left(n, P_{d}, d\right)<$ $n^{d-2} \operatorname{sat}(n, P)$. Then there exists a $d$-dimensional 0-1 matrix $C$ of dimensions $n \times \cdots \times n$ that avoids $P_{d}$ with fewer than $n^{d-2} \operatorname{sat}(n, P)$ ones such that changing any zero in $C$ to a one creates a copy of $P_{d}$. By the pigeonhole principle, there exist $x_{3}, \ldots, x_{d}$ such that the entries of $C$ with last $d-2$ coordinates equal to $x_{3}, \ldots, x_{d}$ contain fewer than $\operatorname{sat}(n, P)$ ones. Let $T$ be the 2-dimensional $0-1$ matrix for which entry $(i, j)$ of $T$ is 1 if and only if entry $\left(i, j, x_{3}, \ldots, x_{d}\right)$ of $C$ is 1 . Then $T$ is an $n \times n 0-1$ matrix that is saturating for $P$, but $T$ has fewer than $\operatorname{sat}(n, P)$ ones, a contradiction. Thus we proved the following lemma.

Lemma 3.1. Given any 2-dimensional 0-1 matrix $P$ of dimensions $r \times s$, let $P_{d}$ be the $d$-dimensional 0-1 matrix of dimensions $r \times s \times 1 \times \cdots \times 1$ for which entry $(i, j, 1, \ldots, 1)$ of $P_{d}$ is 1 if and only if entry $(i, j)$ of $P$ is 1 . Then $\operatorname{sat}\left(n, P_{d}, d\right)=n^{d-2} \operatorname{sat}(n, P)$.

It would be interesting to investigate the saturation functions of $d$-dimensional $0-1$ matrices for which more than two of the dimensions have length greater than 1. For example, what is $\operatorname{sat}(n, P, d)$ for every $d$-dimensional permutation matrix $P$ ?

## Acknowledgements

The author thanks the referee for improving this paper with helpful suggestions.

## References

[1] B. Berendsohn. Matrix patterns with bounded saturation function (2020), arXiv:2012.14717.
[2] D. Bienstock and E. Győri. An extremal problem on sparse 0-1 matrices. SIAM Journal of Discrete Mathematics 4 (1991) 17-27.
[3] R. Brualdi and L. Cao. Pattern-avoiding (0, 1)-matrices (2020), arXiv:2005.00379.
[4] J. Cibulka and J. Kynčl. Better upper bounds on the Füredi-Hajnal limits of permutations. Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms (2017) 2280-2293.
[5] J. Cibulka and J. Kynčl. Tight bounds on the maximum size of a set of permutations with bounded VC-dimension. Journal of Combinatorial Theory Series A 119 (2012) 1461-1478.
[6] P. A. CrowdMath. Bounds on parameters of minimally nonlinear patterns. The Electronic Journal of Combinatorics 25(1) (2018), \#P1.5.
[7] G. Damasdi, B. Keszegh, D. Malec, C. Tompkins, Z. Wang, and O. Zamora. Saturation problems in the ramsey theory of graphs, posets and point sets. European Journal of Combinatorics 95 (2021) 103321.
[8] A. Dudek, O. Pikhurko, and A. Thomason. On minimum saturated matrices. Graphs and Combinatorics 29 (2013) 1269-1286.
[9] P. Erdős, A. Hajnal, and J. W. Moon. A problem in graph theory. The American Mathematical Monthly 71 (1964) 1107-1110.
[10] J. Fox. Stanley-Wilf limits are typically exponential (2013) arXiv:1310.8378.
[11] R. Fulek. Linear bound on extremal functions of some forbidden patterns in 0-1 matrices. Discrete Mathematics 309 (2009) 1736-1739.
[12] Z. Füredi and Y. Kim. Cycle-saturated graphs with minimum number of edges. Journal of Graph Theory 73 (2013) 203-215.
[13] N. Frankl, S. Kiselev, A. Kupavskii, and B. Patkós. VC-saturated set systems (2020), arXiv:2005.12545.
[14] M. Ferrara, B. Kay, L. Kramer, R. Martin, B. Reiniger, H. Smith, and E. Sullivan. The saturation number of induced subposets of the boolean lattice. Discrete Mathematics 340 (2017) 2479-2487.
[15] R. Fulek and B. Keszegh. Saturation problems about forbidden 0-1 submatrices (2020), arXiv:2010.08256.
[16] Z. Füredi. The maximum number of unit distances in a convex n-gon. Journal of Combinatorial Theory Series A 55 (1990) 316-320.
[17] Z. Füredi and P. Hajnal. Davenport-Schinzel theory of matrices. Discrete Mathematics 103 (1992) 233-251.
[18] J. Geneson. A generalization of the Kővári-Sós-Turán theorem (2020), arXiv:2002.05336.
[19] J. Geneson. Constructing sparse Davenport-Schinzel sequences. Discrete Mathematics 343 (2020) 111888.
[20] J. Geneson. Extremal functions of forbidden double permutation matrices. Journal of Combinatorial Theory Series A 116 (2009) 1235-1244.
[21] J. Geneson. Forbidden formations in multidimensional 0-1 matrices. European Journal of Combinatorics 78 (2019) 147-154.
[22] J. Geneson and L. Shen. Linear bounds on matrix extremal functions using visibility hypergraphs. Discrete Mathematics 338 (2015) 2437-2441.
[23] J. Geneson and P. Tian. Extremal functions of forbidden multidimensional matrices. Discrete Mathematics 340 (2017) 2769-2781.
[24] J. Geneson and S. Tsai. Sharper bounds and structural results for minimally nonlinear 0-1 matrices. Electronic Journal of Combinatorics 27(4) (2020), \#P4.24.
[25] D. Gerbner, B. Keszegh, N. Lemons, C. Palmer, D. Pálvölgyi, and B. Patkós. Saturating sperner families. Graphs and Combinatorics 29 (2013) 1355-1364.
[26] A. Hesterberg. Extremal functions of excluded tensor products of permutation matrices. Discrete Mathematics 312 (2012) 1646-1649.
[27] B. Keszegh. On linear forbidden submatrices. Journal of Combinatorial Theory Series A 116 (2009) 232-241.
[28] B. Keszegh, N. Lemons, R. Martin, D. Pálvölgyi, and B. Patkós. Induced and noninduced poset saturation problems (2020), arXiv:2003.04282.
[29] M. Klazar. The Füredi-Hajnal conjecture implies the Stanley-Wilf conjecture. Formal power series and algebraic combinatorics (2000) 250-255.
[30] M. Klazar and A. Marcus. Extensions of the linear bound in the Furedi-Hajnal conjecture. Advances in Applied Mathematics 38 (2007) 258-266.
[31] D. Korándi, G. Tardos, I. Tomon, and C. Weidert. On the Turan number of ordered forests. Journal of Combinatorial Theory Series A 165 (2019) 32-43.
[32] T. Kővári, V. T. Sós, and P. Turán. On a problem of K. Zarankiewicz. Colloquium Mathematicae 3 (1954) 50-57.
[33] A. Marcus and G. Tardos. Excluded permutation matrices and the Stanley-Wilf conjecture. Journal of Combinatorial Theory Series A 107 (2004) 153-160.
[34] A. Methuku and D. Pálvölgyi. Forbidden hypermatrices imply general bounds on induced forbidden subposet problems. Combinatorics, Probability, and Computing 26 (2017) 593-602.
[35] J. Mitchell. L1 shortest paths among polygonal obstacles in the plane. Algorithmica 8 (1992) 55-88.
[36] G. Nivasch. Improved bounds and new techniques for Davenport-Schinzel sequences and their generalizations. Journal of the ACM 57 (2010)
[37] J. Pach and G. Tardos. Forbidden paths and cycles in ordered graphs and matrices. Israel Journal of Mathematics 155 (2006) 309-334.
[38] S. Pettie. Degrees of nonlinearity in forbidden 0-1 matrix problems. Discrete Mathematics 311 (2011) 2396-2410.
[39] S. Pettie. Generalized Davenport-Schinzel sequences and their 0-1 matrix counterparts. Journal of Combinatorial Theory Series A 118 (2011) 1863-1895.
[40] G. Tardos. Extremal theory of ordered graphs. Proceedings of the International Congress of Mathematics 3 (2018) 3219-3228.
[41] G. Tardos. On 0-1 matrices and small excluded submatrices. Journal of Combinatorial Theory Series A 111 (2005) 266-288.
[42] J. Wellman and S. Pettie. Lower bounds on Davenport-Schinzel sequences via rectangular Zarankiewicz matrices. Discrete Mathematics 341 (2018) 1987-1993.

