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Abstract—In information security, steganalysis has been an
important topic since evidences first indicated steganography has
been used for covert communication. Among all digital files,
numerous devices generate JPEG images due to the capability
of compression and compatibility. A large number of JPEG
steganography methods are also provided online for free usage.
This has spawned significant research in the area of JPEG
steganalysis. This paper introduces an image estimation technique
utilizing the alpha-trimmed mean for distinguishing clean and
steganography images. The hidden information is considered
additive noise to the image. The alpha-trimmed method estimates
steganographic messages within images in the spatial domain and
provide flexibility for classifying various steganography methods
in the JPEG compression domain. For three JPEG steganography
methods along with three embedding message files applied to an
image data set, the proposed method results in better separability
between clean and steganographic classes. The results are based
on comparisons between the presented method and two existing
methods in which classification accuracies are increased by as
much as 32%.

Index Terms—Alpha-trimmed mean, image estimation, JPEG
steganalysis, feature generation

I. INTRODUCTION

Information security is and will continue to be a serious
issue. Digital steganography has been one of the main vehi-
cles used to secure data. Secret information is imperceptibly
hidden within signals with the use of steganography. Signals
containing enclosed messages are stored or transmitted through
public channels without indication that pertinent information
is hidden. On the other hand, behaviors of computer and
cyber crime which consider steganography as a means of
concealment lead to the problem of steganalysis [1].

The goal of image steganography detection is to determine
whether a given image potentially contains secret data. For
the problem of image steganalysis, approximation techniques
can be used to resolve certain characteristics of an image in
order to determine the existence of anomalies. This includes
estimating anomalies in the image pixel values or coefficient
values in the transform domain. The predicted pixel val-
ues/coefficients along with/without the original values can be
used for generating features that are capable of separating input
images into various categories. Related issues include detecting
the existence of steganographic content, identification of the
steganography method being used, extraction of the covert

message, etc [2]. Among digital files, there are numerous
sources that generate digital images. Furthermore, a majority
of the devices create and store images as JPEG file types,
a popularly used compressed image file format [3]. Due to
a large number of online freeware generating steganography
files with JPEG images, it is necessary to properly detect three
forms of JPEG embedding methods:

• steganographic messages hidden within header files
• steganographic messages hidden within coefficients
• steganographic messages hidden within footers

This paper focuses on steganography detection of JPEG
images, in which steganography methods embed the secret
message within JPEG coefficients. Due to the characteristics
of JPEG images, information hiding in JPEG coefficients is
disseminated throughout the image in spatial domain pixel
values without visually distorting the image. Hence, the hidden
messages are considered additive noises within the spatial
domain. This is the basis for developing an approximation
technique for steganography images.

In the existing image feature generation methods for ste-
ganalysis, approximation techniques used for image pixel value
or coefficient estimations are based on cropping in the spatial
domains [4], [5], regression in the wavelet domains [6] and
coefficient comparisons in the JPEG domain [7]. This paper
presents a spatial domain estimation technique, the alpha-
trimmed mean filter estimation. This method provides small
amounts of noise estimation disseminated throughout the spa-
tial domain and concentrated in the low and mid band coeffi-
cients in the JPEG quantized DCT blocks. Statistics are applied
to both the original images and the predicted images for
calculating a set of features. These statistics include a global
histogram, individual histograms of low frequency coefficients,
coefficient frequencies, coefficient variation, blockiness, and
co-occurrence matrix of the coefficients [4].

The paper is organized as follows. Section II gives back-
ground knowledge of two feature generation methods, DCT
features [4] and Markov features [7], as well as alpha-
trimmed mean [8] which will be used to estimate a given
image. The proposed method including image estimation and
statistical measurements for generating features is described
in Section III. Section IV illustrates the classifier utilized
here [9]. In addition, this section also describes cross validation
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for performance analysis. Section V shows and compares
classification accuracies between the proposed method and
two existing feature generation techniques with three JPEG
steganography methods, F5 [10], Outguess v0.2 [11], and
Steghide v0.5.1 [12], ensuing the conclusion and discussion
of possible future work in Section VI.

II. RELATED WORK

This section consists of brief descriptions regarding the
alpha-trimmed mean which will be used to estimate a given
image for steganalysis. Two existing feature generation meth-
ods are also described which are used for comparing the
performance of the proposed feature generation method. The
measure of performance is described in Section V.

A. Alpha-trimmed Mean

For an ascending sorted vector x = [x1, x2, . . . , xP ] with
length P = 2m+1 for m ∈ N, the alpha-trimmed mean value
of x is defined as in (1), where t = �αP � and 0 ≤ α ≤ 0.5 [8].

μα =
1

P − 2t

P−t∑

i=t+1

xi (1)

When α = 0, μα implies the average of xi; when α = 0.5, μα

indicates the median of xi. Note that if P = 2m for m ∈ N and
when α = 0.5, μα is the median of xi, which is the average
of the two values around the center [8].

B. DCT Features

For JPEG steganography detection, Fridrich generates 23
features using first order and second order statistics [4]. A
given JPEG image J1 is decompressed into the spatial domain
first. The image is then cropped by 4 pixels in each direction
and recompressed with the same quantization table used in
decompressing J1 to obtain J2. This is an approximation
technique used to estimate altered pixel and coefficient val-
ues. A set of vector functions F is applied to J1, J2, and
corresponding decompressed image pixel values. The final
feature f corresponding to F is obtained from an L1 norm
calculating the difference between the function output of the
original and the calibrated image. The L1 norm is defined for a
vector/ matrix as a sum of absolute values of all vector/matrix
elements.

C. Markov Features

Shi et al [7] developed a set of features to detect JPEG
steganography. The features generated view the differences in
the JPEG 2-D array with Markov random process. According
to the theory of random process, the transition probability
matrix is used to characterize the Markov process. The fea-
tures are derived from the transition probability matrix. In
order to achieve an appropriate balance between steganalysis
capability and computational complexity, a so-called one-step
transition probability matrix is utilized. In order to further
reduce computational cost by reducing the dimensionality of
feature vectors, a thresholding technique is used. This results
in a 324 dimensional feature vector, where the threshold used
for range of coefficients is 4.

III. IMAGE ESTIMATION FEATURE GENERATION

For the problem of image steganalysis, in order to determine
if anomalies in an image exist, an approximation technique
can be used. One way is to approximate the characteristics
of an image, such as image pixel values or coefficient values
in transform domains. The original and/or predicted pixel
values/coefficients along with/without some statistical mea-
surements can be utilized for generating features that are able
to separate different categories of input images. Fig. 1 shows
a generic procedure of the technique.

Fig. 1. A generic image estimation feature generation method

The idea of image estimation is to predict the pixel values
which may be modified in an imperceptible fashion. The char-
acteristics of images, called image features, can be measured
by a set of statistics. The features generated are expected
to distinguish input images as either clean or steganography
classes.

A. Alpha-trimmed Mean Filter Estimation

JPEG steganography methods embed secret messages
within JPEG coefficients resulting in hidden information dis-
seminated throughout the image spatial domain pixel values
without visually distorting the image. In this paper the secret
message is considered additive noise to an image which leads
to approximating the steganographic content in the spatial do-
main. The alpha-trimmed mean filter estimation is introduced
here for steganography image estimation in the spatial domain.

The method divides the input image into blocks, either
non-overlapped or overlapped, of size u × v. The alpha-
trimmed mean is applied to each block, generating a reduced
intermediate image by averaging a portion of or all pixel values
within the block. Suppose the image is approximated in a
shrinking manner, interpolation techniques may be applied to
this intermediate image. The output image is the same size of
the input image, in which output values are approximations to
the original values, see Fig. 2.

Fig. 2. Alpha-trimmed mean filter estimation process

When the image is re-expanded to its original size with
an interpolation technique, a smoothing effect occurs. The
blockiness of 8 × 8 blocks in a JPEG image is reduced. Note
that a steganography image is imperceptibly different from its
original clean state. The original input image and the predicted
image derived from the image estimation process are used for
deriving the features. In order to show the importance of image
estimation, the statistical measurements initially introduced
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in [4] are used along with the proposed estimation technique.
This generates a set of 23 features, f = [f1, f2, . . . , f23], for
classification between clean and steganography images.

B. Statistical Measurements

In the above technique, the estimated image in the spatial
domain is to be saved as a JPEG image using the same
quantization as the original input JPEG image. This results in
a comparison of JPEG coefficients of the original input image
and the newly created image. The idea of the comparison
by subtracting the original coefficients with the estimated
coefficients is to estimate coefficients that may have been ma-
nipulated which can be measured by a set of statistics [4] listed
below. There are a total of 23 features, including 20 are derived
from five functions, F1 to F5, using (2) calculated directly with
coefficients. In (2), J1 indicates the JPEG coefficient values of
original input image, while J2 would be the case of estimated
input images, and f is the derived feature after calculating
the L1 norm between the functions of the original and the
predicted.

f = ‖F (J1) − F (J2)‖L1 (2)

• F1: This function derives the first order statistic, i.e., the
histogram, of all JPEG coefficients. This results in one
feature value, f1.

• F2: This function obtains individual histograms of the
first five AC coefficients, which are at location 2 to
6, after the zigzag procedure, as shown in Fig. 3, for
each coefficient block. Only histograms of low frequency
JPEG coefficients are used for deriving features. This is
because histograms of coefficients at medium and higher
frequencies are usually statistically unimportant due to the
small number of non-zero coefficients. This results in 5
features, f2, . . . , f6.

Fig. 3. The zigzag process of an 8 × 8 block

• F3: This function counts the number of occurrences of
all AC coefficients having values in the range from -5
to 5, inclusively. This results in a total of 11 features,
f7, . . . , f17.

• F4: This function measures the variation between neigh-
boring blocks within the image. The sum of differences
between coefficients is calculated at the same location
in each pair of neighboring blocks, both by rows and
columns. The symbol M denotes the image in spatial
domain, |Mr| is the number of blocks per row, and |Mc|
is the number of blocks per column. This results in one

feature value, f18.

F4(M) =
Vr + Vc

|Mr| + |Mc|
where

Vr =
8∑

i,j=1

|Mr|−1∑

k=1

∣∣∣∣dij(Mr(k)) − dij(Mr(k + 1))
∣∣∣∣

and

Vc =
8∑

i,j=1

|Mc|−1∑

k=1

∣∣∣∣dij(Mc(k)) − dij(Mc(k + 1))
∣∣∣∣

• F5: This function measures the discontinuities along the
8 × 8 block boundaries, i.e., the blockiness of an image,
in spatial domain. The symbol c indicates a pixel value
in a decompressed image. Two features, f19 and f20, are
calculated from the sum of differences between border
pixel values in each pair of neighboring blocks, both by
rows and columns, with α = 1, 2. The symbol M and N
indicate the number of rows and the number of columns
of decompressed images, respectively.

F5(M) =
Br + Bc

N�(M − 1)/8� + M�(N − 1)/8�
where

Br =
�(M−1)/8�∑

i=1

N∑

j=1

∣∣∣∣c8i,j − c8i+1,j

∣∣∣∣
α

and

Bc =
�(N−1)/8�∑

j=1

M∑

i=1

∣∣∣∣ci,8j − ci,8j+1

∣∣∣∣
α

• f21, f22, f23: The features are derived from co-occurrence
matrices Cs,t of neighboring JPEG coefficients [4], [13].
δ(·, ·) compares the two parameters to see if they are
equal. If yes, then the number counts, i.e., δ(·, ·) = 1;
otherwise, δ(·, ·) = 0.

f21 = D0,0

f22 = D0,1 + D1,0 + D−1,0 + D0,−1

f23 = D1,1 + D1,−1 + D−1,1 + D−1,−1

where Ds,t = Cs,t(J1) − Cs,t(J2),

Cs,t(J) =
Cr + Cc

|Mr| + |Mc|

Cr =
8∑

i,j=1

|Mr|−1∑

k=1

δ (s, dij(Mr(k))) δ (t, dij(Mr(k + 1)))

Cc =
8∑

i,j=1

|Mc|−1∑

k=1

δ (s, dij(Mc(k))) δ (t, dij(Mc(k + 1)))
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IV. CLASSIFICATION AND VALIDATION

A. Alpha-trimmed Standardization

The generated features from Section III lie in different
dynamic ranges. This causes an unfair experimental condition,
i.e., observations with initially large ranges have the potential
to outweigh observations with initially smaller ranges. Hence,
the problem can be overcome by preprocessing the features so
that their values lie within similar ranges. The standardization
method ensures that the data lies in the same dynamic range
prior to classification. Each feature in this method is separately
standardized by subtracting its mean and dividing by the
standard deviation as follows:

f̂ =
1
σα

(f − μα · j)
where μα is alpha-trimmed mean, σα is its deviation for
each feature from all of the available instances, and j is a
vector of ones having the same length as the feature vector f .
Using alpha-trimmed mean with the standardization allows the
removal of outliers without additional outlier processing [14].

B. Neural Network Classifier

A neural network classifier provided by Matlab is utilized
here for nonlinear classification [9], [15], as shown in Fig. 4.

Fig. 4. A neural network model with Gaussian kernels

The input of the trained neural network classifier are the
standardized feature vector f̂ of length q. The output y is the
classification result indicating which class the input f̂ belongs
to. For each node in the first layer network, Gaussian kernels
φi with centers and spreads are applied. A weighted linear
mapping in the second layer makes the classification decision
with a threshold b. The model equation is defined in (3).

y = b +
r∑

i=1

ωiφi(f̂ ) (3)

C. Cross Validation

There are two main types of cross validation, random cross
validation and k-fold cross validation. The former randomly
divides the data set into subsets while the latter separates the
data set into k mutually exclusive subsets (folds) [16]. As can
be seen in Fig. 5, a k-fold cross validation is sometimes called
rotation estimation. The folds are of approximately equal size.
The inputs are trained on the selected training data and tested

on the test data selection. The cross validation estimation of
accuracy is the overall number of correct classifications divided
by the number of instances in the data set. The accuracy
estimate is the average accuracy for k mutually exclusive
subsets.

Fig. 5. k-fold cross validation

Kohavi [16] has shown through experimental results on
artificial data and theoretical results in restricted settings, that
selecting a good classifier from a set of classification model,
10-fold cross validation may be better than the more expensive
leave-one-out cross validation. In this research, this procedure
will be adopted and carried out for all experimental results.

V. COMPUTER SIMULATION

The clean image data set used in the experiment is down-
loaded from the website Break Our Watermarking System, 2nd
edition [17], which contains 10,000 512 × 512 images. Two
hundred images are randomly selected, converted from PGM
uncompressed image file format into JPEG file format with a
compression ratio of 75 for a fair comparison. For creating
steganography images, three sizes of stego message text files,
0.21 KB, 0.32 KB, and 1.04 KB, as well as three popular
JPEG steganography methods, F5 [10], Outguess v0.2 [11],
and Steghide v0.5.1 [12], are used. Note that a file size of
1.04 KB contains the content of approximately one half page
of a novel.

TABLE I
CLASSIFICATION ACCURACIES (%) FOR F5

Observed
DCT Features Markov Features Proposed Method

[4] [7] (α = 0)
Stego Clean Stego Clean Stego Clean

Stego 45.1 54.9 46.2 53.8 65.4 34.6
0.21KB
Clean 53.2 46.8 51.4 48.6 35.6 64.4
Stego 56.5 43.5 56.1 43.9 72.6 27.4

0.32KB
Clean 40.4 59.6 39.2 60.8 24.3 75.7
Stego 85.0 15.0 66.1 33.9 91.3 8.7

1.04KB
Clean 17.7 82.3 19.5 80.5 6.1 93.9

Using 10-fold cross validation, Table I, II and III show
the confusion matrices as an average percentage of predicting
clean images versus three steganography methods using the
proposed features and two existing feature methods [4], [7].
In each of these experiments, there are 100 clean images and
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TABLE II
CLASSIFICATION ACCURACIES (%) FOR OUTGUESS V0.2

Observed
DCT Features Markov Features Proposed Features

[4] [7] (α = 0)
Stego Clean Stego Clean Stego Clean

Stego 55.0 45.0 58.9 41.1 87.3 12.7
0.21KB
Clean 44.6 55.4 37.8 62.2 15.3 84.7
Stego 54.4 45.6 70.7 29.3 73.5 26.5

0.32KB
Clean 45.1 54.9 21.7 78.3 22.9 77.1
Stego 94.5 5.5 89.9 10.1 98.0 2.0

1.04KB
Clean 9.3 90.7 9.2 90.8 3.6 96.4

TABLE III
CLASSIFICATION ACCURACIES (%) FOR STEGHIDE V0.5.1

Observed
DCT Features Markov Features Proposed Features

[4] [7] (α = 0)
Stego Clean Stego Clean Stego Clean

Stego 68.7 31.3 72.4 27.6 87.3 12.7
0.21KB
Clean 28.1 71.9 14.1 85.9 16.8 83.2
Stego 67.3 32.7 75.9 24.1 76.9 23.1

0.32KB
Clean 27.6 72.4 35.4 64.6 19.7 80.3
Stego 72.7 27.3 87.1 12.9 93.6 6.4

1.04KB
Clean 22.7 77.3 9.8 90.2 4.8 95.2

100 steganography images used. The block size parameters for
image estimations are u = 2 and v = 2.

From Table I, II and III, the use of proper image estimation
methods allows an improvement in the capability of determin-
ing whether an image is clean or contains a secret message. In
addition, a majority of steganalysis methods focus on a large
amount of embedding data, the presented method is able to
detect when a small amount of information is embedded.

VI. CONCLUSION

This paper presents the alpha-trimmed image estimation
method for steganography detection on JPEG images. The idea
considers the secret message being hidden in a cover image as
additive noises. The method presented in Section III has the
goal of accurately estimating JPEG coefficients that may con-
tain hidden information resulting in higher classification accu-
racies. Three JPEG steganography methods, F5, Outguess v0.2,
and Steghide v0.5.1, are used in the experimentation for testing
two existing feature methods and the presented method. By
using the proposed method along with one of the existing set
of statistical measurements, the classification accuracies in the
three steganography methods are all improved by as much as
32% higher classification accuracies. The alpha-trimmed mean
filter estimation will be used in future work with additional
statistical measure to improve the classification accuracies of
steganography message files of various sizes.
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