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Abstract 

It is established in traumatic brain injury (TBI) animal models that the vasculature undergoes 

loss and recovery. Although past studies have correlated vascular structural alterations with 

cerebral blood flow (CBF) changes or functional outcome, analysis has largely focused on 

histological measures of vessel density and diameter. However, it is the 3D organization of 

cerebral blood vessels that determines the overall capacity of the cerebral circulation to meet 

the metabolic requirements of the brain. To examine function and 3D organization in the same 

mouse brain, a methodology was developed combining in vivo Arterial Spin Labeling (ASL) MRI 

to quantify blood flow under rest and hypercapnia followed by ex vivo 2-photon fluorescence 

microscopy (2PFM) to quantify 3D vascular structure. Application of this methodology to a 

controlled cortical impact mouse model of TBI enabled analysis of the evolution of vascular 

architecture and its relation to blood flow. Despite early (1-day) loss of vasculature, vessel 

density and vascular volume recovered 1-month post-TBI. However, the reorganized 
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vasculature possessed a radial pattern that corresponded to low blood flow. Since these 

microvascular alterations are difficult to directly detect with in vivo technologies, ultrasound 

wave reflection analysis was applied to the carotid arteries of these mice. It was demonstrated 

that quantification of cerebral vascular resistance with ultrasound has the potential to detect 

whether a mouse received a TBI. Ultrasound therefore may present an efficient, non-invasive 

method for detecting TBI via changes in vascular architecture.  
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Chapter 1 

Introduction and Overview 

This thesis analyzes 3D vascular structure and function in a mouse traumatic brain injury (TBI) 

model through development of an imaging methodology combining optical measurements of 

vascular architecture with mesoscopic blood flow imaging. The background to the research is 

introduced in Chapter 1. The findings and a description of the experimental design are detailed 

in the main body of the thesis (Chapters 2 – 4). 

The goal of Chapter 1 is to provide a motivation for the thesis and highlight the current 

state of knowledge on the cerebral vasculature, TBI research, vascular injury, and imaging of 

vascular structure and function. This background provides context for the techniques and 

findings described in Chapters 2 – 4.  

The Introduction is divided into separate sections, with each considering a separate theme. 

The first outlines the motivation for the research. The second discusses the structure and 

function of vascular architecture in the brain, and its alteration in disease. Animal models of TBI 

are highlighted, together with the effects of TBI on the vasculature. Techniques for probing 

vascular structure and function are examined, specifically microscopy [1], Arterial Spin Labeling 

(ASL) MRI for perfusion imaging [2, 3], and ultrasound [4]. 
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1.1 Motivation   

The cerebral vasculature transports oxygen, glucose, and nutrients (such as vitamins and 

minerals) throughout the brain. Despite its inability to store glucose in contrast to other organs, 

the brain accounts for 20 % of the body’s resting metabolism [5]. In the healthy adult rodent 

brain, it is estimated that propagation of action potentials through neurons contribute to nearly 

half (47 %) the energy expenditure. There is additional consumption of energy due to 

postsynaptic effects of glutamate (estimated at 34 %) and the maintenance of the resting 

potential (estimated at 13 %) [5]. These metabolic demands and inability to rely on stored 

glucose render the brain susceptible to injury where blood flow is reduced. Neuron cell bodies 

are on average 15 µm from the nearest microvessel [6], with dendritic spines approximately 13 

µm from capillaries in healthy tissue [7, 8]. Theoretical models predict that dendrites receive 

sufficient oxygenation to maintain their dendritic structure if they are within 30 – 40 µm of a 

flowing vessel [7, 9]. A high density of vessels therefore protects against ischemic occlusion by 

allowing a ‘safety factor’ between normal density of vessels and reduced density that leads to 

impaired neuronal structure or function [6]. Interestingly, dendritic structure is still maintained 

within 80 µm of a flowing vessel in a mouse model of focal stroke, although it is proposed that 

astrocytes may increase the diffusion limit by trafficking additional metabolic substrates such as 

lactate [7, 10].   

The cerebral vasculature is plastic, and adjusts its structure in response to environmental 

factors such as exercise [11] or acquired disease [12, 13]. This plasticity is critical to normal 

brain development [14] and for restoring tissue oxygenation following stroke [15]. Therapies 
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that increase blood flow via addition of new vessels have been proposed to treat stroke [16] 

and TBI [17].  

The addition of new vessels, however, does not guarantee increased blood flow. In a study 

by Vogel et al. (2004) [18], vascular endothelial growth factor (VEGF, a signaling molecule that 

promotes vessel growth) overexpressing mice showed a three-fold increase in capillary density 

relative to controls, with no observable flow increase [18]. This lack of flow increase is partially 

attributed by Vogel et al. to ‘vascular architecture’ [18]. Architecture refers to the shape of 

vessels (ie. curvature, diameter, length) and their topology (their connections in 3D space). 

These parameters influence flow resistance [19], blood volume [20], transit time (time required 

for blood to travel through the arterial network; a measure of network efficiency) [12], and 

vascular reserve (ability to increase flow in response to perturbations) [18]. An understanding 

of how vascular remodeling impacts blood flow requires consideration of the network 

architecture in addition to vessel density. As demonstrated in Figure 1.1, two networks with 

identical vessel numbers may not equally perfuse tissue.  
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Figure 1.1. Effect of vascular architecture on blood flow. Figure adapted from the study by Vogel et al. [18]. 

Arrows indicate direction of blood flow, from the arteries (red) to veins (blue). (A) Sketch of a simplified vessel 

network, with two smaller vessels (capillaries) branching from the input artery. (B) If a new capillary is added to the 

network perpendicular to the pre-existing capillaries, there is no effect on blood flow (although possibly there are 

slight differences in tissue oxygenation due to differences in oxygen permeability between a vessel wall and tissue) 

since the pressure at both endpoints of the capillary is the same, rendering no net driving force across the new 

capillary. (C) Addition of a capillary in parallel to the pre-existing capillaries will increase flow by increasing the 

number of pathways for blood and decreasing the overall resistance of the vascular network. 

 

Many studies of vascular remodeling have been based on metrics obtained through 2D 

microscopy imaging such as density and diameter [21, 22, 23]. In healthy mice, regions of high 

vascularization display high blood flow [24]. In this situation, 2D analysis of vessel density might 

be indicative of vascular network function and tissue oxygenation. This relationship may differ 

in injury or disease. In Alzheimer’s Disease, despite maintenance of capillary density, vessels are 

tortuous (twisted) and capillaries shrink to form unperfused ‘string’ vessels [25]. These 

morphological abnormalities are believed to contribute to hypoperfusion [25]. To develop 

therapies that restore blood flow, an understanding is required of structural mechanisms by 

which networks remodel during injury, and the functional consequences of these adaptations. 
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This can be obtained via application of 3D technologies that image both microvascular structure 

and tissue perfusion. 

3D microscopy-based imaging technologies and analysis techniques have been developed 

for visualizing and segmenting the microvasculature in large volumes of brain tissue [26, 27, 

28]. Since these techniques are not combined with blood flow measurements, they provide 

only structural information, rendering it difficult to determine how structural changes influence 

flow. This is ultimately significant because studies that apply these techniques would only be 

able to compare vascular phenotypes between healthy mice and those with acquired disease. 

Applicability in humans is limited without knowledge of microvascular structure and blood flow 

relations.  

This thesis: (1) Develops an imaging methodology for quantification of vascular structure 

and cerebral blood flow; (2) Applies this methodology to understand the evolution of vascular 

structure and function following brain injury; (3) Applies an ultrasound wave reflection 

technique for non-invasive in vivo detection of changes in vascular architecture.  

The imaging methodology that is presented combines an ex vivo 2-photon fluorescence 

microscopy imaging technique, Serial Two-Photon Tomography (STPT) [29], with in vivo Arterial 

Spin Labeling (ASL) MRI. STPT is used to obtain images at an isotropic voxel size of 2 µm, 

enabling 3D capillary quantification and analysis. Through registration of the STPT data to the 

ASL MRI images, perfusion at each ASL voxel is correlated with vascular structure. Since STPT is 

ex vivo, this methodology cannot be translated to the clinic. Ultrasound wave reflection is 

therefore proposed as an alternative, non-invasive method for cerebrovascular quantification. 
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This combined imaging approach is applied to a mouse model of TBI. This model was 

selected to study vascular remodeling since animals exposed to injury undergo loss and 

recovery of cerebral vasculature [21], with reductions in blood flow and abnormalities in 

vascular structure that persist weeks to months following the initial injury [30, 31]. This is 

described in further detail later in this chapter. In humans, there is significant variation in the 

type and severity of brain injury [32]. Animal TBI models enable precise control of 

biomechanical injury parameters, minimizing between-sample variation. Overall, mice serve as 

a controlled model system for studying abnormal vascular remodeling in brain tissue following 

injury.  

 

1.2 Cerebrovascular Architecture and Traumatic Brain Injury 

The cerebral vasculature transports blood over long distances across the cortical surface, 

delivering the blood to capillary beds inside the brain to oxygenate the tissue. This section 

describes vascular architecture in healthy and diseased mice as a basis for understanding the 

functional significance of changes to blood vessel structure. Prior to outlining the TBI animal 

models, general concepts in TBI are described such as primary and secondary injuries, and focal 

and diffuse injuries. These details are important for understanding how TBI animal models 

characterize aspects of the human condition. A review of the effects of TBI on vascular 

structure and function is provided. 
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1.2.1 Cerebral vascular architecture and function 

Mice possess higher neuronal and vessel density than humans, although vascular architecture 

and topology are similar between mammals [6]. The vascular network in both species consists 

of pial vessels (large diameter vessels at the cortical surface) and penetrating vessels that enter 

the cortex at right angles to deliver blood into the capillary bed that permeates tissue. 

The pial network is composed of a backbone of 2D interconnected loops [33]. As 

demonstrated with fluorescence microscopy in rodents, these loops comprise fewer than 10 % 

of all branches on the cortical surface, while more than 80 % of offshoots from the loops end in 

a penetrating arteriole [33]. Loops re-route blood flow following occlusion of a single vessel 

within a loop, ensuring neuronal viability even if local flow is reduced [33]. The large diameters 

of pial vessels enable transport of blood across the cortical surface with minimal resistance. 

Capillaries, less than 8 – 10 µm in diameter, are the smallest vessels with a wall thickness of one 

cell layer. Values of microvessel/capillary density typically range from about 600 – 1300 

mm/mm3, depending on brain region or cortical layer [34]. For example, capillary density in the 

CA1 of hippocampus is approximately 600 mm/mm3, 700 mm/mm3 in layers 2/3 of auditory 

cortex, and over 1000 mm/mm3 in layer 4 of auditory cortex [34]. Similar to the pial 

vasculature, the 3D capillary network is comprised of loops, although with a greater number of 

branches compared to the pial vasculature [35]. These loops protect against the effects of 

occlusion, with only a minute volume of microinfarct produced following blockage of individual 

capillaries two or more branch points away from a penetrating vessel [36]. Nevertheless, their 

collateral flow does not overcome occlusion of single penetrating vessels. This leads to 

perfusion loss in a columnar region approximately 0.5 mm in diameter, as demonstrated both 
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in vivo in rodents and through numerical simulations [35]. The perfusion loss is attributed to 

venules acting as low pressure ‘sinks’ which shunt flow from neighbouring penetrating 

arterioles and prevent perfusion of the capillary bed which normally receives blood from the 

occluded vessel [35]. Due to their thin walls, oxygen diffuses from capillaries to support tissue 

metabolic processes such as neurotransmitter recycling, intracellular signaling, axonal 

transport, and CO2 and metabolic waste removal.  

Penetrating arterioles and venules enter the cortex at right angles to the cortical surface, 

connecting the pial vasculature with the subsurface capillary network. Flow through the vessel 

network depends significantly on the tone of the penetrating arterioles, with their smooth 

muscle cells enabling them to contract or dilate, dictating overall network resistance. As blood 

flows through the network and oxygen diffuses from the arterioles and capillary bed, there is a 

reduction in the oxygen tension. Sakadzic et al. (2014) [37] used 2-photon fluorescence 

microscopy to map oxygen partial pressure (PO2) in isoflurane anesthetized mice. They found 

PO2 values above 100 mmHg for pial arterioles with diameters larger than 40 µm, about 65 

mmHg for the smallest arterioles less than 10 µm diameter, 36 – 56 mmHg for capillaries, and 

35 – 48 mmHg for venules [37]. See Figure 1.2 for an image of the cortical vasculature. 
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Figure 1.2. Cortical vascular architecture. Maximum intensity projection image of a 100 µm-thick mouse brain 

coronal section. Vessels were perfused with a FITC fluorescent gel and imaged at 920 nm with a 2-photon 

fluorescence microscope.  

 

Abnormal architecture is frequently a feature of disease. In Alzheimer’s, increased vessel 

density is common in humans and rodents [38, 39]. This density does not correlate with flow 

increases, as demonstrated in a study combining whole-brain microscopy with ASL MRI in mice 

[39]. This could be due to the presence of non-functional, degenerating capillaries which 

promote hypoperfusion [40]. A 2-photon fluorescence microscopy study by Dorr et al. (2012) 

[12] in an Alzheimer’s mouse model found increased penetrating arteriole tortuosity relative to 

controls. This increased tortuosity negatively affected network function, resulting in increased 
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vascular transit times (ie. reduced network efficiency) and impaired reactivity to hypercapnia 

[12]. The tortuosity was attributed to the presence of plaques deposited near vessels [12]. 

In a study from Lund University in Sweden of Parkinson Disease in humans [41], enhanced 

concentration of angiogenesis biomarkers such as VEGF correlated with blood brain barrier 

leakage, white matter lesions, and movement difficulties. In mice administered MPTP (a 

neurotoxin that destroys dopaminergic neurons in the substantia nigra, similar to Parkinson in 

humans), microvessel networks in the substantia nigra contained regressing vessels, with 

endothelial cells clustered together [42]. Such changes are believed to reduce nutrient 

availability [42] and possibly expose brain tissue to toxic substances and inflammation [43]. 

A malfunctioning vessel network compromises neuronal stability through impaired delivery 

of oxygen and glucose [40]. Deficient vascular networks may contribute to cognitive decline 

through metabolic cascades involving synaptic loss, mitochondrial dysfunction, decreased 

energy molecule production, and oxidative stress [40]. Understanding the consequences of 

changes to vascular architecture is therefore critical to understanding disease progression.   

 

1.2.2 Animal models of TBI 

Traumatic brain injury (TBI) is damage to the brain by an external force, such as an object or 

pressure wave [44]. TBI severity is dependent on primary and secondary injury mechanisms. 

Primary injury is due to the initial impact. Secondary injury is the period following impact 

associated with inflammation, mitochondrial dysfunction, apoptosis, excitotoxicity, and 

oxidative stress [45].  
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During the primary impact, an external force deforms the tissue. This force compresses the 

cortex, causing swelling, hemorrhage, and ischemia. Damage to axons may occur via stretching 

and tearing [46]. Tissue deformation results in release of excitatory neurotransmitters that may 

be toxic in high concentrations. These neurotransmitters, such as glutamate and aspartate, lead 

to an influx of calcium into neurons, inducing apoptosis at high concentrations and activating 

enzymes which degrade proteins, lipids, and nucleic acids [46]. Excitotoxicity expands the initial 

lesion at the site of impact into the surrounding tissue [47]. While neurotransmitters are 

normally absorbed by astrocytes following release into the synapse, subsequent to injury, there 

is a decrease in the astrocytic glutamate transporter. This causes extracellular glutamate to 

remain in the synapse and further contribute to excitotoxicity [47]. 

In humans, brain injuries are usually classified as focal or diffuse, or a combination of both 

[48]. Focal trauma is visible with imaging techniques such as CT or MRI and occurs in severe and 

moderately head-injured populations [49]. Focal injuries may damage the vasculature and can 

cause bleeding within the brain (intracerebral hematoma), at the brain surface (subdural 

hematoma or subarachnoid hemorrhage), or within grey matter (cerebral contusion) [49]. 

Diffuse brain injuries are not localized to a single brain region. The most common diffuse injury 

is diffuse axonal injury (DAI), with lesions in cortex and white matter tracts. DAI is initiated by 

shearing forces due to rapid head rotation and acceleration [48, 50]. It leads to axonal swelling 

and impaired axonal transport, with minimal signs of focal vascular damage [51]. Axons are 

susceptible to shearing forces due to their organized structure within white matter tracts and 

viscoelastic properties [52]. 
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Due to differences in size and shape of brains between rodents and humans, animal TBI 

models do not exactly replicate the human condition. Nevertheless, models reproduce features 

of trauma such as contusion, blast, and rotational forces causing axonal injury. Examples of 

widely used models include blast injury, fluid percussion injury (FPI), weight-drop, and 

controlled cortical impact (CCI). A brief description of these models follows below. 

Blast injuries in humans most often occur during military conflict [53]. Blast animal models 

do not require craniotomy. The animal is placed in a chamber where shockwaves transmit 

forces to the brain [54]. In rodents, pathological changes induced by these shockwaves include 

DAI, astrocytic apoptosis, and vasospasm (arterial contraction causing vasoconstriction and 

reduced blood flow) [54, 55, 56, 57]. 

Fluid percussion injury (FPI) is the most commonly used pre-clinical TBI model and was 

initially applied to rabbits in 1965 [52, 58]. The dura and cortical surface are exposed via 

craniotomy. A pendulum strikes a piston that drives a saline-filled reservoir. This transmits a 

force through the reservoir, causing saline to be ejected and compress the cortical surface. The 

fluid moves into the epidural space concentrically from the point of contact [52]. The force with 

which the fluid bolus strikes the tissue is controlled by adjusting the height of the pendulum. 

Using a silicon vascular perfusion methodology and light microscopy, Park et al. (2009) [21] 

demonstrated in rats that the injured cortex undergoes a reduction in vessel density, with a 13 

% decrease in capillary diameter in the injury core 24-hours post-injury. The reduction in 

density extends beyond the injury core, occurring up to 4 mm rostral and caudal from the injury 

epicenter [21]. FPI reproduces features of human TBI such as cortical contusions, damage to 
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subcortical regions such as the hippocampus, and cognitive impairments such as memory and 

movement difficulties [46].  

There are disadvantages to FPI. Pulse pressure is not a direct measurement of impact force 

to tissue, and it is difficult to compare pre-clinical and clinical injury severity. Once the fluid 

strikes the brain, brain geometry will affect fluid flow, rendering biomechanical analysis of the 

injury challenging [52]. FPI shows aspects of DAI similar to that in humans, demonstrating in 

rats accumulation of β-amyloid precursor protein in white matter and upregulation of tumor 

necrosis factor α, a cell signaling protein involved in inflammation [59]. In humans, however, 

rotational motion generates the shear forces that contribute to axonal injury, possibly due to 

the bulk modulus being five to six times larger than the shear modulus in human brain tissue 

[60]. This has been confirmed in animal models, with significant axonal injury in monkeys 

generated by lateral head motion [61]. Rotational motion is minimal in FPI.   

Unlike FPI where only craniotomy position or size and pulse pressure (pendulum height) 

may be adjusted, there are several variants of the weight drop model. An early (1981) device in 

rats involved dropping a weight through a cylindrical tube onto cortex exposed via craniotomy 

[62]. Injury severity is adjusted by changing the diameter, height, and mass of the weight. 

Hemorrhages occur in the white matter directly underneath contused cortex. A tissue cavity 

develops by 24 hours, which expands over two weeks and is lined with macrophages [62].  

In contrast to open-skull models, closed skull impacts display minimal tissue cavitation or 

swelling [63]. Closed-skull models show axonal injury similar to that observed in humans, such 

as swollen axons in white matter regions. Results vary between laboratories, despite usage of 
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similar injury parameters. This variability is possibly due to an inability to precisely control 

impact parameters and biomechanical forces [46, 64]. Skull deformation and thickness are also 

contributing factors to susceptibility to TBI [65], with increased skull thickness reducing impact 

force on underlying cortical tissue in mice [66]. Since skull thickness and morphology vary 

across mouse strains and regions [67], differences in strain, age, sex, and impact location across 

studies may also contribute to variability.  

CCI employs a metal rod to compress the cortex following craniotomy. Injury severity is 

adjusted through selection of impactor tip size, tip velocity, tissue deformation depth, and 

impactor dwell time. Similar parameters can also be controlled with the weight drop model, 

such as weight size and velocity (ie. through controlling the height of drop). Tissue deformation 

depth is difficult to regulate with weight drop. There is no risk of rebound injury with CCI. This is 

an advantage over free-falling weights since rebound injury from the weight can contribute to 

lack of reproducibility [52, 68]. In CCI, the head is restrained in a stereotaxic frame, whereas 

with weight drop models the head may or may not be restrained. Nevertheless, there is still 

room for brain movement following CCI, although tissue injury is greatest in the impact core 

[69]. Similar to FPI, CCI induces hemorrhage via direct tissue deformation, though neither 

model has a rotational injury component.  

CCI induces morphological and cerebrovascular injury responses such as edema, elevated 

intracranial pressure, and decreased CBF [70]. Severe injuries result in significant hemorrhage 

[71] and loss of cortical tissue [72]. In the contusion core, there is blood-brain barrier leakage, 

astrocyte and microglia reactivity, neuron degeneration, and axonal injury [73]. These may 
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contribute to inflammation, edema leading to increased intracranial pressure, cognitive deficits, 

and formation of a tissue cavity. 

CCI may be employed in closed-skull format as described by Adams et al. (2018) [74]. The 

mouse head is stabilized in a stereotaxic frame and the skin over the skull is peeled apart, 

exposing the skull. A craniotomy is not performed, and the rod impacts the skull. This model is 

suitable for studying repeated head trauma, which may lead to chronic traumatic 

encephalopathy, a neurodegenerative disease in humans. In mice exposed to three impacts, 

Adams et al. (2018) [74] demonstrated evidence of cerebrovascular dysfunction two weeks 

following the final impact, such as elongated arterial transit times and impaired reactivity. This 

vascular dysfunction was accompanied by reduced neuronal activation in peri-contusional 

tissue [74].   

 

1.2.3 TBI as a vascular injury 

Open skull models (weight drop with craniotomy, FPI, and CCI) produce severe vascular injuries 

due to the absence of skull protection. By 3-hours post-injury, open skull weight drop in rats 

collapses vessels in the contusion core, causes intra- and extra-vascular clotting in capillaries 

that reduce blood flow, and induces capillary wall thinning with loss of surrounding tissue [75]. 

At the lightest level of injury, damage to the vasculature extends beyond the cortical contusion 

area into subcortical white matter. For the most severe injuries, vascular damage extends 

across the midline into the contralateral hemisphere [75]. Cortical contusion at the acute injury 

stage (3-hours) induced via CCI in rats enlarges pial vessels and increases their tortuosity [71]. 
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Tortuous vessels are associated with mechanical factors such as connective tissue degradation, 

high blood pressure, reduced vessel tension, and vessel wall weakening [76]. Penetrating 

vessels display regions of swelling and constrictions through the cortical depth [71].  

Vessel diameters are enlarged at 1-day post-injury as revealed with ex vivo X-ray micro-CT 

in rats following fluid percussion [77]. Vasodilation has been reported in vivo in human TBI [78] 

and in pial arterioles in cats at least 1-hour post-injury [79]. Dilation is sometimes attributed to 

shrinkage of larger diameter vessels due to extravascular blood products [80] and 

compensatory diameter increases by small arterioles to promote tissue perfusion [81]. An 

alternative explanation for enlarged diameters is enlargement of the perivascular space post-

injury. This is possibly due to torn or swollen astrocyte processes, sheared cellular membranes, 

and fluid leakage into tissues [75]. The dilation of the perivascular space occurs concurrently 

with dilation of capillaries and venules in humans [75, 82, 83].  

While vasodilation could increase flow to injured tissue in some cases, the resulting 

increased blood volume may contribute to elevated intracranial pressure (ICP) following TBI 

[84]. Elevated ICP in humans is associated with impaired autoregulation, contributing to poor 

outcomes in patients due to presence of ischemia/hypoxia [85].  

Numerous rodent studies indicate reductions in cortical vessel density in open-skull models 

following trauma. These density decreases persist for several days: CCI in mice and rats 1 – 3 

days post-injury [86, 87, 88]; FPI in rats 1 - 7 days [21, 89, 90]; and 1 – 2 weeks following stab 

wounds in rat brains [89]. Closed-skull injuries induce fewer loss of vessels, and in some 

situations, possibly no loss of vessels. For example, in the Marmarou weight drop (a weight is 
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dropped over a metal helmet placed over the skull) vessel density is increased after two days 

with no reported loss of vasculature [91].  

Damage still occurs to the vasculature in closed-skull models. For example, Stein et al. 

(2002) [92] demonstrated in a pig head rotation acceleration injury that intravascular 

coagulation occurred in small arterioles and venules throughout the brain. In a mouse 

rotational trauma model developed by Tagge et al. (2018) [93], capillaries are tortuous and 

compressed by swollen astrocytic feet at 2-weeks. At 24 hours post-injury, there is focal blood-

brain-barrier leakage in the region of skull directly impacted [93]. 

Reduction in density is attributable to different factors. In the contusion core following FPI, 

lack of endothelial cell staining is coincident with infiltration of the region by macrophages. This 

indicates possible destruction of microvessels by the macrophages [89]. In peri-contusional and 

remote sites where macrophage presence is reduced, possibly vessel compression due to 

edema contributes to diminished ability to detect vessels [89, 94].   

In addition to vascular structural alterations, functional deficits are present. In humans, 

autoregulation (maintenance of CBF over a range of pressures) is impaired. This could be due to 

arteries losing their myogenic response (ability to constrict) due to mitochondrial production of 

the vasodilator H2O2 in smooth muscle cells [95]. Loss of tone may also be caused by build-up of 

lactic acid [96] due to oxygen-limited glycolysis [97]. Lactic acid increases tissue CO2 and 

prolongs vasodilation, limiting the extent to which vessels may further expand [79]. Free radical 

activation may also injure endothelial and smooth muscle cells necessary for diameter 

adjustments [98]. In addition, impairment of cerebrovascular autoregulation may be related to 
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reduced autonomic drive, with heart rate variability (a metric of autonomic nervous system 

health) predicting impaired autoregulation following TBI [99].  

Additional factors contribute to diminished CBF. Subarachnoid hemorrhage and edema 

increase intracranial pressure by distorting tissue and compressing vasculature [100]. This 

‘strangling’ of blood vessels contributes to ischemia, a state of significantly reduced CBF.  

To counteract reduced CBF, the vessel network undergoes angiogenesis and remodeling. In 

a rat model of FPI, Park et al. (2009) [21] showed that vessel recovery is dependent on injury 

severity, with density failing to recover by 2-weeks in the case of severe injury. Since Park et al. 

[21] measured density via vascular perfusion, possibly some vessels were constricted or 

collapsed, preventing their detection [101].  

Despite categorization as a focal injury, Obenaus et al. (2017) [86] used a fluorescence 

perfusion technique in combination with widefield fluorescence microscopy to demonstrate 

that CCI induces loss of vasculature in rats in ipsilateral and contralateral cortices [86]. This 

vasculature regrows within two weeks [102], similar to the FPI study by Park et al. (2009) [21]. 

While it is difficult to determine precisely when remodeling begins, Morgan et al. (2007) [91] 

detected pre-mature capillaries in cortex two days following an impact-acceleration (Marmarou 

model) injury in mice [102]. In a rat cerebral focal contusion injury, VEGF mRNA expression in 

the contusion core peaks from 4 – 6 days post-injury and is reduced to baseline levels by 16 

days [103]. This is in agreement with recovery of vessel density in a time frame of 1 – 2 weeks 

[21, 22, 87, 102]. 
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Despite vascular regrowth, studies indicate that remodeled vasculature may differ 

structurally from animals that did not undergo injury. In the Park et al. (2009) study [21], rats 

subject to severe FPI display an increased number of enlarged or tortuous vessels at 2-weeks 

post-injury [102]. A study from that lab found abnormal vasculature persists 1-month post-

injury, such as a 20 % shrinkage in capillary diameter [104]. In a rat blast injury model, 

intraventricular hemorrhage is present within a focal lesion 6 – 10 months following blast 

exposure, with tortuous vessels at the margin of the lesion [105]. Vascular abnormalities, such 

as disruption of the tunica media and regions of vacuolation, may extend beyond the injury 

margins into tissue with no glial or neuronal pathology [105]. These changes are proposed by 

Salehi et al. (2017) [102] to contribute to hypoperfusion and hemorrhage. In addition to 

vascular damage, changes in vessel wall associated cells may contribute to hypoperfusion. 

Capillaries not surrounded by pericytes may display abnormal properties such as leakage, 

dilation, hemorrhage, and reduced flow [106, 107, 108]. In TBI, pericytes migrate away from the 

vessel wall [109] and are often detached from vessels 5-days post-CCI injury [110]. This would 

contribute to low blood flow and impaired reactivity. 

In CCI, the network architecture is significantly altered. Vessels radiate outwards from the 

central injury site in the cortex (see Figure 1.3) [87]. Similar findings are reported in a focal 

stroke model in mice at 6-weeks post-injury as visualized with 2-photon fluorescence 

microscopy [111]. Since formation of these vessels correlated temporally with the formation of 

scar tissue and a ‘dimple’ in the cortex, mechanical forces are possibly involved in the formation 

of the radial vasculature [111]. Radial vessels have been observed in skin injuries in mice, 

demonstrating this phenomenon is not restricted to the brain [112]. These radial vessels 
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extended from the outer margins of the injury, where vessels of large diameters circled around 

the margin [112].  

 

                            

Figure 1.3. Evolution of vascular architecture following focal cortical injury. Prior to TBI, the capillary network 

possesses a net-like architecture with capillaries randomly oriented with respect to the cortical surface. Following 

injury, there is a reduction in vessel density both in the impact core (see dotted lines) and surrounding tissue. Over 

time, vessels regrow, and impact core size is reduced. The newly formed microvessel radially extending outward 

from the injury core.  

 

1.3 Imaging Microvascular Structure and Blood Flow 

This section describes imaging techniques for analysis of microvessel structure and blood flow. 

The techniques described are applied in Chapters 2 and 3: Two-photon fluorescence 

microscopy and Serial Two-Photon Tomography, and Arterial Spin Labeling (ASL) MRI for 

quantification of tissue perfusion. 
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1.3.1 3D microscopy for visualization of vascular structure 

Vascular analysis traditionally relies on analysis of histological sections. Tissue is sliced into thin 

sections, with vessels labelled via perfusion of the vasculature with a dye prior to animal 

sacrifice, or section staining. Quantitative parameters extracted by this type of analysis may 

include diameter, density, surface area, volume, and length [113]. Histology does not capture 

other metrics that contribute to cerebral blood flow (CBF), defined as the volume of arterial 

blood (in mL) delivered to the capillary bed per 100 g of brain tissue per minute [114]. For 

example, vessel branching diameter ratios influence CBF and differ between healthy and 

diseased organs but are not captured by 2D imaging [115].  

3D imaging provides a more accurate model of the vessel network. Nonetheless, commonly 

utilized 3D techniques have drawbacks. X-ray micro-computed tomography images entire 

mouse brains, but resolution of bench top systems (20 µm) prevents capillary visualization [20]. 

In vivo confocal microscopy, though capable of visualizing capillaries, only images 100 - 200 µm 

into cortex due to light scattering [116].  

An imaging modality suited for visualizing the microvasculature is 2-Photon Fluorescence 

Microscopy (2PFM). In 2-photon fluorescence, two photons are absorbed in the same quantum 

event. Each photon has approximately half the energy required to transition the fluorophore to 

a higher energy level. Near infrared light (700 – 1000 nm), with deeper penetration into tissue, 

is employed [116]. This deeper penetration is due to decreased scattering at longer 

wavelengths and reduced tissue absorption. Absorption is strongest in the focal region, with 

minimal fluorescent signal generated from out of focus planes. 2-photon excitation eliminates 
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the need for a pinhole to block scattered light as per confocal microscopy. This allows for 

increased detected fluorescence and enhanced imaging depth.  

Imaging depth in vivo is limited to 1 mm in cortex due to scattering [117]. Light scattering 

may be minimized, and imaging depth increased, by rendering tissue transparent via ‘optical 

clearing’. In optical clearing, water in the tissues is replaced with a substance having a high 

refractive index similar to tissue membranes. Variability of refractive index in tissue is 

decreased, enhancing transparency.  

Organic clearing materials reduce fluorescent protein signal due to dehydration prior to 

clearing [118]. This could affect cell visualization in mice expressing fluorescent protein. In 

addition, the high refractive index of clearing materials also causes spherical aberrations when 

imaging is performed with a water-immersion objective.  

Several techniques exist for imaging large regions of mouse brain tissue in 3D without 

optical clearing. These techniques typically slice, cut, or evaporate tissue to increase imaging 

depth. Examples include micro-optical sectioning tomography (light microscope with 

microtome) [119, 120], serial block face scanning electron microscopy (scanning electron 

microscope with diamond knife for cutting) [121], and All-Optical Histology [122]. All-Optical 

Histology uses laser pulses to cut and ablate tissue. Following tissue cutting, a 2-photon 

fluorescence microscope acquires a 3D image of a block of tissue, typically about 200 µm thick 

[122]. If the thickness of the cut is less than the imaging depth, images through the tissue depth 

overlap in space and may be stitched together. Serial Two-Photon Tomography (STPT) [1] 
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operates on a similar principle to All-Optical Histology, with a vibratome for sectioning as an 

alternative to lasers.  

 

1.3.2 ASL MRI for quantification of CBF   

ASL MRI has detected 85 % decreases in CBF in the contused cortical region 3 hours after CCI in 

rats [123], and perfusion increases greater than 100 mL/100 g/min in response to increased 

arterial pCO2 in healthy rats [2]. It is useful for studying blood flow regulatory mechanisms [124] 

and quantifying CBF acutely and months following TBI [22, 30]. 

The initial step of the imaging procedure is inversion of the magnetization of hydrogen spins 

in arterial vessels such as the common carotids leading to the brain. A time delay (post-label 

delay) prior to imaging is allowed for the labelled blood to perfuse the tissue of interest. This 

post-label delay minimizes signal from large arteries that could lead to quantification errors and 

ensures that labeled blood has enough time to reach all imaging voxels. The delay should be 

greater than the arterial transit time. Delays of 500 ms [125] have therefore been used, since 

transit time values in mice are under 300 ms [126]. The observed magnetization with MRI is a 

mix of labelled water magnetization and static tissue water magnetization. This image is 

referred to as the tag, or label image. Non-label (control) images are similarly acquired without 

labeling. Since no labeling is performed, the image only contains a static tissue magnetization 

component. An ASL CBF image is produced by subtracting the label image from the control 

image. This subtraction image removes signal from background water spins; thus, the signal 

measured is associated with the labeled blood delivered to the capillaries. 
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To accurately model CBF from the ASL difference image, the ‘single-compartment’ model is 

commonly used [127]. In this model, labeled blood enters a tissue voxel via an artery, and is 

cleared via venous outflow or longitudinal relaxation. It is assumed that due to rapid exchange 

of water across the capillary walls, when the labeled blood leaves the voxel its magnetization 

equals the magnetization of the whole voxel, with a weight given by the equilibrium ratio of 

water in the brain in comparison with blood [127]. Two-compartment models account for 

restricted vessel wall permeability, where labeled water remains in the vessel for a period prior 

to entering the extravascular space [114, 127]. In mice, it has been demonstrated that the 

single- and two-compartment models produce CBF estimates that differ by less than 10 % [3].  

Two methods for inverting the magnetization of the hydrogen spins are Pulsed ASL (PASL) 

and Continuous ASL (CASL). In PASL, magnetization is inverted in a thick slab adjacent to the 

slice of interest with a brief radio-frequency (RF) pulse. In CASL, inversion of the arterial blood 

occurs through application of a continuous RF pulse distant and upstream of the imaging 

volume. PASL deposits less power into tissue than CASL. This is advantageous for human 

studies. CASL is used more frequently in small animal research for higher SNR.  

 

1.4 Ultrasound and Wave Reflection Theory 

Microscopy techniques for visualization or quantification of microvascular structure are often 

not applicable to humans as they require sacrifice of the subject or invasive surgeries. 

Ultrasound imaging provides a quick and non-invasive method with the potential for detecting 

cerebrovascular abnormalities in TBI.  
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This section is divided into three parts: (1.4.1) Detection of cerebrovascular abnormalities 

with Doppler ultrasound; (1.4.2) Ultrasound wave reflection theory; (1.4.3) Ultrasound in TBI 

research. Part (A) describes use of Doppler ultrasound in detecting vascular dysfunction. Part 

(B) introduces a technique based on wave reflection theory through a combination of Doppler 

ultrasound with M-mode imaging. This technique detects changes to vascular architecture and 

resistance. It overcomes limitations in Doppler ultrasound, as is described below. Part (C) is a 

review of ultrasound studies in TBI.  

 

1.4.1 Detection of cerebrovascular abnormalities with Doppler ultrasound 

Doppler ultrasound calculates red blood cell (RBC) velocity within a vessel [128]. In Doppler 

ultrasound, a series of pulses (pulsed Doppler) or a wave (continuous wave Doppler) is emitted 

from the transducer (ultrasound probe). In stationary tissue, with no RBC movement, the 

frequency of the transmitted wave is identical to that of the wave reflected from the tissue. For 

reflection from moving RBCs for continuous wave Doppler, there is a shift in frequency of the 

received signal. This is termed the ‘Doppler shift’. If the angle between the vessel and 

insonating beam is known, the RBC velocity can be calculated [129]. Despite its name, pulsed 

Doppler does not rely on the Doppler Effect. Rather, it estimates the velocity component in the 

direction of the beam from changes in the signal caused by movement of the scatterer between 

two transmitted pulses [130]. It can be demonstrated that for a transmitted pulse scattered by 

a single moving scatterer, the sampled received signal from the scatterer (assuming each 

received signal is sampled with the same delay from transmission) has a frequency scaled in 
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proportion to its speed relative to the transmitted frequency [130]. In the case of numerous 

scatterers with a distribution of velocities, the received sampled signal will contain a 

distribution of frequencies. Thus, decomposing the received signal into its spectrum of 

frequency components will yield the distribution of velocities within the sample. Pulsed 

Doppler ultrasound achieves depth discrimination by adjusting the time window that is 

analyzed following the pulse. However, pulsed Doppler imaging is subject to aliasing, 

particularly at deeper depths with a larger pulse repetition interval. This limits the maximum 

detectable velocity. In contrast, continuous wave Doppler is not subject to aliasing, but lacks 

depth discrimination.  

Typical parameters calculated from a Doppler scan are pulsatility index (PI), mean velocity 

over a cardiac cycle, and systolic and diastolic velocities. PI is defined as the difference between 

the maximum systolic velocity and minimum diastolic velocity, normalized over the mean 

velocity over the cardiac cycle. PI or arterial blood velocity and flow are used as indicators of 

abnormal/diseased tissue or vasculature. For example, Cahill et al. (2017) [125] found elevated 

common carotid flow in Sickle Cell mice relative to controls. This was interpreted as an adaptive 

response to tissue hypoxia in Sickle Cell disease [125]. Stenosis (narrowing of arteries) in 

humans may be detected by increased RBC velocity through the narrowed artery [131], with 

velocity sometimes greater by 30 % [132].  

Doppler-derived PI is often interpreted as an indicator of downstream vascular resistance 

[133]. Low resistance vessel networks possess higher diastolic flow and rounded systolic peaks, 

yielding small PI values. Conversely, high resistance networks have a ‘peaked’ systolic velocity 

with lower diastolic velocity, yielding a larger PI [133].  
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PI as a potential indicator of vessel network resistance has been shown in multiple studies. 

In ultrasound imaging studies of umbilical arteries in humans, there is a strong negative 

relationship between PI and the number of small arterioles in tertiary stem villi [134]. This 

suggests that loss of downstream vessels contributes to increased resistance. In small vessel 

disease in humans, PI measured by Doppler in the middle cerebral artery (MCA) correlates with 

MRI manifestations of small vessel disease such as white matter hyperintensity and lacunar 

disease (atherosclerosis of penetrating vessels) [133]. 

Despite these results, PI is not always a reliable indicator of vascular resistance. Michel and 

Zernikow (1998) [135] theoretically demonstrated that PI depends on the ratio of the 

cerebrovascular impedance at zero frequency to that at the frequency of the heart rate. This 

ratio closely relates to the critical closing pressure (CCP), which is the arterial blood pressure at 

which CBF approaches 0 [136]. Since CCP depends on mean arterial blood pressure (increases 

with blood pressure due to increases in wall tension [136]), arterial partial pressure of CO2 

(decreases under hypercapnia due to vasodilation caused by CO2) and heart rate (increases with 

heart rate [137]), PI depends on numerous factors beyond resistance [135].  

The dependence of PI on multiple parameters has been shown experimentally. A study in 

rabbits by Czosnyka et al. (1996) [138] found an increased PI with diminished network 

resistance in transcranial Doppler imaging of the basilar artery during hemorrhagic hypotension 

[138]. The authors interpreted this phenomenon as hemorrhage reducing cerebral perfusion 

pressure (CPP). Reduced CPP causes vasodilation and decreased network resistance. Decreasing 

CPP also relaxes arterial smooth muscle cells and increases arterial compliance. This increase in 

compliance counteracts reduced resistance, causing an overall increase in PI [138]. 
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1.4.2 Ultrasound wave reflection theory     

As seen with the above experiment in rabbits, PI or blood velocity does not necessarily provide 

an accurate calculation of network resistance. This problem may be overcome through 

application of ‘wave reflection theory’, detailed below.  

Wave reflection theory is described in Rahman (2016) [139] and Hartley et al. (2011) [140]. 

M-mode and Doppler data are acquired for measurement of artery diameter and blood flow 

velocity respectively. During systole, the heart generates pressure, contracts, and ejects blood. 

Cardiac contraction (systole) and relaxation (diastole) creates a pressure and flow pulse wave 

that propagates through the arterial system. This wave is termed the ‘forward traveling wave’ 

[140]. At bifurcations, arteries normally branch into smaller vessels. These smaller vessels may 

contain different wall thicknesses, compliance, amount of smooth muscle, etc. These 

differences in characteristic (local) impedances between a vessel and its smaller branches cause 

reflection of the forward wave back towards the heart, or the part of the vessel prior to the 

bifurcation. At any site within a vascular network, the measured pressure is the sum of the 

forward and reflected (backward) pressure waves; the measured flow is the sum of the forward 

and reflected (backward) flow waves (see Figure 1.4 below). Reflected waves may be produced 

as far downstream as the terminal capillary bed [141]. Consequently, the overall reflected wave 

measured in the input vessel (ie. the vessel imaged with M-mode/Doppler ultrasound) is the 

sum of all reflections from the downstream vasculature. Measurement of properties of this 

wave, such as magnitude, provide information on the impedance of the downstream vessel 

network.  
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Figure 1.4. Reflected flow and pressure waveforms in an artery. The measured wave (blue, solid line) is a 

superposition of the forward (red, dotted line) and reflected (green, solid line) waves. Waves may be either area, 

which is proportional to pressure, or flow (velocity x area). If a vessel narrows (closed type termination), the 

reflected flow wave is inverted. This inversion is due to net flow required to be 0 at the boundary, since flow waves 

cannot pass through a closed boundary. Pressure (area), on the other hand, can vary at a closed boundary, thus 

the reflection may be upright. Consequently, the measured waveform is greater than the forward waveform where 

the reflected area wave is superimposed on the forward wave. The converse holds for superposition of forward 

and reflected flow waves. 

 

The pressure or pulse wave travels along the imaged artery at a speed termed the pulse 

wave velocity (PWV). PWV depends on vessel stiffness, characterized by Young’s modulus of 

elasticity [142]. Rather than measure elasticity directly, a flow-area curve over a cardiac cycle is 

calculated from the Doppler and M-mode waveforms. The ratio of the change in flow to change 

in area during early systole yields an estimate of PWV [139, 143]. Using this estimated PWV, 

and assuming the cross-sectional vessel area measured with M-mode is proportional to the 

pressure inside the vessel, it is possible to calculate the forward and reflected flow waveforms 

as described in Westerhof et al. (1972) [141]. This enables calculation of metrics such as the 
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reflection coefficient, which is the ratio of the peak magnitude of the backward wave to that of 

the forward wave.  

Higher reflection coefficients indicate larger downstream mismatches of vascular 

impedance and possibly abnormalities in the circulation. A recent ultrasound study by Cahill et 

al. (2019) [144] found that in a mouse model of fetal growth restriction, there was an increased 

(27 %) reflection coefficient in the umbilical artery at E17.5 compared to controls. This increase 

in reflection coefficient corresponded to a 36 % increase in the number of vessel segments as 

imaged by X-ray micro-CT. Since no difference in PI was detected, this suggests that the 

enhanced reflection provided information on vascular architecture not accessible with 

traditional ultrasound analysis.  

The ultrasound technique used by Cahill et al. [144] above was originally developed by 

Macgowan et al. (2015) [4], who assessed wave reflection in the (left) common carotid artery of 

mice under rest and hypercapnic conditions. Mice in the hypercapnic state were found to have 

an increased reflection coefficient compared to those at rest, indicating the ability of the 

technique to detect changes in microvessel diameter in the brain. Using PWV, Macgowan et al. 

[4] also calculated input impedance modulus and phase. The decrease in phase under 

hypercapnia was interpreted as representing an increase in arterial compliance [145]. This 

finding illustrates the use of wave reflection analysis to assess multiple aspects of vascular 

structure [4].  

Although Macgowan et al. [4] did not find PWV differences between rest and hypercapnia, 

PWV is a measure of arterial stiffness [146]. Carotid PWV increases with age (35 – 55) in 
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humans [145], and correlates with the extent of atherosclerosis in hypertensive patients [147]. 

PWV is a potential marker of vascular disease or injury. 

 

1.4.3 Ultrasound in TBI research 

Most ultrasound imaging in human TBI is of the intracranial vasculature, such as the MCA [148, 

149]. The MCA is interrogated since it is accessible with transcranial Doppler (TCD), and low 

flow within it is a risk factor for poor recovery [149].  

Doppler ultrasound has highlighted vascular functional abnormalities in several clinical 

studies. Cerebrovascular reactivity to hypo- and hyper-capnia is reduced in sport-related 

concussion within 7-days from the initial injury [150, 151]. In severe head trauma, hyperemia 

(increased flow attributed to increased metabolism and circulating vasodilators) occurred on 

days 1 – 3, followed by reduced flow relative to the early days on days 4 – 8 attributed to 

vasospasm [152]. Both hyperemia and vasospasm are associated with a lower pulsatility index 

(PI) compared to the acute phase immediately following the injury [152], with vasospasm 

persisting up to 3 weeks post-injury [153]. Reduced PI may occur due to reduced downstream 

vessel resistance caused by vasodilation of small arterioles to compensate for large artery 

vasoconstriction [81].  

While other studies contain similar findings of reduced PI in head trauma [154, 155], PI may 

also be increased, particularly in the acute phase [155, 156, 157]. This discrepancy is possibly 

attributed to the type of brain injury acquired. For example, vasospasm induced by 
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subarachnoid hemorrhage will reduce pulsatility through compensatory vasodilation of small 

arterioles [81, 155], while increased intracranial pressure could increase pulsatility [157].  

Ultrasound experiments in TBI animal models are limited. In a rotational TBI in 4-week-old 

piglets, common carotid artery diameter and flow were reduced 1-hour post-injury [148]. To 

our knowledge, few TBI studies in humans or animals other than the piglet model of injury 

[148] have been performed with ultrasound in the common carotid arteries. Carotid imaging is 

advantageous over MCA imaging since cerebrovascular changes observed in the MCA are not 

necessarily representative of global changes throughout the intracranial vasculature [148].  

 

1.5 Structure and Organization of Thesis 

Chapter 2, previously published in PLOS One [158], compares in vivo and ex vivo 2-photon 

fluorescence imaging of the cortical vasculature in mice. The analysis methodologies developed 

in Chapter 2, such as segmenting the vasculature in the presence of optical aberrations and 

anisotropic resolution, are relevant for Chapter 3.  

Chapter 3 utilizes Serial Two-Photon Tomography [1], an ex vivo 2-photon fluorescence 

microscopy technique, for high-resolution microvascular imaging in a CCI mouse model. ASL 

MRI perfusion maps are acquired in the same mice, enabling correlation between 3D 

microvascular structure and function.  

Chapter 4 applies ultrasound based on wave reflection theory to detect differences in wave 

reflection and vascular impedance in the mice from Chapter 3.  
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Chapter 5 summarizes and connects the previous chapters. The relevancy of the thesis for 

TBI is discussed. Future experiments and studies are proposed. 
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Chapter 2 

3D Morphological Analysis of the Mouse Cerebral Vasculature: 

Comparison of In Vivo and Ex Vivo Methods 

 

2.1 Foreword 

This chapter was previously published in PLOS One [158]: 

Steinman J, Koletar MM, Stefanovic B, Sled JG. 3D morphological analysis of the mouse cerebral 

vasculature: Comparison of in vivo and ex vivo methods. PLOS One 2017; 12(10): e0186676. 

 

2.2 Introduction 

The brain is highly sensitive to reductions in blood flow. Occlusions of arterioles cause 

microinfarcts, which may coalesce across the cortex if multiple arterioles are occluded [36]. 

Hypoperfusion in Alzheimer’s disease is associated with white-matter lesion formation and 

microinfarcts [159]. Flow reductions co-localize with white matter vascular disease and 

correlate with cognitive function [160, 161]. Cerebrovascular architecture is one of the major 

determinants of cerebral blood flow (CBF), since the diameters and lengths of individual 

vessels, and their connections in 3D space, dictate vascular network resistance [162, 163]. 

Architectural changes, such as stiffening of cerebral arteries or increased vessel tortuosity, are 

seen in cognitive impairment, enlarged ventricles, and dementia [12, 164]. 
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A variety of imaging techniques exist for visualizing the cerebral vasculature; however, few 

possess the resolution or tissue imaging depth to visualize arterioles, venules, and capillaries 

deep into cortex. Micro-computed tomography can image an entire mouse brain in 3D, but the 

resolution of bench top systems (20 μm) precludes capillary visualization [20]. In contrast, 

confocal microscopy possesses resolution on the order of 1 μm, but the depth of penetration 

into tissue is only 100–200 μm due to the high degree of scattering at the wavelengths utilized 

[116]. Two-photon fluorescence microscopy (2PFM), on the other hand, provides cellular 

resolution and greater depth penetration. In vivo 2PFM provides capillary-resolution images up 

to 800 μm below the cortical surface, a several-fold improvement over confocal microscopy 

[165]. It is valuable for imaging microvascular architecture since it possesses sufficient 

resolution for visualizing capillaries and allows imaging well below the brain surface. This paper 

contrasts in vivo 2PFM with an alternative 2-photon fluorescence imaging method based on ex 

vivo cleared tissue specimens. 

Even though in vivo 2PFM provides improvement in resolution and/or imaging depth in 

comparison with other methods, it is unable to visualize the vasculature through the entire 

mouse cortex, as it exceeds 1.5 mm thickness in some cases [166]. To enhance depth 

penetration, ex vivo tissue clearing techniques may be combined with 2PFM. Optical clearing 

has been shown to enhance imaging of brain [167] and spinal cord tissue [168]. High refractive 

index materials similar to tissue membranes render tissue the most transparent and provide 

the deepest imaging. For example, SeeDB, a fructose-based clearing agent, enables an imaging 

depth up to 8 mm with 2PFM [169]. 



36 

 

While optical clearing improves imaging depth, tissue dimensions may be changed by the 

clearing materials. This in turn may distort morphological measurements. If the refractive index 

of the clearing agent (and by extension the cleared tissue) differs from that of water (the typical 

immersion medium of the microscope objective), spherical aberrations will occur. These 

aberrations worsen with depth and are the most severe for the higher refractive index 

materials which result in optimal tissue clarity. To overcome these aberrations, oil-immersion 

objectives may be used, but these typically have a working distance less than 300 μm, defeating 

the purpose of optical clearing. Smaller vessels, whose dimensions are on the order of those of 

the Point Spread Function (PSF) of the imaging system, are proportionately more distorted 

relative to their diameters. This may result in an overestimation of their diameters and reduce 

the ability of computational algorithms to detect and segment these vessels. 

The goal of this work is to contrast ex vivo and in vivo imaging, while highlighting the 

advantages and disadvantages of each. To achieve this goal, an ex vivo 2PFM methodology for 

mouse cortical vascular imaging is developed and presented. The methodology consists of the 

following components: (A) perfusing the vasculature with a fluorescent gel that solidifies inside 

the vasculature, rendering the vessels visible under a fluorescent microscope; (B) clearing the 

tissue via immersion in a high-concentration fructose solution; and (C) accurate calculation of 

vessel diameters via a novel segmentation algorithm that accounts for the spherically aberrated 

and spatially varying ex vivo PSF. This ex vivo technique is then used to contrast vascular 

networks imaged in vivo vs ex vivo. Mice are imaged with in vivo 2PFM; these imaged regions 

are then identified following tissue processing and imaged ex vivo. Identical vessels in both 

images are identified with advanced registration algorithms, enabling the comparison of the 
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properties (signal, morphology) of corresponding vessels in vivo/ex vivo. This study assesses in 

vivo/ex vivo imaging beyond well-characterized metrics such as imaging depth, which is 

possible through the advanced registration and image analysis techniques utilized. 

 

2.3 Materials and Methods 

2.3.1 In vivo imaging 

In vivo procedures were approved by the Animal Care Committee of the Sunnybrook Health 

Sciences Centre, under Animal Use Protocol 15–563. Four mice total (C57BL/6) were imaged on 

separate days, with both in vivo and ex vivo 2PFM. Mice were anaesthetized via isoflurane [5 % 

induction, 1.5 – 1.75 % maintenance in oxygen enriched medical air (30 % oxygen, balanced 

nitrogen)] as described in Dorr et al. [12]. The oxygen supplement was to compensate for the 

respiratory depression effect from general anesthesia. A stereotaxic frame with a bite bar and 

ear bars restrained the mice. Core body temperature was maintained at 37 ± 3o C using a rectal 

probe and a feedback-controlled heating pad (TC-1000, CWE Inc.). Other physiological 

parameters were monitored by pulse oximetry (MouseOx Plus) for a target heart rate of 

approximately 500 beats per minute, respiration rate 60 – 80 breaths per minute, and oxygen 

saturation 98 ± 1 %. Since mice were not intubated (or maintained by mechanical ventilation), 

end expiratory carbon dioxide was not measured. Stereotaxic surgery was performed, the 

primary somatosensory cortex was demarcated, and a small (< 5 mm diameter) cranial window 

drilled in this area. This window was sealed with a 5 mm diameter coverslip (World Precision 

Instruments) glued to the skull. 
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2PFM was performed using a twin FV 1000 Multi Photon Excitation Microscope (Olympus 

Corp., Tokyo, Japan) with a 2 mm working distance water immersion microscope objective (25 

x, 1.05 NA). An intraperitoneal (IP) injection of the fluorescent contrast agent SR101 (8 μL/g of 

body weight) dissolved in 0.1 M phosphate buffered saline (PBS) was administered [170]. 

Images were acquired at 0.994 μm lateral resolution and 1.5 μm axial step size. The excitation 

wavelength was 900 nm. The objective used for this high-resolution 3D imaging was replaced 

with a 5 x 0.1 NA objective to obtain a map of the pial vasculature on the cortical surface. This 

image possessed a 2.5 mm field of view, in comparison with the 0.5 mm field of view for the for 

the 1.05 NA objective and was obtained at 5 μm nominal lateral resolution with a 50 μm step 

size. This image was later used to identify the same imaging region ex vivo as in vivo. 

Since the SR101 dye has a small molecular size, there is a possibility that it penetrates the 

glycocalyx, unlike the FITC albumin dye. If this were the case, in vivo diameters could be 

overestimated relative to ex vivo. To assess whether this had occurred, an additional mouse 

was imaged in vivo on the same 2PFM system. This mouse was simultaneously administered an 

IP SR101 injection as previously described, as well as a tail vein injection of a 2 MDa FITC 

dextran which is too large to pass into the glycocalyx. The signals from the red and green dyes 

were separated using 495 – 540 and 575 – 630 bandpass filters. Both dyes were excited at 900 

nm, and imaging was performed with the 25 x objective, at 0.994 μm lateral resolution and 1.5 

μm axial step size. 
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2.3.2 Ex vivo animal preparation and imaging 

Following in vivo imaging, mice were removed from the stereotaxic frame, and anaesthetized a 

2nd time with an IP injection of 100 μg ketamine per gram of body weight (Pfizer, Kirkland, QC, 

Canada) and 20 μg xylazine per gram of body weight (Bayer Inc., Toronto, ON, Canada). They 

were transferred to the fumehood, where an incision was made in the chest to allow for 

opening of the chest cavity, and a 24-gauge IV catheter (Becton Dickinson Infusion Therapy 

System Inc., UT, USA) was inserted into the left ventricle. A slit made in the right atrium 

permitted outflow of blood. Mice were perfused at a constant volume flow rate of 5 mL/min 

with 30 mL of heparinized (5U/mL) 0.1M PBS (Wisent Inc., St-Bruno, QC, Canada), 30 mL of 4 % 

paraformaldehyde (PFA) (Electron Microscopy Sciences, Hatfield, PA, USA), and 20 mL of a 2 % 

(w/v) gelatin solution (Sigma, St. Louis, MO, USA) combined with 1 % (w/v) FITC-conjugated 

albumin (FITC-albumin; Sigma) [6]. Prior to perfusion, the gelatin solution was filtered through 

0.8 μm pore size syringe filter. 

Following perfusion, mice were decapitated, and the skin remove from the skull. The brains 

(while inside the skull) were immersion-fixed for 24 hours in 20 mL of 4 % PFA. The coverslip 

was removed, and the tissue was cleared in graded solutions at 12 hours each of 20 %, 40 %, 60 

%, 80 %, and then 100 % SeeDB (80.2 % wt/wt fructose in distilled water with 0.5 % α-

thioglycerol) [169] while inside the skull. Brains were removed from the skull following clearing 

and were glued to the inside of a glass container. This container was filled with SeeDB and 

sealed with a No. 1 glass coverslip. A drop of water dripped onto the coverslip surface enabled 

the 1.05 NA water-immersion objective lens to be dipped into the water-drop. Images were 

obtained at 800 nm excitation and encompassed the identical region that was imaged in vivo. 
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Lateral pixel size was the same (0.994 μm) as that in vivo, while the apparent axial step size was 

1.34 μm. However, an apparent step size of 1.34 μm corresponds to an actual step size of 1.5 

μm (as per the in vivo image), since the refractive index mismatch between the clearing agent 

and water causes the apparent axial step to be scaled by a factor of 1.12 (scaling factor = 

nagent/nwater = 1.49/1.33 = 1.12). Multiple images of overlapping volumes were acquired to 

maximize the likelihood that vessels imaged in vivo were captured ex vivo. Image stitching was 

performed using the algorithm described in Emmenlauer et al. [171] to produce a single large 

field-of-view image. Figures 2.1A and 2.1B are an example of a corresponding in vivo/ex 

vivo image pair. 

                      

Figure 2.1. Maximum Intensity Projections (MIPs) of corresponding in vivo-ex vivo datasets from a single mouse. 

(A) In vivo MIP. (B) Ex vivo MIP. Both A and B display the vasculature with cortical depth. Unlike in the ex vivo 

image, where a relatively constant signal is maintained through the cortical depth, the signal in vivo is relatively 

weak at about 400 – 500 µm below the cortical surface. In addition, vessels in vivo beneath the pial vasculature 

(large diameter vessels at the cortical surface) are detected at a weaker signal compared to those that are not 

underneath these vessels (see the dark patch demarcated by the * in panel A). Scale bar = 0.2 mm. 
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2.3.3 Image analysis 

In comparing vascular architecture in vivo and ex vivo, the vessels in both images were 

automatically segmented with an in-house developed vessel tracking software [115] (see Vessel 

tracking). No manual correction of the segmented data was required, and all post-processing 

was performed automatically. Registration and identification of common vessels in both images 

enabled a 1-to-1 correspondence to be made between in vivo/ex vivo vessels for the 

comparison analysis (elaborated upon in below). 

Vessel tracking: Vessel tracking (the algorithm used here for segmenting the vasculature) 

differs from traditional binarization segmentation techniques since it traces the centerlines of 

vessels that are approximated as discrete medial atoms [172], as opposed to binarizing and 

iteratively thinning the binarized image. At discrete points along the vessel (vertices), the 

centerline is sampled through optimization of the radius and position in 3D space of an image 

operator. This operator is defined by 8 spokes extending from the vessel centre (ie. medial 

atom) to its boundary. This procedure enables identification of the centerline location, local 

tangent vector to the vessel, and the vessel radius. The metric that is optimized is the sum of 

the intensity gradients measured for each spoke. A low gradient calculated at the tip of a 

particular spoke indicates a potential branch point. 

Each xy-plane in the in vivo/ex vivo images was convolved with a 2D Gaussian blurring 

kernel with a full-width-half-maximum (FWHM) of 1.5 μm. The image was resampled to an 

isotropic voxel size of 1.5 x 1.5 x 1.5 μm3, after which a non-local means denoising filter was 

applied [173]. 
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On the order of 400 000 seeds (digital markers)/mm3 were automatically placed inside the 

vessels of an image to initiate tracking. Despite thousands of seeds being created, the tracking 

time was increased by a negligible amount since seeds in previously tracked vessels were 

ignored by the algorithm. It is necessary to include multiple seeds throughout an image (instead 

of initiating tracking with a single seed inside a single vessel) as this ensures all vessels are 

segmented, including those partially contained within the field of view that may appear 

disconnected from the rest of the network. Seed locations were determined separately for each 

image by manually selecting a signal threshold to separate vessels in the foreground (which 

possess a large signal) from the weak tissue background. Voxels that were a local signal 

intensity maximum with respect to their six nearest neighbours were chosen as seed locations. 

Because the centerline of a vessel often corresponds to a local maximum in signal intensity, this 

algorithm ensures that a marker is placed close to the center of the vessel. 

The anisotropic PSF of the 2PFM data was approximated as a 3D Gaussian distribution, with 

different FWHM values within the xy-plane and through the z-axis. In tracing vessels, the 

marginal distribution of the PSF in the plane perpendicular to the vessel axis was computed. 

This was convolved with the proposed circular cross-section of the vessel, approximated as a 2D 

Gaussian distribution. These convolved distributions (marginal distribution of the PSF and 

circular cross section) defined an ellipse in the given plane. The procedure outlined above for 

the circular image operator described in Rennie et al. [115], involving the computation of the 

gradient at the 8-spoke tips, was repeated to calculate the vessel radius, tangent vector, and 

centerline. As shown in Figure 2.2, the refractive index mismatch between fructose and water 

causes the axial width of the PSF to increase linearly with tissue depth ex vivo. The PSF 
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dimensions were assumed to be constant when tracking the in vivo data. As per the straight 

line fit in Figure 2.2, the axial PSF was specified in vessel tracking to increase in a linear manner 

from 3.4 μm at the surface of the tissue to 7.5 μm at 1 mm depth. The axial FWHM for the in 

vivo image was maintained constant through the cortical depth at 3.4 μm. The FWHM along the 

x- and y-axes perpendicular to the optical axis was assumed to be unchanged with depth for 

both image types (in vivo and ex vivo). 

                         

Figure 2.2. FWHM of signal along optical axis and x-axis versus depth for beads embedded in agar. The beads 

were 0.5 μm diameter yellow-green fluorescent beads (excitation peak 505 nm; emission peak 515 nm) and were 

embedded in fructose-cleared 1 % low melting point agar. Imaging was performed using 2PFM at an excitation 

wavelength of 800 nm. The FWHM was calculated by fitting a Gaussian to the signal profile along either the optical 

or x-axis for these beads. Prior to fitting the Gaussian, the image of the beads was blurred by a Gaussian with 

FWHM 1.5 μm, as per the vascular images on which vessel tracking was performed. Since the slope of the x-axis 

was not statistically different from 0 (p = 0.8136), only the PSF along the optical axis was assumed to change with 

depth when performing vessel tracking. The ribbons surrounding the straight lines represent the 95 % confidence 

interval. 
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During tracking, fluctuating voxel intensities caused by noise on the vessel surface may be 

transformed into short free-ends ('hairs') emanating from the centerlines of actual vessels. A 

hair was defined as a free-end vessel segment with length not exceeding the radius of the 

vessel to which it is connected by more than an empirically selected amount of 8 μm. All such 

vessels were removed. 

Image registration: Identification of common landmarks corresponding to pairs of identical 

vessels, such as vascular branch points, enabled in vivo-ex vivo images to be registered to one 

another via a thin plate splines algorithm (TPS) [174]. This same transformation was applied to 

the ex vivo trees generated via tracking the ex vivo data. This aligned the ex vivo trees with 

the in vivo data in in vivo image space, and the vessel diameters of these trees were 

recalculated in in vivo space as described in the section Vessel tracking. The diameter 

calculation was performed using the same algorithm described above. Since the calculations 

were in in vivo space, the PSF width was assumed to be constant with depth. This procedure 

enabled each vertex in the original ex vivo tracing to be correlated with the same vertex in in 

vivo space, thereby allowing a direct comparison between properties of the same vessel in vivo-

ex vivo. To compare the diameters/signal of corresponding vessels it is also possible to apply 

the inverse of the transformation just described to the in vivo tree and recalculate the 

diameters in ex vivo space. The option was chosen to recalculate diameters in in vivo space (ie. 

apply the transformation to the ex vivo tree) due to the strong signal maintained through the 

cortical depth in the ex vivo images, and the lack of shadowing artifacts ex vivo (discussed in 

further detail in the Results and Discussion sections). 
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To evaluate the success of the gelatin perfusion on a vessel-by-vessel basis, the above 

transformation applied to the ex vivo tree was inverted and applied to the original tracing of 

the in vivo tree in in vivo space. This resulted in the in vivo centrelines being aligned to the ex 

vivo image. Manual selection of a background threshold for the ex vivo image was performed, 

and the contrast-to-noise ratio (CNR) at each vertex was calculated by subtracting the mean 

background signal from the vertex signal and dividing this result by the standard deviation of all 

background voxel signals. A vessel was categorized as unperfused if more than 50 % of the CNR 

values for all vertices in the vessel approached zero. 

 

2.3.4 Extracting quantitative parameters for comparisons between in vivo/ex vivo networks 

The capillary bed possesses a net-like architecture, while the arteriolar and venular structure is 

tree-like [175]. Analyses of vascular architecture often separate larger from smaller diameter 

vessels [175]. A capillary for this study was defined as a vessel segment with a diameter less 

than 8 μm that was not defined as a penetrating vessel (see below). A threshold of 8 μm was 

selected based on the inflection point in the histogram of diameter distributions as proposed in 

Risser et al. [176]. A segment was defined as the part of a network between either of two 

bifurcations, or between a bifurcation and non-connected segment end, or between two non-

connected segment ends. 

Penetrating vessels were extracted from the vascular tree by visually examining the tree 

and placing a marker inside the part of a penetrating vessel determined to be closest to the 

cortical surface. This vessel was traced downwards starting from the marker. At each 
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bifurcation, the tracing algorithm followed the vessel segment making the smallest angle with 

the normal to the cortical surface. Tracing of a penetrating vessel ceased upon the marker 

reaching the end of a vessel segment not connected to any vessel below it. Penetrating 

arterioles were identified as those vessels having relatively few branches across the cortical 

depth, a relatively constant diameter, and are surrounded by a capillary-free space. Penetrating 

venules, in contrast, were identified as those with more branches, a smaller capillary-free 

space, and an increasing diameter moving towards the cortical surface [177, 178]. 

The radius at each vertex of the centerline network was computed. To calculate the radius 

of a vessel segment, the radii of all vertices comprising the segment were averaged. The vessel 

signal was defined as the mean of all voxel signals within that segment. 

 

2.4 Results 

Accounting for the spatially varying PSF in the ex vivo data had the greatest effect for smaller 

vessels less than 5 μm in diameter. This resulted in an error in diameter calculation of up to 

slightly greater than 7 % for these vessels (see Figure 2.3). The effect of incorporating the 

spatial variance of the PSF was very small (error reduction less than 2 %) for the vessels with 

diameters larger than the PSF z-extent (about 5 μm) (see Figure 2.3). 
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Figure 2.3. Percent error in diameter estimation as a function of vessel diameter. For this figure, an ex vivo image 

was tracked assuming a spatially varying PSF, using values from the straight-line fits in Figure 2.2. Diameters were 

then recalculated for each tracked vertex assuming an unchanging PSF-width with image depth. The percent 

difference on this plot is the percent difference between the diameter calculated while accounting for a changing 

PSF, and that calculated without accounting for this spatial variance. The x-axis is the diameter calculated assuming 

a changing PSF (ie. the diameter initially calculated). The line displayed is an exponential fit to the data. For the 

small vessel diameters, where the size of the PSF is close to that of the vessel, the percent difference is 

appreciable. For vessels with diameters above 5 μm, this effect is much smaller (< 2 %). 

 

The vessel signal as a function of diameter and depth is plotted in Figures 2.4A and 

2.4B respectively. Signal increases as a function of vessel diameter (Figure 2.4 A). The 

normalized signal is greater in vivo compared to ex vivo for vessels with diameters below 6 μm. 

Microvascular signal decreases with depth at a faster rate in vivo compared to the ex vivo data, 

with a relatively rapid drop-off beginning at about 400 μm below the cortical surface (Figure 

2.4B). The characteristic attenuation length in vivo was 171 ± 15 μm across the four mice. This 

was calculated following the method of Kobat et al. [179], who measured the attenuation 
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length to be 131 μm at 775 nm excitation, and 285 μm at 1280 nm. Axial slices at different 

depths are shown in Supplemental Figure 2.1 for one of the in vivo/ex vivo data sets.      

         

Figure 2.4. Vessel signal as a function of diameter and cortical depth. (A) Vessel signal as a function of diameter. 

Signal is normalized for the ex and in vivo data by calculating the mean signal of all vessels above 10 μm diameter 
in each of the 4 images. The signal for each vessel is calculated separately for each image. The mean signal for 

vessels above 10 μm diameter is given an arbitrary value of 1, and the signal for all vessels is calculated relative to 

this normalized value. Smaller vessels have a weaker signal ex vivo compared to in vivo, likely due to the larger PSF 

ex vivo. (B) Capillary signal as a function of cortical depth. The in vivo signal is constant for the first several hundred 

microns, before decreasing quickly with depth (characteristic attenuation length of 171 ± 15 μm). In contrast, the 
ex vivo signal maintains its strength through the cortical thickness. The lines in Figs A and B are fits to the data, and 

the ribbons surrounding the lines are the 95 % confidence intervals. 

 

Hemoglobin absorbs and scatters light, and its presence in large numbers in large diameter 

pial surface vessels cause regions of an image beneath them to appear dark. This is termed a 

shadowing artifact, and often renders small structures beneath the cortical surface invisible 

under fluorescent microscopy [180]. Regarding visualizing the microvasculature, shadowing 

either blocks signals from capillaries or diminishes them entirely and contributes to reduced 

imaging depth. Figure 2.5A plots the signal from shadowed and unshadowed microvessels, 

where shadowed vessels are defined as those located directly beneath a surface pial vessel. 
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Although the signal from shadowed and unshadowed vessels in vivo is equally weak at depths 

greater than 0.6 mm, at shallower depths the difference is significant. The shadowing artifact is 

absent ex vivo (Figure 2.5B). The plots in Figs 2.4 and 2.5 were obtained by amalgamating the 

data from all vessels in the four pairs of images. Fitting was performed in R using Loess 

regression [181]. 

         

Figure 2.5. The impact of vessel shadowing on capillary signal. (A) In vivo. (B) Ex vivo. The shadowing artifact is 

noticeable absent ex vivo (no difference in signal between shadowed/unshadowed vessels), but significant in vivo 

for depths below 0.6 mm. 

 

98.6 ± 0.7% (mean ± sem) of capillaries were successfully perfused by the fluorescent gel 

(average calculated over all four specimens). Unperfused capillaries possessed smaller 

diameters (3.74 ± 0.09 μm) compared to those that were perfused (4.12 ± 0.01 μm) (p = 0.0001; 

Student's t-Test; data pooled from all mice). 

Figure 2.6 demonstrates the extent of diameter shrinkage as a function of in vivo vessel 

diameter. Ex vivo capillary diameters throughout the cortex were slightly smaller than those 

measured in vivo (3.6 ± 0.5 μm vs. 4.2 ± 0.4 μm), but this difference was not statistically 
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significant (p = 0.06; Student's t-Test) and varied between specimens (0 % to 26 %). In a one-to-

one comparison of in vivo to ex vivo capillaries, 76 % of capillaries were larger in vivo compared 

to ex vivo (p = 0.047). At the level of the penetrating vessels, the mean shrinkage was 34 % over 

all mice. In vivo, the mean artery diameter (6 arteries) was 11.4 ± 0.7 μm, while the mean 

venule diameter (19 venules) was 8.9 ± 0.8 μm (p = 0.02). The ratio of ex vivo to in vivo 

penetrating vessel diameters did not differ significantly between arteries and veins across the 4 

mice (0.69 ± 0.08 arteries; 0.63 ± 0.06 veins; p = 0.6). Supplemental Figure 2.2 shows the vessel 

shrinkage ex vivo as a function of vessel diameter for each of the individual capillaries, arteries, 

and veins. Even though mean shrinkage is 31 % for arteries and 37 % for veins, this shrinkage is 

variable. Some veins, for example, undergo almost no shrinkage, while others undergo more 

than 50 %. These diameter differences cannot be attributed to penetration of the glycocalyx by 

SR101, since vessel diameters in vivo measured with SR101 were indistinguishable at the 

resolution of the imaging system from those measured with FITC dextran (see Supplemental 

Figure 2.3).                    
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Figure 2.6. Ratio of ex vivo: in vivo vessel diameters as a function of in vivo vessel diameter. For each vessel, the 

ratio of its diameter ex vivo (after correction for refractive index mismatch) to that in vivo was computed. In this 

figure are the ratios computed for all vessels pooled together from the four mice. 

 

2.5 Discussion 

This paper presents a methodology for ex vivo imaging and calculation of vessel diameter in the 

presence of spherical aberrations. It presents a unique method for comparing in vivo to ex 

vivo images through precise analysis of corresponding vessels in the two types of data. Novel ex 

vivo techniques are being continuously developed, and the methodologies demonstrated here 

can be applied to any variety of clearing materials or imaging modalities. Tsai et al. [6] 

previously compared vessel diameters between in vivo and ex vivo 2PFM. In their study, 

average diameters were compared in different mice, whereas in the present study, 

corresponding vessels from the same mice were compared. Their comparison with in 

vivo vessels was limited to vessels less than 100 μm below the cortical surface. In our study, the 

impact of pial vessels on capillary signal deep in the cortex was examined, together with the 
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change in the microvascular signal as a function of depth and diameter. To accurately compare 

inner vessel diameters in vivo/ex vivo, the contrast agents used (either SR101 or the gel) must 

fill the lumen entirely without penetrating the glycocalyx or endothelial cell layers. FITC albumin 

is sufficiently large such that it does not penetrate the glycocalyx and only fills the lumen. 

Previous studies have demonstrated that SR101, a smaller molecule, is contained within the 

lumen and provides a reliable measurement of inner vascular diameter. For example, Sekiguchi 

et al. [182] estimated a difference of approximately 1 μm for pial artery diameters measured 

based on GFP-fluorescent endothelial cells versus those with plasma labelled with SR101. 

Further, Choi et al. [183] overlaid in vivo 2-photon vascular images of plasma-labelled SR101 

and 2 MDa FITC dextran, demonstrating similarities in vessel diameters. Our own experiments 

indicate that there are no detectable diameter differences, at the resolution of our imaging 

system, between vessels labelled with either SR101 or FITC (see Supplemental Figure 2.3). 

Past studies of brain microcirculation have used corrosion casting and/or histology. Due to 

the high resolution of electron microscopy and the 2D rendering of 3D surfaces, corrosion 

casting allows for a qualitative analysis of microvascular structure. Quantitative metrics, 

however, such as vessel length, rely on the angle at which the cast is viewed and are 

inconsistent between specimens if not accounted for [184]. In addition, because the tissue 

support is dissolved, finer vessels may break off the cast during corrosion, while imaging depth 

is limited unless the cast is dissected. In contrast, 2PFM with optical clearing enables 

visualization deep into tissue, without the need for dissection. As demonstrated here, the 

gelatin perfusate consistently fills more than 98 % of the vasculature, whereas perfusion 

materials for corrosion casting are often more viscous. Since the tissue is not dissected, the 
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brain is preserved for histological analysis at later time points. This may enable cellular-level 

tissue information to be correlated with vascular changes. Although the perfusion materials 

described here (2 % gelatin with FITC-albumin) have been previously utilized, the authors Tsai 

et al. [6] combined this perfusion with clearing in 60 % sucrose, resulting in an average imaging 

depth of 700 μm. Fructose, in contrast, may yield imaging depths up to 8 mm [169]. Ex 

vivo imaging depth in this study was only limited by the technical specifications of the 

microscope (2mm, the objective working distance) although we chose to image no deeper than 

the cortical depth, often a little over 1 mm. The mean in vivo imaging depth was 650 ± 45 μm, 

with a significant drop in contrast and signal at depths below 0.4 mm. 

Ex vivo images may be significantly distorted when the refractive index of the clearing agent 

differs significantly from that of the immersion medium, typically water for long working 

distance microscope objectives. Multiphoton processes are strongly influenced by aberrations 

since absorption probability depends non-linearly on the focal intensity. These aberrations can 

be eliminated through specialized lenses which use the clearing agent as an immersion medium 

[165, 169]. This route is costly, however, unlike the methodology presented in this paper. 

Our methodology for accurately calculating vessel diameter has potential for application to 

other 3D microscope-based imaging techniques. Light sheet microscopy utilizes a thin sheet of 

light focused with a cylindrical lens to excite fluorescence within a sample, which is collected by 

a detection objective lens [185]. The PSF in light-sheet methods is obtained by combining the 

detection and illumination PSFs. This produces a system PSF with different FWHMs in the 

lateral and axial dimensions, similar to 2-photon [186]. Light sheet microscopy may be 

combined with optical clearing methods to image large samples, such as entire rat brains at 
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micron-level resolution [187]. Due to the combination of excitation light-sheet generation with 

widefield detection, imaging of an entire mouse brain may be accomplished in under one week 

at μm-scale resolution [188]. Imaging of a similar volume of tissue with 2-photon would require 

months. 

Capillary diameters were smaller on average by 13 % ex vivo compared to in vivo (p = 0.06), 

although this shrinkage was non-significant, while 76 % of capillaries were smaller ex vivo. One 

possible explanation is differences in pressure during perfusion at constant flow rates ex vivo in 

comparison with those in a live animal. An advantage of constant flow rate (as opposed to 

constant pressure) is that a flow rate sufficiently high may be selected to maximize the percent 

of vessels perfused. Craniotomies and tissue fixation may induce changes in tissue dimensions, 

such as swelling, leading to vascular compression. Despite these possibilities, mean capillary 

diameter differences between the two techniques is only 0.6 μm, while other techniques yield 

capillaries with comparable diameters to our reported values. As an example, India Ink 

perfusion techniques (India Ink dissolved in gelatin) yielded mean capillary diameters of 3.48 

μm, with diameters ranging from 1.708 μm to 9.626 μm [189], while Tsai et al. [6] have 

reported an average diameter of mouse microvessels of 3.5–4.0 μm. These compare favourably 

with our mean capillary diameter of 3.6 μm. Although Tsai et al. [6] found vessel diameters ex 

vivo to match those in vivo, the in vivo measurements were performed on awake mice, whose 

diameters were not dilated by isoflurane. Their perfused mice were anaesthetized with 

pentobarbital (Nembutal), not ketamine/xylazine as in this study. The vasodilatory effects of 

barbiturates such as pentobarbital are well-known [190]. 
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Shrinkage dependence on diameter was also demonstrated. This was possible due to the 

correspondence between in vivo-ex vivo vessels. To overcome the effects of shrinkage on vessel 

network quantification, diameters are often multiplied by a scaling factor [176]. Our findings 

suggest this may not be the optimal approach. Large diameter vessels may experience the most 

shrinkage, while the smallest capillaries may be larger ex vivo compared to in vivo. This finding 

may serve to caution researchers that ex vivo images should be calibrated at the outset to 

permit accurate diameter estimation. 

Some of this shrinkage is attributable to the isoflurane anaesthesia in vivo. Isoflurane is a 

potent dilator of microvessels and induces breakdown of the blood-brain-barrier [191], 

whereas ketamine (the anaesthetic under which the mouse was perfused) has been shown to 

constrict arterioles in rat skeletal muscle by as much as 30 % [192]. Under 1 % isoflurane, 

capillary diameters relative to those exposed to ketamine/xylazine in cortex dilate by a factor 

1.24, while under 3 % isoflurane they dilate by a factor 1.85 [191]. Gao et al. [193] showed that 

2 % isoflurane dilates surface and intracortical arterioles by approximately 40 %. The magnitude 

of these differences is comparable to our findings. 

Factors beyond anaesthesia may influence in vivo/ex vivo diameter measurements. Arterial 

pCO2 affects vascular tone and can rise if an animal hypoventilates under anaesthesia. In 

addition, Navari et al. [194] have demonstrated that atmospheric exposure of the brain during 

craniotomy may reduce tissue CO2, resulting in arteriole constriction. Edema, which can be 

caused by craniotomy, may result in tissue swelling and increased intracranial pressure [71], 

leading to a compression of vessel diameters. Given these factors which bias estimates of vessel 

diameter under in vivo and ex vivo conditions, it is important that studies of disease or 
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abnormal physiological states makes use of appropriate control conditions so that the 

differential effect of the intervention on vessel dimensions can be assessed. In general, 

estimation of vascular resistance from microvascular dimensions should be approached 

cautiously because small errors in vessel diameter are amplified when the corresponding 

vascular resistance is computed [162]. 

Despite a mean shrinkage of capillaries by 13 %, this number is still sufficiently small such 

that the technique could be used to assess changes in vessel diameters in various disease 

states. For example, following 1 hour of reperfusion after global cerebral ischemia in gerbils 

(15-minute bilateral carotid artery occlusion), capillary and precapillary arteriole diameters are 

reduced by 30 % and 24 % respectively [195]. 24 hours following a fluid-percussion Traumatic 

Brain Injury, vessel diameters are reduced by 13 % in injured cortex compared to non-injured 

cortex [21]. Although this is at the detectability limit of our in vivo-ex vivo comparison (mean 

shrinkage of capillaries of 13 % according to our data), our use of isoflurane in vivo likely 

exacerbated the difference between ex vivo and in vivo diameters; use of a different 

anaesthetic in vivo would likely enable subtler detection of diameter changes. 

Larger vessels exhibited a stronger signal both in vivo and ex vivo (Figure 2.4A). This is 

probably due to the volume of excitation being entirely encompassed within the vessel, 

resulting in an increased number of fluorescent particles detected. The relative signal is greater 

for capillaries in vivo compared to ex vivo, which we attribute to the increased PSF size ex vivo. 

Depending on the imaging depth, this size could be on the order of a capillary. Signal steadily 

decreases with cortical depth in vivo (Figure 2.4B), with a sharp drop-off at depths greater than 
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0.4 mm. In contrast, the signal remains relatively constant ex vivo. A constant signal with 

cortical depth is an advantage of ex vivo imaging.  

In vivo data displayed a shadowing artifact which was absent ex vivo (Figure 2.5). This 

artifact is likely due to the higher amounts of hemoglobin in the large vessels. At a hematocrit 

of 45% and wavelength of 633 nm, the scattering coefficient of blood is about 80 /mm, while its 

absorption coefficient is about 0.8 /mm [196]. When the hemoglobin has been flushed from the 

vasculature during perfusion and is replaced with a transparent gel, the shadowing artifact 

disappears ex vivo. In vivo imaging is limited in the field of view chosen as regions covered by 

large pial vessels will be challenging to image; however, ex vivo has no constraints in imaging 

location. Haiss et al. [180] solved this dilemma in vivo by replacing the blood with a 

perfluorocarbon emulsion. This method, however, would constrain the contrast agents used for 

visualizing the vasculature as they must now be miscible with the emulsion. We found with our 

specimens little difference in the signal between shadowed and unshadowed vessels beyond 

500 μm depth. It is still difficult to confirm from our work that pial vessels do not limit imaging 

depth, as none of the fields of view chosen contained a large cluster of pial vessels. Imaging 

depth would likely be different in such a region compared to one devoid of pial vessels. For 

example, Haiss et al. [180] found that replacing blood with perfluorocarbon dramatically 

increases imaging depth below pial vessels and increases fluorescence intensity by almost a 

factor of 9. This suggests that in a region with a high pial vessel density, imaging depth is 

decreased by hemoglobin. While signal intensity varied across vessels in our study, all vessels 

present ex vivo were visible in vivo, regardless of location. 
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For all mice imaged, the perfusion success exceeded 98 %, in agreement with Tsai et al. [6] 

who quoted a high success rate with the same perfusion protocol (close to 100 %). The larger 

diameter of the perfused vessels compared to those unperfused suggest that perfused vessels 

had a lower resistance to fluid flow and were more easily filled by the gel. This agrees with the 

Hagen-Poiseuille equation, where the resistance scales with the inverse of diameter to the 

4th power [162]. Thus, even a slight shrinkage in diameter may significantly impact the 

probability of a vessel being perfused. 

 

2.6 Conclusions 

Differences between vascular morphology and signal in in vivo and ex vivo 2PFM are quantified 

in this study. Through development of a protocol that enabled analysis of the corresponding 

vessels in both image types, previously unexamined features of 2PFM, such as shadowing, were 

precisely quantified. Most studies do not image corresponding regions with separate imaging 

techniques, which limits the scope of their analysis. This study employed specific perfusion and 

clearing techniques; however, much of the data and analysis methods is applicable to a range of 

clearing materials and situations. The vessel tracking algorithm which accounts for spherical 

aberrations is applicable to any data set and combination of microscope objective and clearing 

materials, merely requiring acquisition of PSF data. The ability to accurately segment and 

quantify vessel properties is critical since for small capillaries the signal is weaker ex 

vivo compared to in vivo. 
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In conclusion, we have presented a novel imaging and analysis methodology for visualizing 

and analyzing the vasculature. This methodology outlined features of in vivo and ex vivo 2PFM, 

such as the influence of PSF on vascular signal, the impact of shadowing on microvascular 

signal, and the changes in vessel diameter. Overall, ex vivo imaging was found to be valuable for 

studying deep cortical vasculature. 
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2.8 Supplemental Material 

              

Supplemental Figure 2.1. Slices at different depths through a specimen imaged with 2-photon. Left column is in 

vivo, right column ex vivo. Centerlines of vessels are shown in red. A and B are 450 μm below the cortical surface, 
while C and D are 650 μm below the cortical surface. Although the signal between in vivo- ex vivo is comparable at 

450 μm, the contrast to noise ratio ex vivo is noticeably greater at 650 μm. 
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Supplemental Figure 2.2. Shrinkage of arteries, capillaries, and veins as a function of diameter. Each scatter point 

(which represents a vessel segment) is labeled as an artery (red), capillary (green), or vein (blue). 

 

 

                                  

Supplemental Figure 2.3. Comparison of in vivo vessel diameters measured with SR101 and FITC dextran 

perfusion. (A) Image acquired on the FITC channel (B) Image acquired on the red (SR101) channel (C) Images A and 

B merged. The merging of the red and green channels produces a brown shading indicative of overlap between red 

and green signal. Because all vessels are entirely painted brown in C, it is concluded that vessel diameters in 

vivo measured with SR101 are indistinguishable at this resolution from those measured with FITC dextran. This 

suggests that any possible leakage of SR101 into the glycocalyx does not impact measurement of vessel diameter 

at the resolution of the imaging system. 
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Chapter 3 

Acute and Chronic Stage Adaptations of Vascular Architecture 

and Cerebral Blood Flow in a Mouse Model of TBI 

 

3.1 Foreword 

A version of this chapter was posted as a pre-print on bioRxiv [198]: 

Steinman J, Cahill LS, Koletar MM, Stefanovic B, and Sled JG. Acute and chronic stage 

adaptations of vascular architecture and cerebral blood flow in a mouse model of TBI. bioRxiv 

2018. 

 

The work for this chapter was accepted by NeuroImage [199]: 

Steinman J, Cahill LS, Koletar MM, Stefanovic B, and Sled JG. Acute and chronic stage 

adaptations of vascular architecture and cerebral blood flow in a mouse model of TBI. 

NeuroImage 2019, doi: https://doi.org/10.1016/j.neuroimage.2019.116101.  

 

3.2 Introduction 

The 3D organization of vessels is an important factor in determining cerebral blood flow (CBF), 

with the vessel connections, shape, length, and diameter determining overall network 

resistance [162]. While regions of higher metabolic activity often show increased vessel density 

[113], substantial increases in density may not elevate flow by an equivalent amount [18]. This 

suggests that to understand the relationship between CBF and vascular structure, quantitative 

metrics beyond 2D measures of vessel density are needed. This vascular structure-blood flow 

https://doi.org/10.1016/j.neuroimage.2019.116101
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relationship is thought to be important in a number of brain pathologies, including traumatic 

brain injury (TBI), where the vasculature undergoes significant damage, vessel loss, and 

regrowth [21, 22, 31, 86, 102]. 

Past studies have correlated CBF changes or functional outcome with vascular structural 

changes in TBI [22, 200], focusing on histological measures of density and diameter. Such 2D 

metrics of vascular morphology do not always correlate with blood flow. For example, vessel 

density in a hippocampal region correlated with CBF early post-injury in a lateral fluid 

percussion injury in rats [22]. At 8 months later in the same model, there was increased vessel 

density in perilesional cortex and reduced flow, with bilateral decreases in hippocampal CBF 

occurring without changes in vessel number [30]. 

Quantification of blood flow and vascular architecture is limited by the lack of availability of 

high-resolution 3D imaging techniques that may be combined with in vivo functional imaging. 

While optical clearing may be used to enhance light penetration, solvents often distort tissue 

and cause optical aberrations. A methodology with the ability to image the microvasculature in 

3D over a large volume of tissue without optical clearing would overcome these deficiencies. 

Automated techniques have been developed which image large regions of the murine brain 

without optical clearing [201]. One such technique, Serial 2-Photon Tomography (STPT), 

incorporates a 2-photon fluorescence microscope and vibratome [1]. The vibratome slices 

through tissue, enabling deep tissue imaging. To date, most STPT studies have acquired images 

at cellular-resolution in-plane with low through-plane resolution, typically with 75 – 100 µm 
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spacing between coronal sections. This method enables whole-brain imaging in under 12 hours 

[29], but reduced through-plane resolution is not amenable to 3D vascular analysis.  

In the present study, we used a combination of 2D Arterial Spin Labeling (ASL) MRI and STPT 

to measure changes in cerebrovascular function and to characterize the 3D vascular 

architecture in adult mice post-TBI. The standard STPT protocol was modified to obtain images 

at an isotropic voxel resolution of 2 µm, enabling 3D visualization and quantification of the 

geometry and branching patterns of the vascular network. Registration of the ASL data to the 

STPT images allowed us to correlate the differences in vascular structure with functional 

measures of flow under rest and hypercapnia. This paper highlights unique features of vascular 

architecture and blood flow, providing improved understanding of the role of the 

microvasculature in TBI recovery. 

 

3.3 Materials and Methods 

3.3.1 Animals 

A total of 40 mice (19 male, 21 female, 12 - 13 weeks old, mean weight 24.2 g (CI: 23.1 – 25.3)), 

Cre x tdTomato (B6.Cg-Tg(Tek-cre)1Ywa/JxB6; 129S6-Gt(ROSA)26Sortm14(CAG-

tdTomato)Hze/J), bred in-house, were used [202]. See Supplemental Table 3.1 for a detailed 

description of animal allocation within the study. The mice express a variant of red fluorescent 

protein in endothelial cells, under the direction of the Tie2 promoter [203]. Mice received 

either a controlled cortical impact (CCI) or craniotomy without impact (sham). They were 

permitted to recover 24 hours or 4 weeks post-injury. Mice were randomly assigned into one of 
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four groups: TBI-1-Day, TBI-4-Weeks, Sham-1-Day, and Sham-4-Weeks. All animal experiments 

were approved by the Animal Care Committee at the Toronto Centre for Phenogenomics. 

Animal experiments were conducted in accordance with the Canadian Council on Animal Care’s 

Guide to the Care and Use of Experimental Animals and complied with the ARRIVE guidelines.  

 

3.3.2 Controlled cortical impact 

Mice were anaesthetized with isoflurane (5 % induction, 1.5 - 2 % maintenance) in 100 % O2. 

They were administered 5 mg/kg Baytril (Rompun, Bayer Inc., Toronto, Canada) and 1.2 mg/kg 

slow release buprenorphine (Chiron Compounding Pharmacy Inc., Guelph, Canada) 

subcutaneously, in addition to 1.5 mL of subcutaneous sterile saline (0.9 % NaCl). Mice were 

stabilized in a stereotaxic frame. Body temperature was maintained via a heating pad set to 37 o 

C. Immediately prior to scalp incision, mice were administered 0.2 mL of 1 % lidocaine 

(AstraZeneca, Mississauga, Canada) subcutaneously over the skull. The scalp was shaved, then 

cleaned with alcohol and betadine solutions. A craniotomy approximately 2.2 mm in diameter 

was performed and centred at 1.5 mm posterior to bregma and 1.7 mm lateral to the midline 

on the left hemisphere. A TBI (1.5 mm diameter tip, 1 mm depth, 2 m/s speed, 200 ms dwell 

time) was delivered with an electromagnetically driven piston [72]. The craniotomy was sealed 

with a 5 mm diameter glass coverslip (World Precision Instruments, Sarasota, Florida, USA). The 

scalp was sutured; betadine and polysporine were applied to the incision. Each mouse was 

individually housed in a sterile cage with DietGel (76 A, PharmaServ, Framingham, MA, USA) 

and food pellets placed at the bottom of the cage. Mice had ad libitum access to food and 
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water in a pathogen-free environment on a 12-hour light: dark cycle. Identical procedures were 

performed for shams, with the exception of the impact.  

 

3.3.3 Measurement of CBF with continuous Arterial Spin Labeling (CASL) 

Prior to CASL imaging, in vivo ultrasound imaging under isoflurane was performed as described 

previously [125]. The ultrasound data is beyond the scope of the current study and will be the 

subject of future investigations. 

The ASL procedure followed that described in Cahill et al. [125] and is summarized below. 

Imaging preparation and hypercapnia protocol: Immediately following ultrasound, mice were 

endotracheally intubated and mechanically ventilated under 1 % isoflurane in 100 % O2. 

0.1 mg/kg pancuronium bromide (Sigma-Aldrich, St. Louis, USA) was injected intraperitoneally 

for muscle relaxation and optimal breathing control during imaging. Partial pressure of carbon 

dioxide, respiration rate, and temperature were monitored. Each mouse underwent a CO2 

challenge, composed of an inhaled gas mixture alternating between rest (30 % O2 : 70 % N2) and 

hypercapnia (5 % CO2 : 30 % O2 : 65 % N2). In total, there were 5 – 6 scans per mouse, with two 

of the scans under hypercapnia. Following hypercapnia, there was a 6-minute break between 

measurements to allow for return to normal physiological state. 

ASL: 2D CASL measurements were performed with a 7T 40 cm horizontal bore magnet 

produced by Agilent with 16 transmitters and 16 receivers. A custom-built dual-saddle volume 

coil with inner diameter 2.5 cm and axial field view 3 cm was used for CASL measurements. A 2 
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mm-thick coronal slice intercepted the centre of the TBI site and the labeling plane was 

positioned posterior to the imaging slice by approximately 0.8 cm. Each repetition included a 3-

s 9-µT RF labelling pulse and a 500 ms post-label delay. The control label condition consisted of 

a labeling plane 0.8 cm anterior to the imaging slice. The CASL images were acquired using a 2D 

fast spin-echo sequence with TR = 6000 ms, TEeff = 15 ms, echo train length = 16, slice thickness 

= 2 mm, matrix size 200 x 384, in-plane resolution of 250 µm. CBF was calculated with a single-

compartment biophysical model with correction for the magnetization transfer enhancement 

of T1 relaxation [3, 125]. As TBI may cause edema [204] and influence tissue T1, affecting CBF 

measurements [3], T1 was mapped in the same 2 mm-thick coronal section using an inversion 

recovery fast spin-echo sequence (TR = 5000 ms, TE = 11ms, inversion times = 50, 100, 200, 

400, 800, 1600, 3200 ms).  

Our group has previously [125] measured the inversion efficiency in six adult C57BL/6J mice 

using a 2D flow compensated spoiled gradient echo sequence with inversion and imaging 

planes positioned on the carotids and separated by 5 mm. The measured inversion efficiency of 

0.80 ± 0.03 was consistent with estimates based on simulations reported previously for the 

mouse carotid [3]. 

 

3.3.4 T2-weighted whole brain in vivo anatomical imaging 

T2-weighted whole brain images were acquired using a 3D fast spin-echo sequence with the 

following parameters: TR = 1800 ms, TEeff = 40 ms, echo train length = 12, matrix size 120 x 144 
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x 72, isotropic image resolution = 292 µm.  The acquired image was used as an intermediary in a 

registration pipeline to align the STPT images to ASL data (see below). 

 

3.3.5 Brain sample preparation 

The perfusion protocol have been described elsewhere [6, 26, 158] and is briefly summarized 

here. Immediately following in vivo MRI, mice were anaesthetized with an IP injection of 100 

µg/g ketamine and 20 µg/g xylazine. The following solutions were perfused through the left 

ventricle, with 2 mM ProHance (Bracco Diagnostics Inc., Monroe Plains, New Jersey, USA) 

added to each solution for MR contrast: 30 mL of 0.1 M PBS (Wisent Inc., Quebec, Canada) 

containing 1 µL/mL heparin (1000 USP units/mL); 20 mL of 4% paraformaldehyde (PFA) 

(Electron Microscopy Sciences, Hatfield, Pennsylvania, USA); and 20 mL of a 2 % gelatin solution 

(Sigma, St. Louis, USA) containing 0.5 % (w/v) FITC-conjugated albumin (Sigma) [6]. Mice were 

decapitated and the brains within the skull were fixed overnight at 4o C in 4 % PFA with 2 mM 

ProHance. Brains were transferred to PBS containing 2 mM ProHance and 0.02 % sodium azide 

for at least one week [205].  

 

3.3.6 Ex vivo whole-brain MRI 

The same MRI scanner was used for ex vivo imaging as that for in vivo imaging. Brains were 

scanned in a 16-coil solenoid array [206] using a T2-weighted 3D fast spin-echo sequence with a 
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cylindrical k-space acquisition [207]. Sequence parameters were 4 averages, TR = 350 ms, TEeff  

= 30 ms, echo train length = 6, matrix size 504 x 504 x 630, isotropic image resolution = 40 µm.  

 

3.3.7 3D Serial Two-Photon Tomography 

STPT was imaged on two channels as previously described [29]. Light emitted from the 

specimen was split using a 516 nm single-edge dichroic beamsplitter (Semrock FF516-di01-25 x 

36). Due to the greater signal strength, only the data from the channel with light greater than 

516 nm wavelength were analyzed: this channel provided signal from both the tomato 

fluorescent protein and the gelatin: FITC-conjugate.  

2-photon fluorescence imaging commenced 50 µm below the cut surface and involved 

collecting a mosaic of overlapping tiles. Each field-of-view (FOV) was sampled with 832 voxels 

along x and y for a 1.37 µm in-plane imaging resolution and acquired through a tissue depth of 

100 µm, with 2 µm separation between tiles. Following acquisition of all 3D images within the 

xy-plane, the tissue was sliced 30 µm by a vibratome integrated with the translation stage and 

the sample moved towards the objective. STPT imaging began approximately 1 mm in front of 

the TBI site, extending 3 + mm into the tissue. A typical imaging session involved 150 vibratome 

sections, corresponding to a tissue volume of 4 mm (x) x 4 mm (y) x 4.5 mm (z) and an imaging 

time of approximately 33 hours. Scanning was performed coronally (ie. the imaging depth 

referred to by the z-direction is through a coronal plane). STPT data was not acquired for the 

contralateral hemisphere.  
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3.3.8 STPT data processing and reconstruction 

Each 3D image was corrected for uneven illumination using an agar phantom loaded with FITC. 

The 3D images were blurred in the xy-plane by a Gaussian with full-width-half-maximum 

(FWHM) of 2 µm and resampled to an isotropic voxel size of 2 x 2 x 2 µm3. Image stitching was 

performed with a Fiji/ImageJ plug-in based on the algorithm of Preibisch et al. 

(https://imagej.net/Image_Stitching) [208], with overlapping 3D images merged via a linear 

blending algorithm.  

 

3.3.9 Image registration pipeline 

Registration of the ASL data to the STPT images was performed using in vivo and ex vivo whole-

brain structural MR images as intermediate targets for registration as illustrated in Figure 3.1. 

Each image in the registration chain was registered to its subsequent image via a rigid body 

transformation. 

Common landmarks were manually labelled between the T2-weighted control ASL image 

(Figure 3.1A) and the T2-weighted whole-brain in vivo structural MRI image (Figure 3.1B). The 

landmarks were used to calculate a rigid-body transformation from the ASL imaging space to 

the T2-weighted whole-brain in vivo imaging space. The same process was repeated to calculate 

a rigid body transformation from T2-weighted whole-brain in vivo to T2-weighted whole-brain 

ex vivo (Figure 3.1C) imaging space, and from T2-weighted whole-brain ex vivo to STPT (Figure 

3.1D) imaging space. The transformations are concatenated to produce an overall 

transformation from ASL space to STPT space. 

https://imagej.net/Image_Stitching
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Figure 3.1. Registration of ASL to STPT through intermediate images. (A) Representative T2-weighted anatomical 

image from the ASL acquisition (B) Single-slice from in vivo T2-weighted whole-brain image (C) Single-slice from ex 

vivo T2-weighted whole-brain with the skin and overlying tissue from the skull removed (D) Single-slice STPT, 

showing the ipsilateral cortex and part of the hippocampus overlaid on the ex vivo MR . To register the CBF maps 

to the stitched STPT images, the in vivo and ex vivo whole-brain structural MR images were used as intermediates 

in a registration pipeline based on manual identification of common landmarks between the respective images.  

 

3.3.10 Vessel tracking 

The vessel tracking segmentation algorithm has been described elsewhere [115, 158]. Tracking 

was initiated through automated placement of multiple seeds inside each putative vessel [158, 

202]. Prior to tracking, cortical voxels in the ASL data were manually labelled by overlaying the 

control ASL image onto the STPT data in the same imaging space following the registration 

procedure. Since the ASL data is relatively low resolution (250 µm in-plane), it can be 

challenging with the ASL data alone to determine which voxels precisely correspond to the 

injury core. By overlaying ASL with high resolution (2 µm) STPT, it was easy to determine which 

ASL cortical voxels were located within the core. Cortical voxels were subdivided into two 

groups: (A) those within the craniotomy region (TBI site) projected through the cortical depth. 

This was termed the ‘ipsilateral’ injury zone, or ‘core’. (B) Those outside the TBI site, termed the 

‘perilesional’ region. The perilesional region contained the ASL cortical voxels outside the core. 
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These voxels intersected the STPT data, thus vascular structural information was still available 

for them. Ipsilateral voxels that corresponded to the centerline of the injury were further 

labelled ‘centerline’. The centerline voxels were later used to calculate the distance of the 

cortical voxels from the injury center (see below). Each voxel in the STPT image was assigned a 

label of ipsilateral or perilesional, based on the cortical ASL voxel type to which it corresponded. 

Only these voxels were tracked.  

The datasets were pruned during post-processing to remove short, false vessels (‘hairs’) 

which are either disconnected from the vessel network or connected at only a single end to a 

parent vessel. These vessels are produced either by noise at a vessel boundary that is 

interpreted as a separate vessel or by the anisotropy (reduced resolution along the z-dimension 

compared to xy, causing vessels to have an elliptic shape) of the 2-photon fluorescence data 

causing short vessels to be traced parallel to the optical axis. 

 

3.3.11 Data analysis  

Quantification of vessel network properties: Vessel diameters calculated were the outer 

diameter, which is the sum of the lumen (inner) diameter and the vessel wall thickness. Vessels 

with diameters less than 8 µm were labelled capillaries, since capillary cut-offs in the literature 

typically range from 6 µm to 10 µm [6, 202]. All vessels traced emitted fluorescence greater 

than 516 nm and were either tomato-fluorescent and gel-perfused, or only tomato-fluorescent 

in the event that a given vessel was not perfused.   
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‘Centerline voxels’ in the ASL data (defined in Vessel tracking) were defined as 0 mm from 

the injury centre. The distance of all other cortical ASL voxels was defined by the Euclidean 

distance to the nearest centerline voxel. Each vessel segment in the SPTP data was assigned a 

nearest ASL voxel and distance from injury centre based on the position of the vessel segment’s 

midpoint. The vessel length density at each voxel was the sum of the lengths of all vessels 

within an ASL voxel divided by the voxel volume.  

Quantification of radial vascular architecture: The vascular network at 4 weeks post-TBI (the 

TBI-4-Weeks group) possessed a different patterning relative to the other groups (TBI-1-Day, 

Sham-1-Day, Sham-4-Weeks). From the center of the injury at the cortical surface, vessels 

emanated outwards in a radial pattern. To quantify this feature, a marker was placed at the 

centre of the craniotomy on the cortical surface. Each segmented vessel was simplified as a 

straight line. Another line was defined connecting the vessel midpoint (average position 

between the two endpoints of the straight-line vessel) and marker. The angle between these 

two lines was calculated for all vessels, averaged, and compared between mice and groups. This 

metric is termed radialness. Vessel networks that display a radial pattern would be expected to 

possess a smaller mean angle. If all vessels emanated precisely from the marker, the angle for 

each vessel would be 0o. See Supplemental Figure 3.1 for a diagram explaining calculation of 

radialness. 

Statistical analysis: Data are reported as mean ± 95 % confidence interval (CI). Data analysis 

was conducted in Python and R. To compare mean differences between groups, the dependent 

variable was modelled as a linear function of group, and an ANOVA was performed on the 

linear model with p < 0.05 interpreted as significant. If p < 0.05, a Tukey Honestly Significant 
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Differences post-hoc test was conducted to assess between-group differences. See 

Supplemental Table 3.2 for summary statistics for each variable. 

To assess if TBI influenced CBF, an ANOVA was performed on a linear mixed effects model 

where CBF was modeled as a three-way interaction between CO2 state (rest vs. hypercapnia), 

time (1 day vs. 4 weeks), and treatment (TBI vs. Sham), with specimen as the random factor to 

account for repeated measures. For analysis of CBF as a function of distance from the injury 

centre, CBF vs. distance plots for each group were fit with a cubic spline with 3 degrees of 

freedom. An ANOVA was performed on a linear mixed effects model where CBF was modeled 

as a four-way interaction between distance (which was fit with a cubic spline), state (rest vs. 

hypercapnia), time (1 day vs. 4 weeks), and treatment (TBI vs. Sham), with specimen as the 

random factor. Coefficient of variation (COV) was defined as the ratio between the standard 

deviation of CBF in ASL cortical voxels divided by their mean value, times 100 %. An ANOVA was 

performed on a linear mixed effects model where COV was modeled as a four-way interaction 

between distance, CO2 state, time, and treatment, with specimen as the random factor. For 

analysis of mean vessel length density, microvascular volume, extravascular distance, capillary 

diameter, and radialness within the TBI site, an ANOVA was performed on a linear model where 

these variables were modeled as a two-way interaction between time and treatment. To assess 

how density, volume, and extravascular distance changed as a function of distance from the 

injury centre, an ANOVA was performed on a linear mixed effects model where these variables 

were modeled as a three-way interaction between distance, time, and treatment.   
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3.4  Results 

3.4.1 STPT images of the microvasculature demonstrate abnormal morphology following TBI 

TBI-1-Day mice showed loss of vessels and altered vessel morphology (Figure 3.2). Panel 3.2A is 

a maximum intensity projection (MIP) of a coronal section of the cerebral cortex in a mouse 

that did not undergo craniotomy. Note the uniform vessel density and regular pattern of the 

vessel network. This contrasts with Panel 3.2C (MIP of a TBI-1-Day mouse), where fewer vessels 

are detected inside the injury core. Outside the core, many penetrating vessels are highly 

tortuous (Panel 3.2B). 

Of the 10 TBI-1-Day mice, all displayed hyperintensity at the TBI site in the ex vivo T2-

weighted images, consistent with edema. 6/10 possessed a significant amount of edema 

extending through the entire cortical depth (approximately 800 µm below the cortical surface). 

In addition to edema, there was evidence of hemorrhage at the TBI site, indicated by dark 

regions in the T2-weighted image. Light edema (up to 50 – 100 µm slight hyperintensity below 

the cortical surface) was present in only 2/9 Sham-4-Weeks mice. Only 4/10 TBI-4-Weeks mice 

displayed signs of edema. 6/8 Sham-1-Day mice showed evidence of edema extending from 50 

– 250 µm below the cortical surface depending on the specimen. Hemorrhage was absent in 

the Sham-1-Day group. 
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Figure 3.2. Images of the microvasculature obtained with STPT. (A) Maximum Intensity Projection (MIP) through 

100 µm of tissue, acquired from a mouse that did not undergo craniotomy. Scale bar = 1 mm (B) and (C) Data 

acquired from a TBI-1-Day mouse. B is an isosurface rendering of 200 µm tissue thickness corresponding to the 

colored region in C. C is a MIP through 400 µm of tissue. Note the presence of tortuous (twisted) vessels in regions 

surrounding the impact core (arrowhead in B) and the reduction in vessel density within the core (asterisk in C). 

Scale bar = 1 mm. All data acquired with STPT. 

 

3.4.2 Hypoperfusion in TBI persist up to 4 weeks 

Figures 3.3A and 3.3B plot the mean CBF in the ipsilateral cortex (craniotomy region) under rest 

and hypercapnia. CBF depended significantly on CO2 state (F = 88.8, p = 7.0 x 10-11) and 

treatment (F = 14.8, p = 0.00052 respectively), but not on time (F = 0.5, p = 0.47). There was a 
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significant interaction between state and time (F = 6.2, p = 0.018). See Supplemental Figure 3.2 

for representative CBF maps. 

To investigate CBF outside the injured core, Figures 3.3C and 3.3D plot the CBF over the 

entire injured cortex as a function of distance from the injury centre under rest and 

hypercapnia respectively. There was a significant dependence on distance (F = 31.5, p < 2.2 x 

10-16) and state (F = 469.3, p < 2.2 x 10-16), but not on treatment (F = 2.8, p = 0.10) or time (F = 

0.33, p = 0.57). There was a significant interaction between distance and state (F = 4.4, p = 

0.0045), state and time (F = 6.4, p = 0.012), and distance and treatment (F = 3.7, p = 0.013). 

Figures 3.3E and 3.3F plot the COV for rest and hypercapnic CBF as a function of distance 

from the injury centre. COV depended significantly on CO2 state (F = 24.1, p = 1.5 x 10-6) and 

treatment (F = 7.1, p = 0.012), but not on distance (F = 1.4, p = 0.22) or time (F = 0.25, p = 0.62). 

There was a significant interaction between state and treatment (F = 11.9, p = 0.00064). 



78 

 

          



79 

 

Figure 3.3. Mean CBF calculated with ASL MRI in the ipsilateral cortex under rest and hypercapnia. The ipsilateral 

cortex refers to the craniotomy site determined following registration of ASL to STPT. CBF as a function of distance 

from the injury centre on the injured side under (C) rest and (D) hypercapnia. Coefficient of Variation as a function 

of distance from the injury centre under (E) rest and (F) hypercapnia. Data points are the mean ± 95 % CI, and 

fitting was performed with Loess regression. N refers to the number of mice. 

 

3.4.3 Vessel density is reduced at 1-day post-TBI and recovers by 4-weeks 

Figures 3.4A and 3.4B plot the mean vessel length density less than 1 mm from the injury 

centre, and the vessel density as a function of distance from the injury centre. In Figure 3.4A, 

vessel density depended significantly on time (F = 15.4, p = 0.00048) and treatment (F = 28.2, p 

= 9.6 x 10-6), with a significant interaction between time and treatment (F = 9.1, p = 0.0052). 

Post-hoc group comparisons indicated that vessel density at 1-day post-TBI (410 mm/mm3 (CI: 

260 – 560)) was reduced relative to Sham-1-Day (828 mm/mm3 (CI: 703 – 953), p = 1.1 x 10-5) 

and 4 weeks post-TBI (742 mm/mm3 (CI: 635 – 849), p = 0.00032). No significant reduction in 

density was present at 4 weeks post-TBI relative to Sham-4-Weeks (742 mm/mm3 (CI: 635 – 

849) vs. 858 mm/mm3 (CI: 788 – 928) respectively, p = 0.38).  

In Figure 3.4B, vessel density significantly depended on distance (F = 36.1, p < 2.2 x 10-16), 

time (F = 12.8, p = 0.0012), and treatment (F = 25.1, p = 2.3 x 10-5). There was a significant 

interaction between distance and time (F = 3.2, p = 0.016), distance and treatment (F = 3.6, p = 

0.0087), and time and treatment (F = 10.6, p = 0.0029). 

Figures 3.4C and 3.4D plot the rest and hypercapnic CBF vs. vessel density over all mice. 

There was a stronger correlation between hypercapnic CBF and density (R2 = 0.30, p = 0.00072) 

compared to rest CBF and density (R2 = 0.10, p = 0.068). There was no correlation between rest 
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or hypercapnic CBF and capillary diameter (R2 = 0.071, p = 0.13 and R2 = 0.0077, p = 0.62 

respectively).  

Mean capillary diameter over all groups was 4.47 µm (CI: 4.37 – 4.57). Mean diameter did 

not display a time-dependence (F = 2.4, p = 0.13), but did depend on treatment (F = 11.9, p = 

0.0017), with the diameter significantly elevated in the TBI condition relative to shams (4.62 µm 

TBI (CI: 4.54 – 4.70) vs. 4.33 µm Shams (CI: 4.17 – 4.49)). There was no significant interaction 

between time and treatment (F = 0.7, p = 0.41). 

Microvascular volume and extravascular distance to the nearest microvessel followed a 

similar pattern to vessel density (Supplemental Figure 3.3). Microvascular volume depended 

significantly on time (F = 21.3, p = 7.0 x 10-5) and treatment (F = 9.7, p = 0.0041), with a 

significant interaction between time and treatment (F = 7.2, p = 0.012). Volume for the TBI-1- 

Day group (0.74 (CI: 0.48 – 1.00)) was reduced relative to Sham-1-Day (1.29 (CI: 1.11 – 1.47), p = 

0.0016) and TBI-4-Weeks (1.41 (CI: 1.19 – 1.63), p = 0.00012). There was no statistical 

difference between TBI-4-Weeks and Sham-4-Weeks (1.41 (CI: 1.19 – 1.63) vs. 1.45 (1.25 – 

1.65), p = 0.99). In a plot of volume versus distance (Supplemental Figure 3.3B), there was a 

significant dependence on distance (F = 93.2, p < 2.2 x 10-16), time (F = 20.0, p = 0.00010), and 

treatment (F = 6.4, p = 0.017). There was a significant interaction between distance and time (F 

= 8.1, p = 0.0052), distance and treatment (F = 17.3, p = 5.6 x 10-5), and time and treatment (F = 

7.6, p = 0.0099). 

The mean extravascular depended significantly on time and treatment (F = 5.2, p = 0.031; F 

= 18.0, p = 0.00020 respectively), with a significant interaction between time and treatment (F = 
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7.2, p = 0.012). Extravascular distance at TBI-1-Day (47 µm (CI: 35 – 59)) was elevated relative to 

Sham-1-Day (26 µm (CI: 22 – 30), p = 0.00018) and TBI-4-Weeks (33 µm (CI: 30 – 36), p = 0.012). 

There was no significant difference between TBI-4-Weeks and Sham-4-Weeks (33 µm (CI: 30 – 

36) vs. 28 µm (CI: 23 – 33) respectively, p = 0.69). Extravascular distance depended on distance 

(F = 16.8, p = 6.4 x 10-11), time (F = 6.4, p = 0.017), and treatment (F = 19.2, p = 0.00013) 

(Supplemental Figure 3.3D). There was a significant interaction between distance and 

treatment (F = 5.7, p = 0.00034), time and treatment (F = 7.8, p = 0.0088), and distance : time : 

treatment (F = 2.6, p = 0.039). 
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Figure 3.4. Analysis of vessel density and its relation to CBF. (A) Mean vessel density (B) Vessel density as a 

function of distance from the injury centre (C) Rest CBF vs. vessel density (D) Hypercapnic CBF vs. vessel density (E) 

and (F) MIPs through 400 µm of tissue in a TBI-1-Day and Sham-1-Day mouse respectively. Scale bar = 1 mm. Data 

points in A and B are the mean ± 95 % CI and N refers to the number of mice. Grey bands in C and D represent the 

95 % confidence interval. 
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3.4.4 Correlation of Murray’s Law with blood flow 

In Murray’s Law for vessel bifurcations, the cube of the parent vessel radius equals the sum of 

the cubed radii of the daughters [209, 210, 211]. It assumes vessel networks evolve to minimize 

the biological work required to transport blood. Many arterial trees closely follow Murray’s Law 

[212, 213], and deviations from it may potentially indicate abnormal vasculature. Figure 3.5A is 

a log-log plot of the average number of vessels greater than or equal to a given diameter, 

normalized for density, for all vessels within 1 mm of the injury centre. This is termed a 

cumulative distribution curve. An optimally efficient network with symmetric bifurcations 

should produce a straight line with a negative slope for each group with a diameter scaling 

coefficient (absolute value of slope) of 3. For each mouse, a straight line was fit to its log-log 

plot of vessel diameter distributions, for diameters greater than or equal to 4 µm. 4 µm was 

selected as the minimum diameter since the average cumulative distributions become 

horizontal at smaller diameters. The mean diameter scaling coefficients for TBI-1-Day, Sham-1-

Day, TBI-4-Weeks, and Sham-4-Weeks were 3.2 (CI: 3.0 – 3.4), 3.4 (CI: 3.0 – 3.8), 3.0 (CI: 2.7 – 

3.3), and 3.1 (CI: 2.9 – 3.3) respectively. When scaling coefficient was modeled as a two-way 

interaction between time and treatment, there was a trend towards significance for time (F = 

3.9, p = 0.058) but no dependence on treatment (F = 1.3, p = 0.27). There was no significant 

interaction between time and treatment (F = 1.1, p = 0.31). The mean cumulative distribution 

curve for TBI-1-Day was shifted lower than that of the other groups, indicating a decrease in 

vessel density (see Figure 3.5A). Both curves for TBI-1-Day and TBI-4-Weeks showed a ‘dip’ at 

approximately 8 µm.  
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Figures 3.5B and C plot the rest and hypercapnic CBF vs. scaling coefficient for vessels with 

diameters ranging from 4 – 50 µm. There is a much stronger correlation to the rest compared 

to hypercapnic CBF (R2 = 0.19, p = 0.0097 vs. R2 = 0.069 vs. p = 0.13 respectively).  

 

Figure 3.5. Application of Murray’s Law to imaged vascular networks (A) Average log-log plots of the cumulative 

distribution of vessel diameters (B) Rest CBF vs. diameter scaling coefficient. (C) Hypercapnic CBF vs. diameter 

scaling coefficient. Each data point in B and C represents a single mouse. Grey bands in each panel represent the 

95 % confidence interval.  

 

3.4.5 The vascular architecture possesses a radial pattern at 4-weeks post-TBI 

Figure 3.6A plots the percentage of vessels as a function of angle (see Methods) within the 

craniotomy region. There was an emphasis on smaller angles at TBI-4-Weeks relative to the 

other groups. This is visualized in Figure 3.6D, with vessels extending radially outwards from the 

injury centre at the cortical surface in a representative TBI-4-Week mouse, relative to Figure 

3.6C, where there is a more random orientation of vessels in a representative Sham-4-Week 

mouse. Radialness (mean angle) depended significantly on time (F = 23.9, p = 3.2 x 10-5) and 

treatment (F = 33.0, p = 2.9 x 10-6), with a significant interaction between time and treatment (F 

= 18.5, p = 0.00017). There was a dependence of mean angle on group (F = 25.1, p = 2.5 x 10-8) 
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(Figure 3.6B). The mean angle at TBI-4-Weeks (49.4 (CI: 47.5 – 51.3)) was reduced relative to 

TBI-1-Day (55.4 (CI: 53.6 – 57.2), p = 1.1 x 10-6) and Sham-4-Weeks (55.8 (CI: 54.8 – 56.8), p = 4 x 

10-7).  

 

Figure 3.6. Quantification of the radial vascular architecture. (A) Mean percentage of vessels as a function of 

angle (B) Mean angle of vessels in injured cortex as a function of group (C) MIP through 200 µm of tissue in a 

Sham-4-Week mouse (D) MIP through 200 µm of tissue in TBI-4-Week mouse. Scale bar = 1 mm. Data points in A 

and B are the mean ± 95 % CI and N refers to the number of mice. 
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3.5 Discussion 

3.5.1 Biological implications of results 

We present a study of vascular architecture and function in a mouse TBI model via a novel 

methodology for integrating measurements of CBF and microvascular structure. Previous 

studies of fluid percussion injury in rats described vascular regrowth without concurrent blood 

flow recovery [22, 30]. Our study is consistent with this result and examines the vasculature in 

3D to provide possible explanations for such findings. Through registration of ASL perfusion 

maps to STPT data, precise correlations between blood flow and vessel structure are obtained. 

While vessel density recovered from TBI by 4 weeks, the vessel network possessed an 

abnormal radial pattern. It was interesting to note that these vessels, which are likely formed 

rapidly in the days following injury [87], retained many of the geometric and network 

properties, such as Murray’s law scaling, that are observed in mature, uninjured vascular 

networks. Previous studies have also reported that the size of the injury core reduces with time 

in CCI [69], which could be due to this radial invasion of new vessels to deliver nutrients to the 

injured region. The association between this radial pattern and reduced blood flow suggests 

that this radial patterned network performs more poorly than those found in uninjured animals.  

Rapid vessel loss at the 1-day time point has previously been reported in CCI [86] and fluid 

percussion injury [21]. CCI leads to loss of smaller branching vessels, with large vessels 

remaining [86]. We attribute vessel loss to endothelial cell death, and not just lack of FITC-gel 

perfusion, as vessel density in this study is determined by the number of endothelial fluorescent 
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vessels. Similar to our study, others report loss of endothelial cells and increased endothelial 

apoptosis early post-TBI (1 – 3 days) [21, 88].  

Although our data indicates that the most significant loss of vessels occurs in the TBI-1-Day 

group, Figure 3.4F suggests that the Sham-1-Day mice may also experience loss of vasculature, 

perhaps associated with edema. It has previously been reported that a sham surgery creates a 

lesion volume requiring about two weeks to subside in rats [214]. If present, there was no 

evidence in the present study that vessel loss associated with sham surgery was recovered at 

the 4-week timepoint. Future investigation of the vascular architecture in animals that have not 

undergone sham surgery could clarify this question. 

There was an increase in vessel tortuosity 1-day post-injury, similar to Sangiorgi et al. [71] in 

the acute stage post-CCI. Tortuosity may be attributable to collapsed lumens or alterations in 

flow pressure [76], possibly caused by increased swelling and edema. Tortuosity increases 

overall resistance of the vascular network and could contribute to the reduced blood flow and 

impaired cerebrovascular reserve observed at 1-day post-injury. Radial patterns of newly 

formed vessels have been reported in a focal stroke model 6-weeks post-injury [111] and in a 

mouse CCI model at 7 days [87]. Brown et al. [111] noted that the formation of these vessels 

correlated temporally with the formation of scar tissue and a ’dimple’ in the cortex, suggesting 

that mechanical forces are involved in the production of a radial vascular network. Tissue 

deformation caused by impact produces a ‘gradient of angiogenic microenvironments’ [215], 

with VEGF concentration highest in the region of greatest deformation. Proliferation of cells in 

the direction of the gradient could cause formation of the radial pattern. This adaptation 

enables blood and oxygen to be delivered specifically to the injured region, as opposed to more 
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evenly throughout the tissue which occurs with the more random vascular orientation observed 

in shams. 

Factors beyond vascular architecture could also influence CBF. Hayward et al. [22] proposed 

that TBI damages endothelial cells, rendering them incapable of responding to situations 

requiring hyperemia. TBI also reduces α-SMA (alpha smooth muscle actin, the actin isoform 

most commonly expressed in vascular smooth-muscle cells) in cerebral arteries, which wrap 

around vessels and contribute to vasomotion and regional CBF flux [216, 217]. α-SMA loss may 

therefore be a potential cause of CBF reductions in trauma. Damaged endothelial cells may 

poorly conduct blood. In many of the TBI-1-Day mice, there were vessels that expressed the 

endothelial cell fluorescent marker but that the injected FITC gel did not reach (see 

Supplemental Figure 3.4). This suggests that these vessels may not be perfused in vivo. While 

this could be an effect of the perfusion methodology, as the gel viscosity does not match blood, 

a more likely explanation is that mechanical damage, increased cranial pressure, or 

vasoconstriction of proximal vessels has made these vessels ischemic. Angiogenesis could also 

lead to the formation of unperfused vessels; however, the time scale (1-day) and morphology 

observed was not consistent with newly formed vessel sprouts. 

In addition to the potential arterial loss of smooth muscle cells, capillaries that lack pericytes 

often display leakage, dilation, hemorrhage, and reduced flow [106, 107, 108]. In TBI, pericytes 

migrate away from the vessel wall [109] and are often detached from vessels at least 5 days 

post-CCI injury [110]. It is possible that a number of these pericytes will remain detached from 

vessels several weeks later. This would contribute to low blood flow and impaired reactivity. 
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The positive correlation between rest CBF and diameter scaling coefficient demonstrate that 

successive branching diameters that decrease more slowly result in a larger CBF, since a larger 

magnitude coefficient is indicative of diameters decreasing more slowly with successive 

branching [213]. The poor correlation of scaling coefficient with hypercapnic CBF is possibly due 

to the fluorescent gel perfusions performed under anaesthetic in the resting state. Although 

ketamine (anaesthetic used for perfusion) and isoflurane (anaesthetic used for CBF 

measurements) are both vasodilators [218], hypercapnia under isoflurane exposes mice to an 

additional vasodilator, CO2. In addition to dilating the vasculature, hypercapnia causes a more 

uniform distribution of vessel diameters and flow [219]. Since the ratio of diameters at a 

bifurcation drives the scaling coefficient, hypercapnia will affect this ratio, possibly explaining 

the low correlation. Alterations to 3D vascular structure are further seen in the cumulative 

distribution plots of Figure 3.5A, where both TBI groups show an inflection in the cumulative 

distribution at 8 µm, approximately at the diameter threshold below which vessels are 

predominantly capillaries.  

Although 3D vascular structure contributes to CBF, vessel density still plays a role. There was 

a stronger correlation between CBF and vessel density under hypercapnia. This finding could be 

explained by vessel recruitment whereby the number of capillaries perfused by blood cells 

increases with stimuli such as increasing metabolic demand or in response to large increases in 

CBF such as with hypercapnia [220, 221]. Since more vessels are perfused under hypercapnia 

due to vasodilation, a greater proportion of the vessels imaged with STPT could contribute to 

CBF in this state and explain the stronger relationship between CBF and vessel density. Previous 

studies by Hayward et al. [22, 30] correlated only rest CBF with vessel density. At the acute 
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time-point, they found a correlation between density and hippocampal CBF. However, despite 

an increase of vessel density at 2 weeks, there was a reduction in CBF. This acute correlation is 

likely due to loss of vessels, while newly formed vessels at later time points may remain un-

perfused under resting conditions.  

Vascular dysfunction and disruption likely explain the elevated COV, or blood flow variability, 

measured in TBI. COV increased in TBI close to the injury centre and diminished with distance 

(Figure 3.3E, F). Forbes et al. [222] also found increased flow variability at 24 hours in rat CCI. 

Edema, hemorrhage, and elevated intracranial pressure may compress some vessels, causing 

redistribution of capillary flows and increased flow heterogeneity [223]. Subarachnoid 

hemorrhage, a feature of CCI, may cause large vessel vasospasm and concurrent microvessel 

dilation [81]. We found a 7 % increase in capillary diameter in TBI vs. shams. A combination of 

redistributed flow, some shrinking vessels, enlarged capillaries, and low flow in regions of 

directly damaged vasculature and hemorrhage may contribute to the CBF heterogeneity 

observed. 

Despite vessel loss at 1 day, our findings imply that tissue remains partially viable post-

injury. Park et al. [21] showed that if an injury is sufficiently severe, the vasculature will not 

regrow weeks after TBI. The extravascular distance to the nearest microvessel was elevated 1-

day post-TBI relative to other groups in our experiments. The mean extravascular distance in our 

study at 1 day was 47 µm, while normal synaptic structure is maintained if a dendrite is within 

80 µm of a microvessel [7]. Many dendrites would be able to receive oxygen and nutrients from 

the vascular network since they are within the 80 µm limit. This would enable the tissue to 

regrow and repair to some extent, which was found in the TBI-4-Week mice. Tissue recovery will 
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also partially depend on flow through the network, which remains reduced at 4-weeks post-TBI. 

Further experiments are needed to determine the status of dendrite and neuron function. 

However, recovery of vessel density and the absence of a necrotic cavity as per more severe CCI 

models [224] suggests the presence of at least partially viable tissue. 

 

3.5.2 Technical notes  

As the methodology used for vessel density measurements is novel, it is interesting to compare 

these observations with literature reports. Mean vessel length density at Sham-4-Weeks (858 

mm3) reported here is comparable to that obtained in Tsai et al. [6] from sucrose-cleared tissue 

slabs (880 mm/mm3), Boero et al. [34] from thin sections (700 – 1200 mm/mm3), and Lugo-

Hernandez et al. [26] from whole brain microvascular reconstructions (922 mm/mm3). Tsai et al. 

[6] report smaller capillary diameters at 3.5 – 4.0 µm, compared to a mean of 4.5 µm, despite 

usage of identical perfusion materials. This could be due to their quantifying the lumen 

diameter whereas the diameter measurement reported here include the vessel wall. These 

diameter differences likely explain the greater microvascular volume (1.45 % at Sham-4-Weeks 

vs. 1 % in Tsai et al [6]).  

There are drawbacks to STPT. As an ex vivo technique, it necessitates design of a cross-

sectional study. Unlike optical clearing where the tissue may be sectioned for histology 

following imaging, subsequent histological analysis is not possible with STPT. This prevents 

examination of relevant molecular and cellular-level processes beyond vasculature structure, 

such as presence of pericytes or smooth muscle cells, which may impact blood flow. 
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Ex vivo specimen preparation can also shrink whole brain volumes by up to 10 % [225]. 

Despite this shrinkage, it is likely similar across specimens and groups. Since good alignment 

was obtained via rigid body registration (see Figure 3.1), we do not view ex vivo shrinkage as a 

factor which impacts interpretation of results. Additionally, shrinkage varies across structures, 

with the brain stem and olfactory bulbs particularly vulnerable [225]. The cortex is relatively 

unaffected by perfusion fixation [225].    

One factor which could impact interpretation of results is intracranial pressure (ICP). The 

protrusion of tissue through the craniotomy suggests that ICP is elevated following cortical 

impact, possibly affecting both tissue and microvessels. Elevated ICP can compress vessels, 

reduce flow, and distort vessel shapes. The observed protrusion of tissue through the 

craniotomy is consistent with elevated ICP following injury and likely contributes to the severity 

of vascular injury that is observed.  In the context of the present study, this pronounced injury 

pattern is an advantage for examining the relationship between higher-level properties of 

vascular networks and cerebral perfusion. While the severity and timing of ICP changes have 

been reported to vary across different injury models [226], it is interesting to note that radial 

patterning similar to that reported here has previously been reported in both CCI [87] and focal 

stroke models [111]. 

High oxygen (100 %) and isoflurane (> 1 %) concentrations were used during surgery to 

induce TBI. Vasoparalysis (inability of vessels to constrict) potentially plays an important role in 

TBI progression. In patients with cerebral swelling, it may contribute to the rise in ICP and 

subsequent CBF impairment [227]. It is expected that vasoparalysis due to CCI and 

administration of vasoactive materials such as isoflurane or oxygen will affect the response to 
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TBI, even if these materials were only administered in higher concentrations during the TBI 

surgery. Nonetheless, since the same surgical procedures were performed on shams, it is 

expected that our findings vis-a-vis vascular changes and blood flow are still relevant. 

 

Finally, while this study was conducted on both male and female mice, it was underpowered 

to examine sex differences. It was recently reported in a mouse CCI model that vessel network 

complexity and vessel numbers differed by sex post-injury [31]. No sex dependence was found 

in the present study: there was no statistical dependence of CBF on sex; both sexes 

demonstrated vascular loss at 1 day, followed by recovery to sham levels; and both sexes 

exhibited a radial vascular pattern at 4 weeks (data not shown).  

 

3.6 Conclusions 

Traumatic brain injury leads to widespread changes in the cerebral vascular system, whose 

functional and structural characteristics evolve over the days and weeks following injury. In the 

present study, by examining the functional characteristics of the cerebral circulation using non-

invasive MRI measurements of cerebral blood flow and ex vivo measurements of the 3D 

structure of the blood vessels networks proximal to the injury, we found that these two aspects 

of the circulation were related in more complex ways than can be summarized as a simple 

magnitude of injury. Remodeled vessel networks following injury demonstrated a regular 

hierarchical structure that is characteristic of healthy vessel networks but did not recover the 

level of vascular function seen in sham treated animals. By other morphological measures, 

however, these remodeled networks were abnormal and possessed a characteristic radial 
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network pattern. In developing future therapies to promote recovery of vascular function 

following injury, enhancing vessel growth may not be sufficient as the 3D architecture is an 

important factor in the overall performance of the remodeled network.  
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3.7 Supplemental Material 

 TBI-1-Day TBI-4-Weeks Sham-1-Day Sham-4-Weeks 

Total surgeries  11 10 9 10 

Ultrasound 10 9 9 9 (LCCA), 8 (RCCA) 

ASL MRI 10 10 8 9 

STPT 9 8 8 9 

Attrition 1 mouse excluded 

because of operator 

error during surgery  

 

1 mouse removed 

from STPT analysis 

due to low contrast-

to-noise ratio and 

consequently poor 

image stitching 

2 mice removed 

from STPT analysis 

due to operator 

error during sample 

preparation 

 

1 mouse was not 

imaged using 

ultrasound 

 

1 mouse died 

during preparation 

for MR imaging   

1 mouse died during 

preparation for MR 

imaging 

 

1 mouse was not 

imaged using 

ultrasound 

 

 

Supplemental Table 3.1. Allocation of mice. Number of mice assigned to each group (TBI-1-Day, TBI-4-Weeks, 

Sham-1-Day, Sham-4-Weeks), along with numbers lost to attrition. A total of 40 mice were used for the study. 

LCCA represents the left common carotid artery, RCCA represents the right common carotid artery. 
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 CO2 state 

(rest vs. 

hypercapnia) 

Time  

(1-day vs. 4-weeks) 

Treatment 

(TBI vs. 

Sham) 

Significant  

Interactions 

Cerebral Blood Flow F = 88.8 

P = 7.0 x 10-11 * 

F = 0.5 

p = 0.47 

F = 14.8 

p = 0.00052 * 

State: Time 

F = 6.2 

p = 0.018 * 

Vessel Density NA F = 15.4 

p = 0.00048 * 

F = 28.2 

p = 9.6 x 10-6 * 

Time: Treatment 

F = 9.1 

p = 0.0052 * 

Capillary Diameter NA F = 2.4 

p = 0.13  

F = 11.9 

p = 0.0017 * 

Time: Treatment 

F = 0.7 

p = 0.41 

Microvascular Volume NA F = 21.3 

p = 7.0 x 10-5 * 

F = 9.7 

p = 0.0041 * 

Time: Treatment 

F = 7.2 

p = 0.012 * 

Extravascular Distance NA F = 5.2 

p = 0.031 * 

F = 18.0 

p = 0.00020 * 

Time: Treatment 

F = 7.2 

p = 0.012 * 

Scaling Coefficient NA F = 3.9 

p = 0.058 

F = 1.3 

p = 0.27 

Time: Treatment 

F = 1.1 

p = 0.31 

Radialness NA F = 23.9 

p = 3.2 x 10-5 * 

F = 33.0 

p = 2.9 x 10-6 * 

Time: Treatment 

F = 18.5 

p = 0.00017 * 

 

Supplemental Table 3.2. Summary statistics. * p < 0.05. 

 

 

 



97 

 

 

Supplemental Figure 3.1. Diagram explaining calculation of ‘radialness’. A (digital) marker was placed at the 
centre of the injury on the cortical surface, in the middle of the craniotomy site. Vessels (shown in black on the left) 
were approximated as straight lines in a simplified network (right figure). For each vessel within the injury core, a 
line (gold, right) was drawn from the marker to the centre of the vessel, approximated as the midpoint of the line. 
The angle between the straight vessel and the gold line was calculed (θ in the diagram). The average angle was 
obtained by averaging the θ calculated for each vessel. This mean θ is the metric ‘radialness’.  

 



98 

 

          

Supplemental Figure 3.2. Representative CBF maps from each group. Representative rest and hypercapnic CBF 

maps, overlaid on the control (T2-weighted) baseline ASL image. Images are obtained by averaging multiple scans.  

Red stars indicate the ipsilateral cortex. Scale bar (lower left) = 4 mm. 

 

 

 

 

 



99 

 

 

Supplemental Figure 3.3. Analysis of vascular volume and extravascular distance to the nearest vessel. (A) Mean 

vascular volume (B) Vascular volume as a function of distance from the injury centre (C) Mean extravascular 

distance to the nearest microvessel (D) Extravascular distance to the nearest microvessel as a function of distance 

from the injury centre. Data points are the mean ± 95 % CI, N refers to the number of mice, and data in B and D 

was fit using Loess regression. 
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Supplemental Figure 3.4. Some endothelial fluorescent vessels remain unperfused by the FITC-gel 1-day post-

TBI. (A) MIP (700 µm tissue thickness) through STPT data for a TBI-1-Day mouse showing the FITC fluorescence 

from the perfused gelatin detected following spectral demixing. (B) MIP of the same tissue region as A 

demonstrating tomato fluorescence. i.c. represents the injury core region. The boxes in A and B show the 

vasculature in the penumbra region surrounding the core. While a number of tomato-fluorescent vessels are 

perfused within the penumbra, others are not successfully perfused (see white arrows in inset from tomato 

image). Scale bar = 0.5 mm. 
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Chapter 4 

Non-invasive Ultrasound Detection of Cerebrovascular 

Changes in a Mouse Model of TBI 

 

4.1 Foreword 

At the time of completion of this thesis, the work in this chapter was not published in a peer-

reviewed journal. 

 

4.2 Introduction 

Ultrasound studies of traumatic brain injury (TBI) in humans have highlighted abnormalities in 

cerebral blood flow and vascular function. These abnormalities include impaired 

cerebrovascular reactivity [150, 151, 228], hypo- or hyper-perfusion [152], and alterations in 

pulsatility index (PI) of the middle cerebral artery [154, 155, 156, 157]. PI is often interpreted as 

an indicator of vascular resistance; however, it is not highly specific to changes in vascular 

architecture, since it is influenced by physiological parameters such as heart rate and perfusion 

pressure [157].  

Our group has recently evaluated cerebrovascular impedance and wave reflection in the left 

common carotid artery of the adult mouse using high-frequency ultrasound [4]. By 

demonstrating changes in reflection in mice exposed to CO2, a vasodilator, we established that 
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wave reflection analysis could detect alterations in cerebral microvascular tone [4]. This non-

invasive ultrasound methodology has the potential to aid the assessment of vascular pathology 

in TBI populations, where the vasculature undergoes significant damage and regrowth in 

trauma [21, 199].  

In the present study, we used high-frequency ultrasound to measure the vessel area and 

Doppler blood flow waveforms to calculate input impedance and reflection in the common 

carotid arteries of mice exposed to TBI. We demonstrate that wave reflection metrics are 

sensitive to cerebrovascular changes induced by TBI. In addition, we show that input 

impedance modulus and phase may be used to distinguish mice as having received a TBI or 

sham surgery.   

 

4.3 Materials and Methods  

4.3.1 Animals and surgery 

A total of 40 (21 male, 19 female, mean weight 24.6 g (CI: 23.4 – 25.8) Cre x tdTomato mice, 

C57BL/6 background) were used and randomly assigned to one of four groups: TBI-1-Day (TBI 

mice evaluated 1-day post-injury), TBI-4-Weeks (TBI mice evaluated 4-weeks post-injury), 

Sham-1-Day (Sham mice evaluated 1-day post-surgery), and Sham-4-Weeks (Sham mice 

evaluated 4-weeks post-surgery). TBI mice received a controlled cortical impact (CCI), while 

shams underwent craniotomy without impact. Mice were allowed to recover 24 hours or 4 

weeks post-injury. The mice express a variant of red fluorescent protein on endothelial cells 

under the control of the Tie2 promoter [203] and 36 of the mice were included in a previous 
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study [199]. The ultrasound imaging was performed prior to the other experimental assays 

(Arterial Spin Labeling MRI, Serial Two-Photon Tomography) detailed in [199]. Four mice were 

only imaged using ultrasound (three Sham-4-Weeks and one Sham-1-Day). One TBI-1-Day 

mouse was excluded from the entire study because of operator error during surgery and one 

RCCA data set from a Sham-4-Week mouse was excluded due to low SNR and inability to trace 

the M-mode data.  

The surgery was previously described in detail [199]. Briefly, mice were anaesthetized in 

isoflurane (5 % induction, 1.5 – 2 % maintenance) and stabilized in a stereotaxic frame. A 

craniotomy of approximately 2.2 mm diameter was drilled over the left hemisphere, centred at 

1.5 mm posterior to bregma and 1.7 mm lateral to the midline. A CCI was delivered with a 1.5 

mm diameter tip, 1 mm depth, 2 m/s speed, and 200 ms dwell time. The craniotomy was sealed 

with a glass coverslip and the skin sutured. Identical procedures were performed for shams, 

without the impact. Animal experiments were approved by the Animal Care Committee at The 

Centre for Phenogenomics. They were conducted in accordance with the Canadian Council on 

Animal Care’s guide to the Care and Use of Experimental Animals and complied with the ARRIVE 

guidelines. 

 

4.3.2 Ultrasound imaging  

Mice were anaesthetized in isoflurane (4 – 5 % induction, 2 % maintenance) in 21 % O2 (Medical 

Air). They were placed on a temperature-controlled platform to maintain body temperature at 

36 – 37 o C. Hair from the throat and chest were removed with Nair prior to contact with the 
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ultrasound transducer. Heart rate and respiration rate were recorded throughout the imaging 

session. In vivo ultrasound imaging was performed on the left and right common carotid 

arteries (LCCA and RCCA respectively) (~ 3 mm proximal to bifurcation) with a 30 MHz 

transducer on a high-frequency ultrasound imaging system (Vevo 2100, VisualSonics, Toronto, 

Canada). M-mode recordings for carotid diameter measurements were made with the 

ultrasound beam perpendicular to the vessel. For pulsed Doppler velocity spectra, all 

measurements were acquired at an angle between the beam direction and vessel axis less than 

60o.   

 

4.3.3 Image processing and data analysis 

The data processing procedure was previously described in Macgowan et al. (2015) [4]. M-

mode and Doppler data were analyzed offline with Python. The near and far walls were 

automatically traced in the M-mode images based on peak wall intensity. The start of each 

waveform in the cardiac cycle was manually labeled at the start of systole. An average diameter 

waveform for each mouse was calculated by averaging the traced waveforms over all cardiac 

cycles (Figure 4.1A). Individual waveforms that were poorly traced were manually labeled and 

removed. Diameter was converted to area by assuming the carotid artery comprised a circular 

cross section. 

A similar procedure was repeated for the Doppler velocity spectra (Figure 4.1B). The 

maximum envelope was traced following specification of an upper and lower velocity bound. 

The final velocity spectra were obtained by dividing the values at each point on the traced 
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envelope by two to approximate the centroid, assuming parabolic flow. An average flow 

waveform was obtained through multiplying the mean area by velocity waveform. Mean flow 

was calculated as the area under the curve of the resultant waveform. Pulsatility index (PI) was 

calculated as the difference between the maximum and minimum velocities, divided by the 

mean velocity of the average traced Doppler spectrum over the cardiac cycle.  

Pulse wave velocity (PWV) was calculated from a plot of the relative change in flow versus 

area (QA plot) (Figure 4.1C). As per Rahman et al. [229], a line was fit using total least squares 

to 20 – 80 % of the maximum systolic flow region of the QA loop, assumed to be reflection-free 

[143]. The slope of this line approximates the PWV. The measured flow waveforms were 

decomposed into forward and reflected wave components as described in Macgowan et al. [4]. 

Reflection was defined in the frequency domain as the complex value ratio between the 

frequency spectra of the reflected to forward waves. Reflection was summarized at each 

harmonic as the magnitude of the reflection coefficient at the given frequency. 

The input impedance, Zin(ω), was defined according to the formula [4]: 

𝑍𝑖𝑛(𝜔 > 0) =  𝜌. 𝑃𝑊𝑉2𝑎̅ 𝐴𝑚(𝜔)𝑄𝑚(𝜔) 

 

where ω is the frequency in units of harmonics of the fundamental frequency, ρ is blood 

density (1.06 g/mL) [4], 𝑎̅ is the average vessel area over the cardiac cycle, 𝐴𝑚(𝜔) is the 

measured area waveform, and 𝑄𝑚(𝜔) is the measured flow waveform. 
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Figure 4.1. Representative data from the left common carotid artery (A) M-mode data over a cardiac cycle 

converted to area from the measured diameter; and (B) Doppler velocity data. In (A) and (B), waveforms from each 

cardiac cycle (grey) are aligned and averaged to produce a single waveform (blue). The flow vs area trace in (C) is 

used to calculate the pulse wave velocity. Using the pulse wave velocity, the measured flow waveform (Qm, black) 

in (D) is decomposed into a forward waveform (Qf, red) and reflected waveform (Qr, blue). 

 

 

4.3.4 Statistical analysis 

Statistical analysis was performed in R (http://www.r-project.org/). Data was summarized as 

mean ± 95 % confidence intervals. To determine the effect of time (1-day vs. 4-weeks), side 

(LCCA vs. RCCA), and treatment (TBI vs. Sham) on a variable of interest (ie. PI or input 

http://www.r-project.org/


107 

 

impedance modulus/phase), a three-way ANOVA was performed on a linear mixed-effects 

model with mouse ID as the random effect. Statistical significance was defined as p < 0.05. To 

assess the correlation between variables, such as impedance and PI, linear regression was 

performed separately in the LCCA and RCCA, following merging of data from all groups. R2 and 

p-value were used to assess the strength and significance of correlations respectively.  

To determine whether hemodynamic parameters, such as impedance, could identify 

whether a mouse received a sham surgery or TBI, linear discriminant analysis (LDA) was 

performed [230]. LDA classifiers were constructed with impedance modulus and phase as 

predictors, and PI and artery diameter as predictors. Artery diameter was chosen in 

combination with PI because it parallels impedance phase as a predictor, since phase has been 

demonstrated to be related to diameter [231]. A receiver operating characteristics (ROC) curve 

was calculated for each classifier separately in the LCCA and RCCA for data from all mice, as well 

as the area under the curve (AUC). Confidence intervals for the AUC values and p-values for 

comparing mean AUC values were calculated with the pROC package in R [232]. The error rate 

of the classifier was estimated with k-fold cross-validation, with k = 3 [230]. Each fold/group 

(three total) contained an equal number of sham and TBI mice. Data was trained on 2/3 folds, 

and the error rate calculated on the test (hold-out) fold. Each fold was used once as a hold out, 

with the other two as the training data. The error rate was calculated as an average of the error 

rate from the three folds. To obtain a confidence interval on this estimated error rate, this 

procedure was repeated 50 times with random re-sampling of the order of the data (repeated 

k-fold cross-validation), resulting in a different training and test set each time. The results were 

averaged to obtain an overall mean error rate. A similar procedure was performed to obtain a 



108 

 

mean estimate and confidence interval for area under the receiver operating characteristics 

(ROC) curve. For each hold-out fold, a ROC curve and a corresponding area under the curve 

(AUC) was calculated using the other two folds as training data. For each re-sampling (50 total 

re-samplings), a mean AUC from the three folds was calculated. The overall mean AUC is the 

mean AUC from each re-sampling.  

 

4.4 Results 

4.4.1 Pulse wave velocity is reduced in TBI and does not recover by 4 weeks post-surgery 

Blood velocity, flow, and pulse wave velocity in the carotid artery on the ipsilateral (LCCA) and 

contralateral (RCCA) sides are shown in Figure 4.2. We summarize the most significant 

comparisons among these variables in the text below and provide a complete summary of this 

analysis in Table 4.1. Mean blood velocity was elevated at 1-day following injury as compared 

to the 4-week timepoint (F = 11.5, p = 0.0017) whereas mean blood flow, which incorporates 

measurements of velocity and diameter, was greater on the contralateral (right) side (F = 8.3, p 

= 0.0068) and showed a similar time dependence (F = 20.0, p = 7.9 x 10-5). In contrast, pulse 

wave velocity was decreased in TBI relative to shams (F = 7.3, p = 0.011) and did not recover at 

the 4-week timepoint nor differ significantly between sides. Modeling heart rate with respect to 

time and treatment, there was a trend to decreased heart rate in TBI animals (459 (CI: 428 – 

490) bpm vs. 501 (CI: 471 – 531) bpm) (F = 3.6, p = 0.067). 

Figure 4.3 shows the decomposition of the flow waveforms into their forward and reflected 

components for each mouse. The overall shape of the curves was similar between groups. In 



109 

 

addition to the increased carotid artery blood flow at 1-day, in the LCCA (ipsilateral side) there 

was a higher variation in the forward and reflected waveforms at this time point relative to the 

other groups, particularly for the TBI-1-Day animals.  

 

 

Figure 4.2. Hemodynamic parameters. (A) and (D) Carotid artery blood velocity (LCCA (ipsilateral) and RCCA 

(contralateral) respectively); (B) and (E) Blood flow (LCCA and RCCA respectively); (C) and (F) Pulse wave velocity 

(LCCA and RCCA respectively). Data points are mean ± 95 % confidence interval. Number of mice (LCCA/RCCA) = 

10/10 TBI-1-Day, 9/9 TBI-4-Weeks, 9/9 Sham-1-Day, 11/10 Sham-4-Weeks. 
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Figure 4.3. Decomposition of measured flow into forward and reflected flow waves. Curves are colored according 

to mouse ID. Note the greater variation in the flow waveforms on the left side (LCCA), ipsilateral to the injury, 1-

day post impact. 
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Table 4.1. Summary statistics. Statistics are calculated via ANOVA for main effects for variables modeled as a 

three-way interaction between time, side, and treatment. Mouse ID is the random effect. Effect sizes are shown 

for the significant terms (p < 0.05), along with their confidence intervals. 

 Time Side Treatment Significant Interactions 

Diameter p = 0.063 Effect size: 0.026 mm 

CI: - 0.011 – 0.063 mm 

p = 1.9 x 10-5 

Diameter reduced in 

LCCA. 

p = 0.24 Time: Treatment 

Effect size: 0.072 mm 

CI: 0.013 – 0.131 mm 

p = 0.0498 

Diameter reduced in TBI-1-

Day relative to Sham-1-Day 

Velocity Effect size: 19.9 mm/s 

CI: 4.2 – 35.6 mm/s 

p = 0.0017 

Velocity increased at 1-day. 

p = 0.32 p = 0.54 NA 

Flow Effect size: 9.2 mm3/s 

CI: 4.5 – 13.9 mm3/s 

p = 7.9 x 10-5 

Flow increased at 1-day 

relative to 4-weeks. 

Effect size: 2.4 mm3/s 

CI: -2.1 – 6.9 mm3/s 

p = 0.0068 

Flow decreased in LCCA. 

p = 0.11 NA 

Pulse Wave 

Velocity 

p = 0.97 p = 0.13 Effect size: 330 mm/s 

CI: -330 – 990 mm/s 

p = 0.011 

PWV reduced in TBI. 

NA 

Pulsatility Index p = 0.93 Effect size: 0.28 

CI: 0.03 – 0.53 

p = 0.0026 

PI reduced in LCCA. 

Effect size: 0.08 

CI: -0.25 – 0.41 

p = 0.0084 

PI reduced in TBI. 

NA 

Reflection 

Coefficient 

p = 0.83 p = 0.43 p = 0.065 Side: Treatment 

Effect size: 0.10 

CI: -0.25 – 0.45 

p = 0.039 

Reflection coefficient 

reduced in TBI in LCCA. 

Zin Modulus p = 0.65 Effect size: 1.8  

[g/(s x cm4)].105 

CI: 0.2 – 3.4 

[g/(s x cm4)].105 

p = 0.0012 

Impedance modulus 

increased in LCCA. 

p = 0.091 NA 

Zin Phase p = 0.84 p = 0.22 p = 0.072 Side: Treatment 

Effect size: 0.10 

CI: 0.03 – 0.17 

p = 0.0032 

Impedance phase 

increased in the TBI in 

LCCA. 

Wall Thickness p = 0.31 p = 0.85 p = 0.39 NA 
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4.4.2 Impedance phase differs from shams on the ipsilateral (left) side 

Several metrics of vascular resistance are plotted in Figure 4.4. Pulsatility index (PI) was 

decreased in TBI relative to shams (F = 7.8, p = 0.0084) and more so for both groups on the 

ipsilateral side (F = 10.6, p = 0.0026). In contrast, the magnitude of the 1st harmonic of the input 

impedance (Zin) was increase on the ipsilateral side (F = 12.6, p = 0.0012). Examining the phase 

of the impedance, phase was increased (less negative) in TBI animals on the ipsilateral side and 

did not recover at the 4-week time point (F = 10.1, p = 0.0032). 

 

           

Figure 4.4. Ultrasound metrics of vascular resistance. (A) and (D) Pulsatility index (LCCA and RCCA respectively). 

(B) and (E) Input impedance modulus 1st harmonic (LCCA and RCCA respectively). (C) and (F) Input impedance 

phase 1st harmonic. Bar plots are mean ± 95 % confidence interval. Number of mice (LCCA/RCCA): 10/10 TBI-1-Day, 

9/9 TBI-4-Weeks, 9/9 Sham-1-Day, 11/10 Sham-4-Weeks.  
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Figure 4.5 plots the correlation between |Zin| and PI ipsilaterally (LCCA) and contralaterally 

(RCCA). Although |Zin| and PI were positively correlated in the RCCA (R2 = 0.19, p = 0.0064), 

there was no correlation in the LCCA (ipsilateral side) (R2 = 0.0021, p = 0.78).  

     

Figure 4.5. Correlating input impedance 1st harmonic with pulsatility index. (A) LCCA and (B) RCCA. Each data 

point represents an individual mouse. Grey bands are the 95 % confidence interval. 

 

4.4.3 Input impedance modulus and phase discriminate between TBI and sham animals 

Figure 4.6 plots the results from the linear discriminant analysis (LDA). Figures 4.6A (LCCA) and 

4.6C (RCCA) show the data classified as sham or TBI using LDA with impedance and phase as 

predictors. On the ipsilateral side, LDA correctly classifies shams for 14/20 data points (30 % 

false positive rate), and correctly classifies TBI for 15/19 data points (79 % true positive rate). To 

assess discrimination quality, an area under the curve (AUC) for the receiver operating 

characteristic (ROC) curve was calculated for impedance/phase as predictors and compared to 
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the AUC with PI/diameter as predictors. In the LCCA, the AUC was 0.792 (CI: 0.648 – 0.936) for 

the impedance modulus/phase data and 0.716 (CI: 0.553 – 0.879) for the PI/diameter data. 

There was no statistical difference between the LCCA AUCs (p = 0.43). In the RCCA, shams are 

correctly classified on 10/19 instances (47 % false positive rate), while TBI animals are correctly 

classified on 14/19 instances (74 % true positive rate). The AUC for the ROC curve was 0.662 (CI: 

0.485 – 0.839) for the impedance modulus/phase data and 0.704 (CI: 0.526 – 0.882) for the 

PI/diameter data. There was no statistical difference between the AUCs (p = 0.71). 

For repeated k-fold cross validation (k = 3, N = 50) on the LCCA data, with impedance/phase 

as predictors, there is an average error rate for the LCCA of 0.303 (CI: 0.289 – 0.317), and a 

mean AUC of 0.758 (CI: 0.747 – 0.769). The error rate with PI and diameter as predictors is 

0.389 (CI: 0.379 – 0.0.399) and mean AUC is 0.685 (CI: 0.676 – 0.694).  

For the RCCA data, the error rate with impedance/phase as predictors is 0.463 (CI: 0.444 – 

0.483); the mean AUC is 0.580 (CI: 0.560 – 0.600). With PI/diameter as predictors, the error rate 

is 0.384 (CI: 0.0.368 – 0.400) and the mean AUC is 0.636 (CI: 0.617 – 0.655). 
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Figure 4.6. Linear discriminant analysis for classification of TBI/sham mice with impedance modulus and phase 

as predictors. (A) and (C) Each data point represents an individual mouse in the LCCA and RCCA respectively. (B) 

and (D) Receiver operating characteristic (ROC) curves for discriminating between TBI and Sham, with either 

impedance/phase as predictors, or PI/diameter as predictors.  
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4.5 Discussion 

4.5.1 Biological interpretation of results 

Ultrasound was used to non-invasively evaluate impedance and wave reflection in mice 

exposed to TBI. These revealed a range of hemodynamics changes induced by TBI including 

reduction of the PI and PWV bilaterally and less negative impedance phase ipsilaterally without 

contralateral changes. As these changes have potential to be used as biomarkers of vascular 

injury, we sought to compare these different metrics. 

Whereas PI has the advantage of being more easily measured, input impedance is proposed 

to be more specific to remodeling of the downstream vascular bed as it depends on features 

such as viscoelastic properties of the vessel walls, vessel compliance, and variation in cross-

sectional area at the bifurcations [233]. Although PI increases with cerebrovascular resistance 

and arterial compliance, it also increases with heart rate and the arterial blood pressure pulse 

amplitude, and is inversely proportional to the cerebral perfusion pressure [157]. Due to the 

dependence of PI on multiple factors, this could possibly explain the correlation between PI and 

impedance modulus contralaterally but not ipsilaterally. For example, decreased cerebral 

perfusion pressure may counteract a reduction in PI caused by vasodilation and consequent 

reduced resistance. 

Arterial blood pressure is reduced acutely post-CCI [234, 235], and possibly contributes to 

the bilateral reductions in PI. Arterial compliance is also likely diminished, as suggested by the 

impaired hypercapnic response observed by our group using arterial spin labelling MRI [199] 

and reduced compliance measured using dynamic electrocardiography-gated computed 
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tomography angiography following TBI in humans [236]. Changes to vascular structure are 

greater ipsilaterally where the cortex is directly impacted, with a greater loss of vessels and 

alterations in vessel diameter [86, 200], consistent with the greater reduction in PI recorded 

ipsilaterally vs. contralaterally. While PI has been demonstrated using a two-element 

Windkessel model to increase with heart rate [157], we do not believe that heart rate 

significantly impacted PI in our study since there was no correlation between PI and heart rate 

either ipsilaterally or contralaterally. Nevertheless, heart rate had a trend towards a reduction 

in TBI. It is possible that given the dependence of PI on multiple factors, such as arterial 

pressure and cerebral perfusion pressure, that changes in these variables mask the effects of 

heart rate. 

Contrary to our expectation, |Zin| did not differ between TBI and shams. We have 

previously reported using serial two-photon tomography that mice exhibit microvessel dilation 

following TBI [199], which would be expected to reduce overall impedance. Vasodilation is also 

consistent with the increased impedance phase (i.e. less negative) observed here. Given that 

|Zin| increases with decreasing compliance [237], the opposing effects of vasodilation and 

decreased compliance may explain why changes in impedance modulus were not detected in 

the TBI condition.  

As with PI, PWV was reduced bilaterally in the TBI condition. PWV is a measure of wall 

stiffness and is proportional to (the square root of) Young’s modulus of elasticity [238]. Since 

Young’s modulus has been observed to increase with arterial pressure [239], a reduction in 

arterial blood pressure could explain the observed reduction in PWV following TBI. There were 
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no changes in arterial wall thickness observed on ultrasound making a change in the mechanical 

properties of the vessel wall an unlikely explanation.  

While it is surprising that there are no blood velocity or flow differences between TBI-1-Day 

and Sham-1-Day, it is important to note that a sham surgery is a mild form of TBI [214]. CBF is 

often increased in the early stages following TBI in humans and animal models [22, 152], and 

this is reflected in our data. Further evidence of the sham group as a mild TBI is seen in the 

increased flow variability for Sham-1-Day compared to Sham-4-Weeks and TBI-4-Weeks (Figure 

4.3). 

It is interesting to consider the clinical implications of the ultrasound findings reported here. 

TBI disrupts microvasculature, inducing changes in structure and function [240]. Thus, 

techniques which can directly detect microvascular alterations could potentially aid in detecting 

or grading the severity of TBI. Many studies using ultrasound in TBI [154, 156, 157] have been 

conducted using transcranial Doppler of the middle cerebral artery. However, transcranial 

Doppler imaging has been reported to have failure rates of 25 % in adults, with the mature skull 

impeding ultrasound wave access to large vessels [4, 241]. In contrast, the common carotids, as 

imaged in our study, are easily accessible. Many TBI studies that perform transcranial Doppler 

assess features such as flow velocity and PI [242]. None, to our knowledge, have performed a 

flow-wave decomposition such as that reported here. This flow wave decomposition yields a 

ROC curve with an AUC of 0.792 using impedance modulus and phase as classifiers, which does 

not statistically differ from the AUC of 0.716 using PI and diameter as classifiers. Nevertheless, 

with an AUC approaching 0.8, our findings suggest that wave decomposition has the potential 

to detect TBI. 
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4.5.2 Comparison of findings to previous studies 

Both reduced [152, 154, 155] and elevated [155, 156, 157, 243] PI have been reported in 

connection with head trauma. This heterogeneity in the effect of TBI on PI may be attributed to 

the type of injury acquired. For example, Prasad et al. [155] divided patients into two groups: 

hypoperfusion and vasospasm (large artery closure). The hypoperfusion group showed 

increased PI in MCA relative to healthy (ie. non-injured) individuals, whereas the vasospasm 

group showed reduced PI. Vasospasm may be produced by sub-arachnoid hemorrhage, and 

results in a PI decrease via compensatory vasodilation of small arterioles [81]. Since there is 

significant hemorrhage in CCI, it is likely that vasospasm occurred in our model. 

A previous study by our group (Macgowan et al. [4]) used a similar wave reflection 

methodology in 12-week-old C57BL/6J mice, the same background strain as those used in this 

study. The mean LCCA diameter was reported as 0.422 mm and the PWV was 1.3 m/s 

compared to a diameter of 0.509 ± 0.009 mm (LCCA) and a PWV of 2.3 m/s in this study. The 

difference may be explained by the isoflurane concentration (1 vs. 2 %) or the respiration 

conditions (ventilated vs. free-breathing). Isoflurane is a vasodilator, consistent with a larger 

carotid artery diameter in our study. There are likely other contributing factors, however, as 

another study [244] in CD-1 mice calculated similar PWV values to those reported here despite 

a similar vessel area to Macgowan et al. [4]. It should be noted that estimates of PWV obtained 

by the QA method have been reported to underestimate PWV due to the limited period of the 

cardiac cycle that is unaffected by reflection and the limited temporal resolution of pulsed 

Doppler measurements [245, 246]. There is no reason to expect that this underestimation 

would preferentially affect any of the subgroups in this present study. In humans, the 
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ultrasound measurement technique described here can be used without anesthesia, 

eliminating depth of anesthesia as a source of variability from such studies. 

Previous clinical studies using hemodynamic-based imaging technologies to diagnose TBI 

have reported accuracy, sensitivity and specificity greater than that reported here. For 

example, Karamzadeh et al. (2016) [247] used functional near-infrared spectroscopy of 

hemodynamic biomarkers in prefrontal cortex to classified TBI in humans with 85 % accuracy, 

85 % sensitivity, and 84 % specificity using a Decision Tree machine learning algorithm. 

Thatcher et al. (2001) [248] performed EEG spectral analyses on 19 scalp locations in patients 

with mild, moderate, and severe TBI. Discriminant analysis between mild and severe TBI groups 

demonstrated 96 % accuracy, 95 % sensitivity, and 97 % specificity. Our methodology, in 

comparison had a 74 % accuracy, 79 % sensitivity, and 70 % specificity. Both Thatcher et al. 

[248] and Karamzadeh et al. [247] performed discriminant analysis on multiple variables per 

subject (16 for Thatcher et al. [248], 3 for Karamzadeh et al. [247]). In contrast, only two 

predictors (impedance modulus and phase) were used in our study. Future studies may 

combine multiple imaging modalities with the ultrasound methodology proposed here, such as 

Arterial Spin Labeling MRI as described in our previous work [198], infrared spectroscopy [247], 

and electrophysiological techniques such as EEG or magnetoencephalography [249] to provide 

complementary information. 
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4.6 Conclusions 

The cerebral vasculature undergoes significant morphological and structural changes following 

TBI. These changes occur at the level of the microvasculature and are difficult to visualize in 

vivo in humans. Non-invasive techniques that indirectly detect these changes are potentially 

valuable in diagnosing and detecting TBI. This paper applied ultrasound wave reflection analysis 

in the carotid arteries to a mouse CCI model. Although pulsatility was reduced bilaterally, these 

changes were likely affected by physiological features such as arterial and cerebral perfusion 

pressure, in addition to vessel structural changes. In contrast, impedance phase only 

experienced ipsilateral reductions.  

In addition, we demonstrated that quantification of cerebral vascular resistance with 

ultrasound has the potential to detect whether a mouse received a TBI. Translated to humans, 

this approach could allow for rapid and non-invasive monitoring of vascular changes following 

TBI and has potential applications to other disorders, such as stroke and Alzheimer’s disease, 

where vascular reorganization plays a crucial role.  
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Chapter 5 

Discussion and Conclusions 

5.1 Summary of Thesis 

The thesis provides an improved understanding of the relationship between microvascular 

structure and function in TBI. Past descriptions of vascular remodeling in TBI have been 

restricted to 2D analyses [22, 86], with blood flow measurements often absent [21]. Since 

resistance to blood flow depends on network topology, 3D imaging is necessary to understand 

how an evolving vascular architecture impacts blood flow.  

CBF and vascular architecture were correlated via a methodology that combined STPT and 

ASL MRI in an identical imaging space. Since STPT is performed ex vivo, it is unusable in clinical 

populations. To evaluate cerebrovascular changes in TBI without direct microvessel 

visualization, an ultrasound technique based on wave reflection theory was applied. This 

technique was used to assess whether a mouse had received a TBI. 

Chapter 1 introduced the goals and background of the thesis. The rationale behind the 

research and the role of imaging in characterizing vascular remodeling were discussed. This 

chapter introduced technologies, such as ASL MRI, 2-photon fluorescence microscopy, and 

ultrasound, which were used to image vascular structure or function in later chapters.  

Chapter 2 compared in vivo and ex vivo imaging of the microvasculature with 2PFM and 

optical clearing. The extent of vessel shrinkage was found to be dependent on vessel type 
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(arterioles vs. capillaries) and size. This differential shrinkage was attributed to anesthesia, and 

possible effects of craniotomy on vessel diameter. It is also possible that 2 % gelatin does not 

provide enough structural stability for larger vessels, which may collapse following solidification 

of the gel. In addition, a segmentation method that accounted for anisotropic and varying 

resolution was developed. The algorithm was applied to the STPT data in Chapter 3 and 

detected differences in microvessel diameters of 7 %.  

In Chapter 3, in vivo ASL MRI with a hypercapnic challenge and ex vivo STPT were used to 

examine the relationship between blood flow and microvascular structural changes in TBI. 

While vessel density and vascular volume recovered 1-month post-TBI, the reorganized 

vasculature possessed a radial pattern corresponding to low blood flow. This demonstrated 

that vascular architecture has a functional significance and changes to the vasculature persist 

long-term post-TBI.  

Chapter 4 assessed wave reflection changes in mouse carotid arteries due to TBI. Input 

impedance and phase were demonstrated to be potential predictors of TBI. PI was 

demonstrated to be a poor indicator of vascular resistance in the injured state. PI did not 

correlate with input impedance ipsilaterally but did correlate contralaterally where 

cerebrovascular damage was reduced compared to the ipsilateral side. 

The following section highlights technical considerations for the techniques developed. The 

chapter concludes with a discussion on Future Directions and Concluding Thoughts. 
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5.2 Technical Comments and Considerations 

A previous 2015 study in our lab used STPT to acquire whole-brain images with spacing of 75 

µm between coronal sections [29]. While a smaller brain region was imaged in this thesis, data 

was acquired at an isotropic voxel size of 2 µm. Since spacing between coronal sections (2 µm) 

was less than the diameter of a capillary, 3D segmentation of the microvasculature could be 

performed. Economo et al. (2016) [250] described acquisition of whole-brain mouse images 

with STPT at voxel size 0.3 x 0.3 x 1.0 µm3, however their technique required clearing in a 

dimethyl sulfoxide (DMSO) based solution. DMSO-based clearing agents shrink tissue [167], 

whereas the thesis’ technique does not distort tissue beyond the fixation and perfusion 

procedure, nor cause optical aberrations. 

An advantage to this study is the use of mice with endothelial cells expressing tomato 

fluorescent protein. Ex vivo vascular images obtained via perfusing wild type mice with a 

fluorescent gel are susceptible to errors in the perfusion protocol, resulting in unlabeled 

vessels. This could lead to interpreting a brain region as possessing a low vessel density when it 

may have been poorly perfused. Although our study perfused the vasculature with a gel, 

because the endothelial cells were fluorescent, unperfused vessels were also detected. This 

yields more accurate calculations of vessel density. 

Blood flow modeling is performed on vascular segmentations. It has been used in human 

brain data [251] to predict blood pressure, blood flow, and hematocrit distributions across the 

whole vascular network, and at the level of individual vessels. In addition, it is possible to model 

the effect of network flow on global and local vasodilation [252]. Combining ASL MRI with STPT, 
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however, overcomes some of the limitations of flow modeling. Because modeling is performed 

on network segmentations, errors in the tree, such as spurious connections and gaps, affect the 

accuracy of calculations [253]. Modeling typically relies on assumptions such as Poiseuille flow 

in all vessels (cylindrical flow symmetry and minimal turbulence) [254]. The assumption of 

Poiseuille flow may be inaccurate as the curvature of a vessel increases. With increased 

curvature, a velocity peak is shifted towards the inside wall and a secondary peak grows toward 

the outside wall [255]. Since most vessels display curvature, the Poiseuille approximation is not 

necessarily wholly accurate. Since vessel tortuosity increases in TBI [199], this effect is 

exacerbated in injury or disease. In addition, flow is often not fully developed near the origin of 

arteries, as is often assumed in flow modeling [256]. Overall, direct flow measurements via MRI 

are more accurate and less prone to error.  

A drawback to our implementation of STPT is that only the cerebral vasculature was 

fluorescently labeled. In contrast, Wu et al. [27] modified Nissl staining to label neurons, glia, 

and vasculature of an entire unsectioned mouse brain. Micro-optical sectioning tomography 

[119], an automated system that combines tissue slicing and light microscopy, was then used to 

obtain 3D reconstructions of cell bodies and vasculature. Different cell types were separately 

segmented, enabling determination of the spatial correlation between cells and blood vessels. 

Since the staining process requires 25 days [27], it is unfeasible for a TBI study requiring 40 

mice. In 2018, Di Giovanna et al. [28] perfused the vasculature of mice whose neurons express 

fluorescent proteins. This method could be applied to rodent studies without additional sample 

preparation time beyond that described in this thesis. 
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5.3 Future Directions 

STPT with ASL and ultrasound could be applied to different trauma models or be used to assess 

the effect of a treatment intervention on vascular architecture. The ultrasound methodology 

may also be applied to clinical populations. In addition, different vascular remodeling 

mechanisms may be examined. These points are discussed below. 

 

(A) Applying the imaging methodologies to trauma models 

Even at slower speeds and ‘mild’ CCI injuries, CCI produces strain rates (approximately 400 s-1 

for a mild CCI) in rodents beyond moderate or severe human TBI [73, 257]. Strain rates are the 

rate of change in deformation or strain of a material with respect to time and are determined 

by impact speed [73]. Strain, on the other hand, is determined by deformation depth [73]. At 

typical CCI speeds, the strain rates range from 1150 to 1450 s-1 [73, 258]. In comparison, mild 

TBI in humans induces strain rates up to approximately 100 s-1, while moderate to severe 

generally is within 200 s-1 [73]. Craniotomies and skull disruptions do not occur with a human 

concussion. An alternative to open-skull CCI is a closed-skull model, where the skull is impacted 

without craniotomy. Repeated, closed skull CCI in mice demonstrates angiogenesis together 

with impaired CBF and cerebrovascular reactivity [74]. Closed-skull impact finite element 

models are difficult to develop, with challenges present in quantifying mechanical interactions 

[73]. Nonetheless, these closed skull CCI models display similar features to human injury, such 

as lack of development of a necrotic cavity, even with multiple impacts [74]. This suggests that 
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the biomechanical forces acting on the brain with closed-skull CCI more accurately resemble 

the human scenario. 

In 2007, a rat injury model where the head was forced to rotate within a coronal plane was 

developed, where the severity of diffuse brain injury was controlled by adjusting the rate of 

angular acceleration [259]. More than half the rats displayed either sub-arachnoid hemorrhage 

distributed throughout the cerebral hemispheres or intraparenchymal lesions [259]. At this 

level of injury severity, scaling the rodent injury to a human results in an angular acceleration 

typical of human concussion [259].  

While closed skull CCI more closely mirrors the human situation, it fails to account for head 

rotation, the predominant injury mechanism in concussion [260]. This is overcome via usage of 

rotational models [93, 259]. These models demonstrate features of human concussion such as 

unconsciousness and blood brain barrier leakage, with many animals not displaying 

macroscopic damage visible without a microscope [93, 259]. The models are well-suited to the 

methodologies in this thesis, since shear forces initiated by rotation often cause microvascular 

injury [93]. Application of STPT and MRI or ultrasound (either transcranial or via the carotid 

arteries) to closed skull models (either rotational or closed skull CCI) would better indicate 

whether the cerebrovascular alterations that occur in open-skull CCI are present clinically. 

 

(B) The effect of exercise timing on vascular remodeling following TBI   

Studies [261, 262, 263, 264] demonstrate that exercise improves cognition, delays memory 

decline, and protects against cortical contusion injuries. Proposed mechanisms for the 
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beneficial effects of exercise include enhanced synaptic plasticity and production of growth 

factors to promote neuronal survival [265]. Exercise in healthy humans and animals leads to 

angiogenesis in hippocampus, cortex, and cerebellum. This angiogenesis occurs to support the 

increased energy and nutrient needs of exercise-induced changes such as enhanced plasticity 

and neurogenesis [265].  

The effects of exercise on vasculature often appear following completion of the exercise 

regimen. In a mouse study by Pereira et al. (2007) [266], increases in cerebral blood volume 

(CBV) measured with MRI following a two-week exercise regimen occurred in the dentate 

gyrus, peaking two weeks post-exercise cessation. This CBV increase is likely caused by 

angiogenesis [267]. The increase correlated with increased neurogenesis, suggesting a 

relationship between vascular and neural growth [266]. Effects in mice are similar to those 

observed in humans, with 12-weeks of cardiovascular training in humans increasing dentate 

gyrus CBV and improving cognitive function [266].  

The relationship between angiogenesis and neurogenesis in dentate gyrus is attributed to 

the proximity between newly formed cells and blood vessels. For example, Palmer et al. (2000) 

[268] observed in adult rats that dividing cells form dense clusters, with 37 % of cells within the 

cluster immunoreactive for endothelial markers. In addition, surrounding areas express VEGF, 

with cells within the cluster expressing VEGF receptors [268]. The clustering of endothelial and 

neural precursors is interpreted by Palmer et al. [268] as suggesting that neurogenesis involves 

shared signaling processes with endothelial precursors.  Exercise increases the concentration of 

angiogenic molecules such as VEGF and angiopoietin 1 and 2 [265, 267, 269, 270]. VEGF is 

produced in response to exercise-induced hypoxia, since a hypoxic response element is present 
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within the VEGF promoter and responds to HIF-1α binding, where HIF-1α is overexpressed in 

hypoxic conditions [271].  Even in aging rats (22 months old), exercising on a treadmill for 3 

weeks at 30 minutes/day, 6 days/weeks increases vessel density in cortex and striatum 

following cessation of exercise [269]. This increased density corresponds to increased mRNA 

levels of Ang-1, Ang-2, and VEGF (three angiogenic factors) [269].  

Increasing vessel density could potentially aid in restoring blood flow following TBI. In 

addition, while increasing vessel density through VEGF expression, VEGF also stimulates 

hippocampal neurogenesis in rats [272] and increases the number of surviving cultured mouse 

cortical neurons in response to hypoxia and glucose deprivation [273]. These findings suggest 

that exercise following TBI has the potential to restore blood flow and protect against neuronal 

death. 

However, to optimize the effectiveness of exercise, the timing of its introduction post-injury 

requires consideration. In a study by Griesbach et al. (2004) [274] in rats that received a fluid 

percussion injury, animals were provided access to a running wheel immediately following 

injury (days 0 – 6, acute exercise group) or two-weeks post-injury (14 – 20 days, delayed 

exercise group). Griesbach et al. observed that mice in the delayed exercise group expressed 

elevated brain-derived neurotrophic factor (BDNF, a molecule that promotes neuronal survival) 

relative to the acute exercise group, which demonstrated impaired BDNF upregulation and 

significant decreases in CREB (transcription factor that contributes to synaptic plasticity). Other 

studies also suggest that exercise begun shortly after injury negatively impacts recovery. In rats, 

forced exercise during the first seven days after a motor cortex injury increases brain lesion size 

[275]. In student athletes, high levels of cognitive and physical activity post-injury reduce 
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performance on visual memory and reaction time tests [276]. However, this study was 

conducted on data from patient records and did not specify the time frame for which these 

cognitive deficits occurred or whether they were permanent [276].  

Other studies suggest remodeling could differ depending on the timing of exercise 

introduction. For example, VEGF increases blood-brain-barrier leakage, edema, and 

hemorrhage when administered 1 hour after stroke in rats. These effects are not present if 

administration is postponed 48 hours [277]. In a weight-drop model of TBI in mice, exposure to 

hypoxia 3 hours after injury exacerbated the inflammatory response and severity of secondary 

brain injury [278]. This suggests if mice exercise prematurely, the resulting hypoxia could 

increase inflammation. This hypothesis is backed by a study showing if exercise is initiated one 

week and lasts for four-weeks post-trauma in CCI in mice, there is an increase in neurotoxic, 

pro-inflammatory responses relative to mice who began exercising four-weeks post-injury 

[279]. Chronic inflammation is associated with increased macrophage infiltration, edema, and 

tissue damage [280]. 

The techniques developed in this thesis could be used to examine the effects of exercise on 

vascular remodeling post-TBI. In this hypothetical study, mice receive a TBI and are permitted 

to exercise beginning immediately following injury or 2-weeks post-injury as per Griesbach et 

al. [274]. Since previous studies have shown that four weeks of voluntary running-wheel 

exercise enhances cortical vascular efficiency [202] and improves blood flow and vascular 

function [281], four-weeks of exercise should be sufficient to induce observable effects. These 

effects would be visualized at the microvascular structural level with STPT, or macroscopically 

with ASL MRI or ultrasound. If exercise is therapeutic and produces a more efficient vascular 
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network, perhaps the remodeled vasculature in TBI would differ from the abnormal radial 

pattern observed in Chapter 3. These results may contribute to improved guidelines for return 

to exercise activities in humans and to the successful use of exercise as a therapeutic tool.  

 

(C) Use of ultrasound to distinguish between TBI and healthy condition 

Chapter 4 demonstrated that ultrasound based on wave reflection has the potential to 

distinguish between the TBI and sham condition in the CCI model. Human concussions, 

however, do not display the severity of injury observed in CCI. Prior to applying wave reflection 

analysis to a clinical study, it may be examined in animal TBI models which do not display overt 

damage such as hematomas and swelling. This would help determine whether the differences 

observed in CCI animals are still present in more severe injury situations. 

 

(D) Analyzing different vascular remodeling mechanisms 

While this thesis described microvascular structural alterations in TBI and correlated them with 

macroscopic blood flow measurements, it did not examine mechanisms of vascular remodeling 

ie. the factors that cause vessel networks to remodel. Organization and remodeling of a vessel 

network occurs on multiple levels as described by Secomb and Pries (2016) [282]: 

vasculogenesis (de novo formation of new vessels); angiogenesis (sprouting of new capillaries 

from pre-existing capillaries, often in response to hypoxia); remodeling (changes in diameter 

and wall structure); and pruning (removal of vessels). These mechanisms likely work together 
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through cell-to-cell signaling, and possibly communicate tissue metabolic state via signaling 

across tight junctions in vessels [282].  

Optimal networks possess sufficient capillary numbers with a 3D distribution to minimize 

oxygen diffusion distances; and large diameter vessels (arteries, veins) to distribute the blood 

efficiently and minimize resistance to flow [283]. This optimal network is achieved through 

development of a hierarchical network structure, where a small number of branching vessels 

with varying diameter (arteries/arterioles, veins/venules) connect with the capillary bed [283]. 

Murray (1926) [210] mathematically demonstrated that to minimize ‘work’ in a hierarchical 

network, defined as the viscous energy dissipation in small vessels plus a term related to total 

blood volume, flow through each vessel is proportional to the cube of the diameter [283]. This 

is equivalent to a uniform wall shear stress throughout the vessel tree [283]. 

The analysis presented here quantifies vessel number and overall network architecture but 

does not shed light on remodeling mechanisms. In tumors, there is a high proportion of hypoxic 

tissue despite high VEGF expression and vessel density. VEGF disrupts vessel wall integrity and 

gap junction function [283, 284]. It has been suggested via hemodynamic modeling that poor 

tissue perfusion in tumors may be a result of functional shunting ie. flow not properly 

distributed between long and short pathways, often bypassing the capillary bed [283, 285, 286]. 

Such networks could display high perfusion, without providing appropriate metabolic support 

to tissue. 

To quantify vessel network efficiency in future experiments, additional analysis techniques 

may be incorporated. Hemodynamic calculations on the segmented vascular trees may 
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highlight whether wall sheer stress variation is minimized, as predicted by Murray [210]. Adams 

et al. (2018) [74] used Arterial Spin Labeling MRI in a closed-skull CCI mouse model to quantify 

arterial transit time. Vascular transit time may also be calculated via the in vivo 2-photon ‘bolus 

tracking’ methodology described by Dorr et al. (2012) [12], where the time for the fluorescent 

bolus to travel through the microvascular network is monitored. In vivo 2-photon microscopy 

may be utilized in a longitudinal study to visualize structural evolution of vessel networks 

following TBI. According to hemodynamic models [283], in vascular remodeling in healthy 

tissue, there is initially a disordered mesh of vessels that are formed in response to hypoxia. 

Vessels sprouts that experience higher flow and shear stress grow larger diameters, ultimately 

undergoing identity changes into arteries and veins [287]. Redundant vessels that experience 

minimal flow are pruned [283]. These changes are difficult to quantify with ex vivo microscopy. 

However, it is possible to visualize longitudinally with in vivo 2-photon microscopy, as 

demonstrated by Harb et al. (2012) [288] in mouse brains from neonates to aged adults (25 

months old) . To determine whether this remodeling contributes to a uniform or reduced wall 

shear stress, in vivo 2-photon can be used to estimate shear stress for individual vessels 

through calculation of the vessel’s diameter, blood velocity, and estimation of blood viscosity 

[289].  

 

5.4 Concluding Thoughts 

Vascular architecture and remodeling are critical in organ development [290], tumor hypoxia 

[291], and in a variety of injuries or diseases such as stroke [292] and diabetes [293]. 3D 
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architecture has previously been described in rodents. Large diameter pial vessels and the 

capillary network form collaterals to protect against the effects of vessel occlusion [33, 36]. 

Penetrating arterioles deliver blood to a columnar region of tissue, and occlusion of these 

vessels leads to infarcts and cognitive deficits [35].  

Studies assessing functionality of this architecture have been limited in the sample volume 

analyzed. Capillary-resolution data sets encompassed a small tissue volume, on the order of a 

few cubic millimeters [294]. In contrast, ASL and STPT were correlated over a volume of 8 mm3. 

Vascular injury and disease will affect large volumes of tissue, with variations in vascular 

architecture occurring across cortical regions [295]. Techniques with limited imaging depth, 

such as confocal microscopy of 300 µm thick tissue slabs [175], do not capture this variation.  

Previous studies have combined ASL with microvascular imaging in rodents in TBI, 

quantifying vessel density with registration to ASL [22, 30]. While valuable in characterizing 

vessel density and CBF change over time, questions remained: (1) Why is there often no 

correlation between CBF and density? (2) Why does revascularization occur in the cortex 

without concurrent CBF recovery? (3) What is the role of the 3D vascular architecture in 

influencing CBF? 

The thesis sheds light on these questions. Vessel density most strongly correlates with CBF 

in the hypercapnic state. Since Hayward et al. [22, 30] only examined rest CBF, a correlation 

may have been found had hypercapnic CBF been measured. A similar observation has been 

noted in transgenic mice overexpressing VEGF, where CBF is barely raised in transgenic animals 

under rest despite a nearly three-fold increase in capillary density. Under hypercapnia there is a 
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significantly greater increase in CBF compared to controls, indicating recruitment of additional 

vessel capacity [18]. 

Reduced vessel density only partially explains impaired CBF, since months following trauma 

increased vessel density corresponds to reduced blood flow [30]. Our results indicate that the 

radial pattern performs poorly in comparison to networks found in uninjured animals. Further 

evidence of the role of 3D network architecture is seen in the correlation between CBF and 

diameter scaling coefficient. A complete understanding of the relationship between CBF and 

vessel structure requires information on state (hypercapnia vs. rest), 2D metrics (such as vessel 

density and diameter), and 3D architecture (such as radial patterning and hierarchical 

branching).    

The thesis’ findings have ramifications for optimizing treatments for TBI or vascular-related 

diseases. Siddiq et al. (2012) [104] administered VEGF to rats following fluid percussion injury, 

demonstrating recovery of microvascular density two weeks post-injury in cortex relative to 

untreated animals. While VEGF administration has benefits such as reduced cell death [104], 

VEGF may act directly on neurons through inhibition of cell death pathways, as opposed to 

increasing blood flow. This is evident is the study by Wang et al. (2005) [296], where VEGF-

overexpressing mice demonstrate reduced blood flow in ipsilateral cortex following MCA stroke 

in comparison with non-transgenic mice exposed to the same stroke. Vogel et al. [18] note that 

VEGF overexpressing mice likely have an inefficiently remodeled vasculature, such as elongated 

vessels which increase network tortuosity and resistance. Larger clinical trials for treatment of 

ischemia with VEGF have been unsuccessful, possibly due to this absence of increased flow and 

abnormal vessel structure [296, 297]. Treatments such as exercise, which are known to induce 
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extensive vessel remodeling [23] and increased microvascular efficiency [202, 281], have the 

potential to simultaneously increase microvessel density and blood flow, and should be 

considered as possible replacement for VEGF administration. In highlighting the importance of 

vascular architecture, the thesis emphasizes that the most effective treatments should optimize 

network architecture, and not merely replace lost vessels. 

To summarize, this thesis involved development of an imaging methodology for 

quantitative analysis of mouse cerebral vascular structure and function. Although applied to a 

TBI model, it is applicable to any disease or condition in any organ. Our findings suggest that 

assessing the effect of treatments must go beyond quantifying the number of vessels. In 

manipulating vessel remodeling, functional tissue depends on a network of capillaries and 

microvessels (arterioles and venules), a sufficient density of microvasculature, and the 

organization and connections between vessels in a network [298]. To generate a functional 

vascular network therefore may require therapies beyond administration of growth factors 

promoting angiogenesis.  
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