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Abstract 

The use of ambulatory assessment (AA; Trull & Ebner-Priemer, 2013) in psychopathology research, which 

includes experience-sampling methods (ESM) as well as ecological momentary assessment (EMA), has 

increased dramatically over the last several decades. Previously, methodological and reporting guidelines 

have been presented to outline best practices and provide input on methodological issues and decisions 

that are faced when planning and conducting AA studies (e.g., Bolger & Laurenceau, 2013; Mehl & Conner, 

2012; Stone & Shiffman, 2002). However, despite the publication of these important resources and 

guidelines, it remains an open question as to how much uniformity or consistency is evident in the design 

and reporting of AA studies of psychopathology. To address this, we review the reported practices of 

published studies using AA in major psychopathology journals (Journal of Abnormal Psychology, 

Psychological Medicine, Clinical Psychological Science) over the last 7 years (2012-2018). Our review 

highlights: (1) sample selection and size; (2) sampling design; (3) selection and reporting of measures; (4) 

devices used and software; (5) compliance; (6) participant training, monitoring and remuneration; and (7) 

data management and analysis.  We conclude with recommendations for reporting the features of future 

AA studies in psychopathology. 
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General Scientific Summary (GSS): 

In clinical psychology, the use of daily-life research methods is increasing. However, the reporting of 

these methods is quite variable. We integrate existing best-practice guidelines, review articles from 

three major journals published over the last 7 years, report percentage of studies that meet these 

reporting guidelines, and offer recommendations for reporting the features of future AA studies in 

psychopathology.  
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The use of ambulatory assessment (AA; Trull & Ebner-Priemer, 2013) in psychopathology 

research has increased dramatically over the last decade. AA, which includes experience-sampling 

methods (ESM) as well as ecological momentary assessment (EMA; Stone & Shiffman, 1994), differs from 

traditional forms of assessment (e.g., self-report questionnaires, laboratory tasks, clinical and diagnostic 

interviews) in several important ways (Trull & Ebner-Priemer, 2013). First, because AA involves multiple 

assessments over time, it is uniquely suited to focus on within-individual processes. For example, 

depression is a dynamic process that may ebb and flow over time, often alongside contextual or 

environmental factors. Yet, traditional cross-sectional assessment requires individuals to somehow 

characterize their symptoms by aggregating in some unspecified way over extended periods of time 

(e.g., two weeks). Furthermore, traditional clinical assessment often requires some degree of 

retrospection (in extreme cases, over one’s lifetime). In contrast, AA can be used to target momentary 

experiences (e.g., “within the last 15 minutes”), minimizing retrospective biases and reliance on memory 

heuristics (e.g., the peak-end rule; Fredrickson & Kahneman, 1993). AA captures slices of these 

processes in real- or near-real time, allowing an evaluation of not only mood processes (e.g., how much 

one’s depression changes within and across days) but also potential internal and external influences on 

these processes. Thus, AA adds a needed time dimension to the assessment of psychological constructs. 

Finally, due to the collection of data during individuals’ daily lives, the ecological and external validity of 

these assessments, by definition, exceeds that of more traditional measures that are completed in the 

artificial environment of the clinic, laboratory, or hospital. 

AA is particularly well-suited to conduct research in psychopathology (Myins-Germeys et al., 

2018; Trull & Ebner-Priemer, 2013). First, because AA integrates time into the assessment protocol, it 

can describe and characterize problematic mood states, mood changes, mood dynamics, and mood 

instability. Because emotion dysregulation involves, at least in part, mood changes and instability, and 

emotion dysregulation is recognized as a trans-diagnostic feature of psychopathology, AA has a wide 



4 

 

range of application in psychopathology research. Second, AA can also be used to assess and 

characterize problematic behaviors that are associated with psychopathology (e.g., substance use, binge 

and purge episodes, interpersonal conflict, non-suicidal self-injury, etc.). Third, AA can be used to assess 

problematic cognitions (e.g., rumination), expectancies (e.g., rejection sensitivity), and urges (e.g., 

craving, self-harm, etc.). Finally, because it incorporates reports of events, context, and individual 

differences, AA studies can evaluate the viability of proposed mechanisms that are associated with 

various forms of psychopathology (e.g., does increased negative affect precede substance use onset, 

and does substance use precede reports of lower levels of negative affect?).  

Previously, reporting guidelines have outlined best practices and provided input on 

methodological issues and decisions that are faced when planning and conducting EMA and AA studies 

(e.g., Bolger, Davis, & Rafaeli, 2003; Bolger & Laurenceau, 2013; Fisher & To, 2012; Mehl & Conner, 

2012; Stone & Shiffman, 2002). However, despite the publication of these and other important 

resources and guidelines, it remains an open question as to how much uniformity or consistency is 

evident in the design and reporting of AA studies in the field of psychopathology. Consistent reporting of 

methodological and analytical details of studies increases transparency, facilitates replication, and 

serves to enhance the rigor and utility of future studies (Kazak, 2018). 

To address this, we integrated and organized recommendations from various  guidelines into 

these modules: (1) sample selection and size; (2) sampling design; (3) selection and reporting of 

measures; (4) devices used and software; (5) compliance; (6) participant training, monitoring and 

remuneration; and (7) data management and analysis. Next, we reviewed all published studies using AA 

in three major psychopathology journals (Journal of Abnormal Psychology, Psychological Medicine, 

Clinical Psychological Science) published from 2012 to 2018. Specifically, we conducted a 

comprehensive, systematic literature search using Google Scholar to query for studies. Search terms 

combined ("experience sampling methods" OR "ecological momentary assessment" OR "ambulatory 
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assessment") with the name of each of the three specific journals (e.g. source: Clinical source: 

Psychological source: Science), and results were limited to studies published from 2012-2018 (inclusive). 

The initial search occurred in July 2018, updated with a search in November 2018.1  

We reviewed titles and abstracts and evaluated articles returned from the searches for inclusion 

criteria. We included empirical studies that used some form of assessment at least at the daily level 

outside of a laboratory setting. See Figure 1 in the Supplemental Materials for PRISMA Flow Diagram of 

study selection and exclusion process. All articles were evaluated according to the reporting practices 

we and others (e.g., Fisher & To, 2012; Stone & Shiffman, 2002) recommend for AA articles (summarized 

in Table 1 and the text below). Approximately 76% (n=48) of the articles were also coded by a second 

person, and discrepancies were resolved by the authors. 

We discuss the nature and importance of these reporting practices and present the results of 

our review in terms of the percentage of studies that met these reporting criteria. A listing of these 

proposed reporting practices in the text below are summarized in Table 1 as are the results from our 

review, organized by journal.  We conclude with recommendations for reporting practices for future AA 

studies in psychopathology.2  

Sample selection and size. Although not a guideline unique to AA research, it remains incumbent 

on investigators to provide a rationale and justification for the sample(s) being used as well as the 

number of participants required for analyses to possess the statistical power necessary to detect 

expected effects. First, participants that are included in AA studies should reflect the features and 

                                                                 
1 We chose these three journals for our review because (1) each is considered a top-tier outlet for 

psychopathology research; (2) a number of AA/EMA articles have been published in these journals over the last six 

years; and (3) readers of this journal, psychopathologists, are likely to access and publish in these outlets. 

However, we do not claim that this necessarily resulted in a representative sample of all articles using AA during 

this time period. Rather, we suggest that our review of these journals provides a best-case-scenario of reporting 

practices in the field of psychopathology given their impact and stature in psychopathology research. 
2 Of the 53 articles we identified in our review, only 3 of them reported the use of a non-self-report AA method of 

data collection. Therefore, our review focuses on self-report and does not discuss issues related to non-self-report 

AA methods. However, excellent recent reviews of issues associated with these methods exist and are presented 

(along with other resources) in the Supplemental Materials. 
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characteristics of the population to which the findings will be generalized. The sample should not be 

chosen primarily for convenience (e.g., undergraduates in a psychology class); rather, the sample should 

be suitable for drawing meaningful conclusions regarding the psychological theories or mechanisms 

relevant to the outcomes and processes of interest.  

Second, as has been noted previously (e.g., Bolger & Laurenceau, 2013; Fisher & To, 2012), 

sample size selection should be based on a priori statistical power analyses or, if not available, 

investigators should demonstrate that the study is sufficiently powered for the effects of interest. At a 

minimum, to estimate power when planning a study, investigators must provide estimates of the 

number of participants in the study, the number of assessments completed by each participants (taking 

into account the likely average compliance rate), the anticipated effect size of interest, and intraclass 

correlation coefficient or ratio of between cluster variance to total variance (Arend & Schafer, 2019; 

Bolger & Laurenceau, 2013). Suggesting that sample size is sufficient because a previous study with the 

same sample size found significant effects is inadequate and potentially misleading. Fortunately, there 

are now a number of resources available to conducting power and analyses for multi-level models as 

well as for consulting tables in which major parameters are varied and power can be estimated based on 

simulations (e.g., Arend & Schafer, 2019; Bolger & Laurenceau, 2013; Lane & Hennes, 2019; see 

Supplemental Materials). Although we suspected that power analyses for AA studies would rarely be 

presented due to their complexity, we were somewhat shocked by our literature review. In our review, 

only 2% of the articles explicitly reported that a power analysis was conducted either before data 

collection or after data analysis (Table 1). 

Finally, when the sample selection strategy places constraints on the range and types of 

responses made by participants, this should be noted in the Discussion section. For example, a study of 

inpatients may uncover different emotional and contextual triggers than a study of individuals in their 

natural environments. 
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Sampling design. Next, crucial to AA studies is the selection of and rationale for the sampling 

schedule (Bolger & Laurenceau, 2013; Mehl & Conner, 2012; Fisher & To, 2012; Stone & Shiffman, 

2002). At one end of the spectrum is a simple end-of-day (EOD) assessment in which participants rate 

their aggregated experience for that day. For example, a participant might be asked about their overall 

mood, stress level, or number of times an event (e.g., interpersonal conflict) or behavior (e.g., consumed 

alcohol) occurred. Although convenient, this design may not be well-suited to test many theories of 

interest. AA methods are particularly useful in investigating momentary experiences and processes. 

Therefore, many AA researchers seek to collect data from different time-points each day. In these cases, 

sampling may be random throughout the day (most appropriate when the construct of interest is 

believed to be dynamic and fluctuating; e.g., mood), interval-based (to assess times or intervals that are 

meaningful for the construct of interest; e.g., EOD if meaningful, or 6pm to capture the end of a typical 

work day), or event-based (the participant initiates an assessment when a pre-defined event occurs; 

e.g., finishing an alcoholic drink).  Some of the most interesting and powerful designs combine these 

types of assessments (random, interval, event-based) to provide a very rich, dynamic picture of how 

processes may unfold in daily life. For example, by combining assessment schedules, a researcher may 

uncover mood before, during, and after substance use.  

There are important considerations that may impact the sampling schedule. For example, how 

many random (or interval-based) assessments are necessary to capture the expected variability of the 

construct (e.g., the temporal dynamics of negative affect) but minimize burden on the participant? This, 

of course will also depend on decisions regarding the length of the study (in days). In making these 

decisions, especially, we observe some neglect in estimating the base rates of events. If the major event 

of interest (e.g., opioid use) has a low base-rate in the sample that is being assessed, then a much longer 

study (with fewer unnecessary random prompts) must be planned to capture enough events within 

individuals. Another consideration concerns the dynamics and processes related to events that occur in 
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episodes (e.g., drinking episode), for which the intentional scheduling of prompted follow-up 

assessments can be extremely useful. Here, a researcher might choose to administer follow-up 

assessments 30 min, 60 min, and 90 minutes after the predetermined event or behavior to achieve high 

density sampling (Bolger & Laurenceau, 2013; Fisher & To, 2012; Stone & Shiffman, 2002). Furthermore, 

to capture episodes of varying lengths, an investigator might choose to “reset” the follow-up schedule if 

additional events are reported in any of the follow-ups. Finally, investigators should report the time 

frame of assessments (e.g., 9am to 9pm), and they should justify why only sampling certain hours of the 

day or night is appropriate for the research question. For example, in studying substance use, it is likely 

that the evening assessment time frame should be expanded (e.g., to midnight) and allow for event-

based assessments to be initiated 24 hours per day. 

To increase compliance and reduce burden, participants should be provided with a method for 

suspending prompts in advance. For example, when participants know they will be temporarily 

unavailable to answer prompts (e.g., while attending a movie or place of worship; while driving), they 

can use a “suspend” button provided by the device software to specify a suspension window (e.g., for 

the next 60 minutes) that will prevent and cancel any scheduled prompts during that time.  

Finally, the technical details of sampling (e.g., prompting and recording practices; procedures for 

event-based entries; ability to suspend or delay responses; details on branching, triggering assessments, 

follow-ups or dense sampling of events/experiences) should be reported in the Methods section (Fisher 

& To, 2012; Stone & Shiffman, 2002). In addition, descriptive statistics like the mean (SD) time between 

prompts as well as the mean time elapsed between the lab and field phases of AA studies that combine 

lab-based and AA assessments are important to include in the Methods section.   

Based on our review, only 17% of studies provided a rationale for their adopted sampling design, 

only 17% discussed their choices for sampling density (e.g., assessments per day) and scheduling (i.e., 

when the assessments are scheduled), and only 32% provided technical details of their studies’ sampling. 
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Selection and reporting of measures. Previous guidelines (e.g., Fisher & To, 2012; Shrout & Lane, 

2012; Stone & Shiffman, 2002) emphasize the importance of reporting psychometric properties of items 

and scales used in AA studies. Unfortunately, relatively few self-report measures have been validated 

across AA studies and samples; instead, researchers often select items from a larger cross-sectional 

measure and adapt the instructions to fit the desired timeframe (e.g., “over the last 15 minutes”). 

Despite the temptation of ease and convenience, we cannot assume that cross-sectional measures will 

retain original, or even similar, psychometric properties when administered repeatedly over shorter 

intervals. For example, basic descriptive measures like means and standard errors sometimes differ 

dramatically for mood ratings across differing time frames (e.g., right now, last 2 hours, last 24 hours, 

last week, etc.; Walentynowicz et al. 2018).3 In our review, 78% of the articles provided specific 

information on the content of the items administered, but only 30% of papers reported the psychometric 

properties of their chosen items (i.e., multi-level reliability; validity). 

This relative neglect of psychometric evaluation of AA questionnaires may be due to a lack of 

familiarity with methods to assess psychometric properties of repeated longitudinal data. Fortunately, 

there are options for addressing this issue (e.g., Calamia, 2019; Cranford et al., 2006; Fisher & To, 2012; 

Geldhof, Preacher, & Zyphur, 2014; Shrout & Lane, 2013). Notably, current publication standards require 

the evaluation and reporting of psychometric properties of scales used in traditional, cross-sectional 

studies, but have yet to require the same for measures and scales used in AA studies (e.g., Appelbaum et 

al., 2018).  

It appears that the reliability and validity of AA measures are assumed, but not evaluated nor 

reported. For purposes of reliability and validity within the AA framework, it is recommended that 

complex constructs be assessed with at least three items, while discrete phenomena or behavior may be 

                                                                 
3 Given that different reporting timeframes require participants to access different sources of emotional 

knowledge which in turn have differing levels of cognitive demand (Robinson & Clore, 2002), investigators should 

consider issues of cognitive impairment in participants when deciding on rating timeframes. 
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assessed with a single item (Shrout & Lane, 2011). Furthermore, procedures for evaluating the 

psychometric properties of scales used in AA research have been outlined, in terms of reliability both 

within- (i.e., across time) and between-subjects (Geldhof et al., 2014; Shrout & Lane, 2011), as well as 

reliability of change scores within person (Cranford et al., 2006).  

Devices and software used. Crucial to reports of AA studies are detailed descriptions of the 

devices (e.g., smartphones or external devices and sensors) and software used by participants, as well as 

how items are presented (e.g., scaling; response options), any branching or triggered follow-up 

assessments, and how sensor data (from smartphones or external devices) are collected. Concerning 

smartphones or electronic diaries, hardware and software versions should be reported to promote 

replicability (Fisher & To, 2012; Stone & Shiffman, 2002). In our review, 76% of papers reported on the 

hardware (e.g., PDAs, smartphones) and software used in the study, although this was often a quite 

general description (e.g., “Android smartphone”).  

There are mixed recommendations regarding whether participants can or should use their own 

smartphones in AA studies. On the one hand, participants would rather carry only one device and are 

likely more adept at navigating their own smartphone. However, the software adopted for the study 

may not operate as designed on some phones due to hardware/software incompatibilities, and/or 

participants may be prone to ignore study prompts while they are using their own smartphone for 

regular tasks. For these reasons, some investigators assign study-dedicated smartphones for their 

studies. Notably, a recent meta-analysis of EMA studies focusing on substance use indicated that the 

compliance rates for those that used their own phone in comparison to those that used study-provided 

phones did not differ significantly (Jones et al., 2018).4 

                                                                 
4 It is worth noting that studies that require participants to own a compatible smartphone will necessarily exclude 

those who do not have and possibly cannot afford these devices. Therefore, it is ideal for investigators to provide 

devices in these circumstances. Furthermore, apps should have the ability to collect data offline so that those 

without a data plan can still participate. 
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Finally, for those AA studies that incorporate internal (smartphone) and external (wireless) 

sensor data collection, it is important to note sampling frequency (i.e., how often are data collected or 

updated), how artifacts were identified and data were cleaned, and details about malfunctions (how 

sensor malfunctions were defined, frequency and systematic patterns of malfunctioning, e.g., late at 

night). Several excellent reviews and guidelines the use of device-based and wireless sensors appear in 

the Supplemental Materials. 

Compliance. Given that AA research seeks to provide a window into the real lives of participants, 

non-response to surveys (or failure to wear sensors) on the part of participants will challenge the ability 

to generalize findings to one’s typical daily life experiences. Therefore, it is crucial that AA investigators: 

(1) define compliance and lack of compliance (e.g., does a cancelled assessment due to suspension 

count as non-compliance?); (2) not only report overall compliance, but also compliance for each type of 

assessment (e.g., morning report, random reports, follow-up assessments; bedtime or EOD reports); (3)  

report both the mean level of compliance for each type of report as well as the range of compliance 

across participants; (4) describe and justify the thresholds for compliance necessary for participants to 

be included in the analyses (e.g., 75%); although there are no hard and fast rules for a specific threshold, 

it is important to note that as more missing data are included it may be harder to assume data are 

missing at random and the estimates for lagged effects become less reliable; (5) compare groups of 

participants for compliance rates; (6) and examine the data for systematic influences or patterns on 

compliance rates (e.g., time of day; day of week; day of study). In our review, 65% of papers defined, 

generally, what constituted compliance (or missing data) and presented descriptive statistics on overall 

compliance to prompted reports.  

Participant training, monitoring, and remuneration. Compliance is substantially enhanced if 

participants are trained in study procedures, use of the smartphones/software, and proper wearing of 

external devices or sensors. Many studies do not mention whether or how much participant training 
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occurred prior to the start of AA data collection. Some exemplary examples of training and monitoring 

might include in-person meetings with investigators at the beginning of the study and as needed during 

the study, “practice” survey administration and completion while in the investigators’ lab, and daily 

participant monitoring of compliance with intervention via phone or email if necessary. Concerning the 

remuneration schedules, many investigators use incentives to enhance compliance such as regular (e.g., 

weekly) in person meeting to provide compliance stipends, pro-rating payments if compliance fall below 

certain thresholds (e.g., 80%), and providing extra incentives for high levels of compliance over 

extended periods of time (e.g., over 90% for the entire study). Investigators should report the 

remuneration schedule and amount, how and whether completion is rewarded in the moment, whether 

participants can view their progress in the study and upcoming surveys, and any reported reasons for 

low compliance, for example. Our review indicated that 73% of studies described procedures used to 

enhance compliance in their participants. 

Data management and analysis. AA studies present many challenges for data management and 

for data analyses (Bolger & Laurenceau, 2013; Mehl & Conner, 2012; Shiffman, 2014). First, the sheer 

amount of data collected far exceeds that from most traditional cross-sectional studies in that each 

participant may contribute large numbers of assessments depending on the sampling scheme (i.e., 

number of assessments per day) as well as the length of the study. For example, a study of 100 

participants that provide an average of six assessments per day for 21 days would produce 

approximately 12,600 lines of data (which in turn may include 50+ variables per line of data!).  Because 

of this volume, it is critical that data are collected, structured, and cleaned with great care and with an 

eye toward the ultimate analyses that will be performed. For example, once the data are cleaned, at a 

minimum each line of data should: (1) be associated with an ID number indicating which participant 

contributed the data; (2) have time- and date-stamps (indicating the start and finish time for each 

assessment) and be sorted; (3) include each prompt (answered or not) with a code for the type of 
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prompt or survey (e.g., morning report, random, event-based); (4) contain the notation for important 

study features that may serve as covariates in the analyses (e.g., day of study, day of week, weekend vs. 

weekday, etc.); and (5) document suspension with time-stamps (where applicable). Furthermore, each 

column (variable) should have a unique identifier (e.g., “distress” rated during random prompts) to 

avoid confusion or extra programming at later stages of data analyses. This may result in very long lines 

of data for each assessment, with missing values for many variables; however, this will make analyses 

more straightforward. 

 One under-appreciated step is to examine the distributions of variables and, for dependent 

variables, to assess the partitioning of variance into within- or between-person variability (e.g., see 

Bolger & Laurenceau, 2013; Shrout & Lane, 2011). If there is little variance attributable to within-person 

levels, the investigator may consider constraining analyses to examine only between-person effects. 

Fortunately, for most variables of interest, there is enough variability within-person to proceed with 

traditional multilevel models. In addition to reporting the intraclass correlations for major variables of 

interest (i.e., partitioning the variance into within- and between-person variability), we also recommend 

reporting the means and standard deviations (both within person and between person) in an Appendix. 

 The analytic models for major analyses should be clearly specified, ideally in formulas (at least in 

an Appendix), and the analyses should map onto the hypotheses of interest. It is also important to 

specify the statistical software (and version) used as well as the specific analytic modules (or options) 

used within the software package. Across software packages, defaults used in the specific analyses may 

vary, affecting the values of the estimates or effects. Reporting statistical software, packages, and 

programs used is important given that many researchers “ride the defaults”. Researchers should specify 

and justify modeling decisions including: centering at different levels of analysis, modeling random 

versus fixed effects (slopes), aggregation of variables (at any level), and assumptions regarding 

distributions of the variables. Ideally, the software code/script used will be provided in an Appendix. In 
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addition, researchers must be clear about which covariates are included in the model, as well as any 

interactions tested (and, at what level of analysis). In this way, other investigators will have a clear idea 

how the data were structured, assumptions made about the data, and how the data were analyzed (and 

by which software packages and modules). These practices will help replication efforts and serve as 

instructional guidelines for decisions that the data analyst faces. In our review, 60% studies provided 

detail on preparation of the data for analyses (including centering decisions), and 90% provide sufficient 

detail and rationale for the actual data analyses and models used.  

Discussion 

Imagine your colleague or student wanted to design an AA study, for example, on the 

momentary (within-subject) effect of rumination on psychological distress. She would face several 

central questions, including: 1) Which items reliably capture the phenomena of interest (e.g., 

rumination, distress)? 2) What is the appropriate time-based design (i.e., how quickly does rumination 

affect distress; what is an optimal sampling time interval; how many days must individuals be monitored 

to observe enough instances of rumination and distress)? 3) Will the number of items and the proposed 

sampling time interval and length of the study place too much burden on participants, affecting 

compliance?  4) How many participants and assessments are necessary to evaluate the assumed 

association?  

Our review suggests that answers to these four questions may be hard to come by. For example, 

psychometric properties of AA items, calculated within a multilevel context, were reported in only 30% 

of the studies. Compliance to AA protocols was not always presented, and multilevel power analyses 

were only presented in a handful of the articles. Not only was a basic description of methods and 

procedures sometimes missing, but, also, it was rare to find discussion on the rationale for these 

methodological decisions. Reporting that 10 assessments per day were used is beneficial, but an 

explanation that 10 assessments were chosen because pilot studies revealed better compliance with 10 
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assessments compared to 12 or 14 is much more informative. Similarly, a low sampling frequency (e.g., 

every 5 hours) may fail to “carve out” the time period necessary to observe lagged relationships reliably, 

whereas a high sampling frequency (e.g. every hour) might reveal these. We encourage researchers to 

provide not only a detailed description of their methodology but also a compelling rationale for their 

decisions as well as limitations and consequences of these decisions.  

 Of course, AA is an emerging methodological field, one that has only recently become more 

mainstream in the study of psychopathology, and, for instance, examples and software code for power 

analyses that consider multiple levels of analysis have been widely disseminated only recently. However, 

the accumulation of both methodological and substantive knowledge across AA studies would be greatly 

facilitated by better reporting of crucial features of studies, as well as explicit rationales for choices 

made by researchers designing their own studies. Whereas ambulatory assessment in the past was 

performed by a few expert groups, there are now many new users; this is a great development and 

testament to the power and attractiveness of AA to address important issues in psychopathological 

research. However, at the same time, this makes the explicit reporting and discussion of methodological 

aspects of AA studies even more critical.  

In addition, the systematic evaluation and aggregation of findings from AA studies using meta-

analyses fundamentally depends on clear and explicit reporting of study characteristics. In a recent 

meta-analysis of AA studies on substance use and addiction, Jones et al (2018) reported only 33% of the  

reviewed studies provided information on either excluding participants due to inadequate compliance 

or the number of participants who did not achieve minimum requirements for responding. The 

generalizability of meta-analyses on AA methodology is limited if reports on the methodological aspects 

of studies is infrequent or unclear. In short, the robustness of AA findings concerning psychopathology 

features and processes will only be possible if researchers provide in-depth descriptions of the 
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methodological features of their studies as well as the rationale for the decisions made in designing their 

studies. 

However, we do not want to come across as too pessimistic. Although few articles included in 

our review were positively evaluated across all criteria in Table 1 (including our own!), we did note 

exemplary examples of meeting each criterion of reporting.  This suggests to us that researchers are 

motivated to provide adequate reports of and rationales for their methodology; however, the lack of 

reporting may be due to a lack of consensus for reporting standards and, in addition, journals’ space 

constraints. In the latter case, we encourage authors to take advantage of the option of submitting 

supplementary material and appendices when permitted in order to provide comprehensive reports of 

the design features of their studies.  

 Papers published more recently do appear to report more details regarding methodology, which 

is encouraging. However, brief reports, multi-method papers (e.g., combining fMRI and AA data), and 

secondary papers using data sets from previously published studies often do not adequately describe 

even the most basic aspects of their AA methodology. In these cases, a full report of the methodology 

can be made in an Appendix. Online supplements might also provide a full report of all items used in the 

AA study with information about their origin, time frame and instructions, and psychometric properties, 

for example. Toward this end, in the Supplemental Materials, we provide a template for reporting our 

recommended criteria that can be used by researchers. We see our recommended reporting guidelines 

template as a living document that should be updated and revised in the future.  

More in-depth description of the statistical models and formulas, with software code, would be 

desirable as well. In several papers we could only guess whether psychometric properties were 

calculated, appropriately, in a multilevel framework or if data points were collapsed within participants. 

In summary, more detailed reports of methodological aspects (and rationales) will increase the 

informative value of our papers, which should be our main interest as researchers. 
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 Finally, given that one explanation for unclear adherence to best practices and to reporting 

guidelines may be due to a lack of exposure to excellent resources, we compiled a selected list of 

resources that address the features of AA studies we highlighted in this review, as well as aspects of AA 

studies that we did not discuss in this review (i.e., guidelines for studying special populations of 

psychopathology; guidelines for analyzing intensive longitudinal data; guidelines for the use of wireless 

sensors, mobile phone sensors, cognitive or behavioral tasks, and collection of biological samples; and 

participant training and enhancing compliance). These resources appear in the Supplemental Materials, 

and, like the reporting template, our intention is that that this list will be a living document that can be 

updated to meet the needs of current and future researchers using AA to study psychopathology. 
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Table 1. Recommended reporting guidelines for AA studies and results from literature review1 

 

 

Recommended Reporting Criterion 

Journal of 

Abnormal 

Psychology 

(n=372) 

Clinical 

Psychological 

Sciences 

(n=16) 

Psychological 

Medicine 

(n=10) 

Total 

(n=63) 

Justify sample size (e.g., using a multilevel power 

analysis) 

3% 0% 0% 2% 

Explain rationale for the sampling design (e.g., 

random, event-based, etc.) 

19% 19% 10% 17% 

Explain rationale for sampling density (e.g., 

assessments per day) and scheduling (i.e., when the 

assessments are scheduled) 

16% 25% 10% 17% 

Provide technical details of sampling (e.g., 

prompting and recording practices; procedures for 

event-based entries; ability to suspend/delay 

responses; branching details, triggering 

assessments, follow-ups or dense sampling of 

events/experiences) 

38% 25% 20% 32% 

Report full text of items, rating timeframes, 

response options/scaling 

78% 75% 80% 78% 

Report psychometric properties of items in the 

current EMA-study (between and within person), as 

well as the origin of the items 

38% 31% 0% 30% 

Fully describe hardware and software used 73% 75% 90% 76% 

Define valid and missing data (for participants 

broadly, and specific to individual EMA reports); 

report descriptive analyses regarding valid data 

(e.g., mean per person, range, % participants above 

and below 80% threshold) 

65% 62% 70% 65% 

Describe the procedures used to enhance 

compliance and participation (e.g., remuneration 

schedule, participant training) 

78% 69% 60% 73% 

Describe the final data set: number of reports (total; 

person average; group average), days in study and 

retention rates, and rates of delayed or suspended 

responding (if applicable) 

49% 50% 30% 46% 

Preparation for data analyses: describe centering of 

predictor variables and at what level; report 

covariates included in the models 

68% 50% 50% 60% 

Data analysis: Describe levels of analysis 

(momentary, day, person); explain how time is 

taken into account in analyses; specify and justify 

choices of random versus fixed effects in models; 

describe analytic modeling used as well as statistical 

software used 

95% 81% 90% 90% 

Note. 1 The list of all articles reviewed appear in the Supplemental Materials.  

2N=number of articles represented within each journal. Percentages indicate the percentage of articles that met 

this criterion. 


