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We investigate the interaction of a pair of weakly nonlinear oscillators (e.g. each near a Hopf bifurcation) when the 
coupling strength is comparable to the attraction of the limit cycles. Changes in amplitude cannot then be ignored, and there 
are new phenomena. We show that even for simple forms of these equations, there are parameter regimes in which the 
interaction causes the system to stop oscillating, and the rest state at zero, stabilized by the interaction, is the only stable 
sohition. When the uncoupled osciUators have a local frequency that is independent of amplitude (zero shear), and the 
coupling is scalar, we give a complete description of the behavior. We then analyze more complicated equations to show the 
effects of amplitude-dependent frequency in the uncoupled equations (nonzero shear) and nonscalar coupling. For example, 
when there is shear, there can be bistability between a phase-locked solution and an unlocked "drift" solution, in which the 
oscillators go at different average frequencies. There can also be bistability between a phase locked solution and an 
equilibrium, nonoscillatory, solution. The equations for the zero shear case have a pair of degenerate bifurcation points, and 
the new phenomena in the nonzero shear case arise from a partial unfolding of these singularities. When the coupling is 
nonscalar, there are a variety of new behaviors, including bistability of an in-phase and an anti-phase solution for two 
identical oscillators, parameters for which only the anti-phase solution is stable, and "phase-trapping," i.e., nonlocked 
solutions in which the oscillators still have the same average frequency. It is shown that whether the coupling is diffusive or 
direct has many effects on the behavior of the system. 

1. Introduction 

There have been many  recent articles on the behavior  of forced and  coupled oscillators with applicat ions 

in biology and  chemistry [1-20]. Many  of these consider only "phase  effects" [4-6,  8-10,  12, 14, 16]. That  

is, they deal with limit cycle oscillations having a stable periodic solut ion and  ignore all coordinates  other 

than  the one that parameterizes the limit cycle. This approach can be justified by invar ian t  manifo ld  theory 

(see, e.g., Fenichel  [21]) if the at tract ion to the limit cycle is " s t rong"  compared  to the ampl i tude  of the 

forcing or coupling. For example, weak coupling has been exploited in m a n y  examples to analyze 
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phenomena such as phase locking and "phase drift" [4, 5, 8-10, 12, 14]. The major advantage of this 

simplification is that complicated systems of differential equations can be reduced to flows on a much 

lower-dimensional phase space, namely an invariant torus having only one dimension per oscillator. 

If the coupling is strong or the attraction to the limit cycle is not large compared to coupling strength, 

then many new phenomena can occur. Most of our knowledge of this comes from numerical simulations 

and asymptotic methods. For example, Bar-Eli [3] has recently studied the behavior of two diffusively and 

linearly coupled oscillators governed by equations 

dX1/dt  = FI(X1) + Da( X 2 - X1) , 

d X 2 / d t =  F2( X2) + D2( X 1 -  X2), X1, X2 + U" (1.1) 

for a variety of different oscillators F~, and coupling with D 1 = D 2 - ~  dI ,  where I is the identity matrix, and 

d is a scalar. (We call this scalar coupling.) He uses numerical methods to show that, if F 1 and F 2 are 

sufficiently different, then for a range of values of d, coupling causes the system to stop oscillating and 

stabilize at a constant steady state. Models describing only phase cannot explain this coupling-induced 

oscillator death, which we shall refer to as the Bar-Eli effect, since the stable steady state is far from any 

limit cycles of the system. Our objective in this paper is to show that the Bar-Eli effect occurs generically in 

a broad class of systems (1.1) when the individual oscillators are near a supercritical Hopf bifurcation, and 

to show how the Bar-Eli effect fits into the global dynamics of such systems. 

Other examples of phenomena which cannot be explained in terms of phase alone occur in the work of 

Schreiber and Marek [22], who consider (1.1) in the case of identical oscillators ( F  1 = F2) with identical 

nonscalar coupling (D 1 = D2:~ dI). Numerically, they find various tori, multiple oscillations, period 

doublings and chaos for large enough coupling strengths. Most of the present paper is devoted to the 

scalar coupling case, but we do treat nonscalar coupling briefly in section 5. In a recent paper [1] Aronson 

et al. have studied a pair of identical coupled oscillators with certain symmetries and found complicated 

patterns in the stability behavior of the out-of-phase solutions. Both amplitude and phase are needed in 

their analysis. 

An important instance where the attraction to a limit cycle is not "strong" is near a Hopf bifurcation 

point. In this case, the attraction to the limit cycle is proportional to the distance from criticality. If we 

assume that such systems are coupled with strength of the same magnitude, it is no longer possible to 

assume that the trajectories of the system stay in a small neighborhood of the limit cycle. However, 

because a system near Hopf bifurcation is only weakly nonlinear, the introduction of polar coordinates is 

still useful and gives information about the behavior of amplitude as well as phase. In this paper, we will 

study the effects of coupling on systems near a Hopf bifurcation. 

We shall not assume that the oscillators are identical; indeed, we shall study the effects of differences in 

the natural frequencies on the amplitude of the output of the coupled system. We do assume that the 

coupling is symmetric, i.e. D 1 = D 2 .  We will derive a system of differential equations which govern the 

amplitude and phase of the oscillations. From these equations we are able to study the Bar-Eli effect and 

its role in the global dynamics of our coupled system. We begin with a local result for families of systems 

parameterized by coupling strength with all other parameters held fixed. Roughly speaking, we show that if 

the oscillators are sufficiently different then the Bar-Eli effect occurs, i.e., the amplitude of the stable 

solution is zero for some range of the parameter. However, oscillator death does not occur if the oscillators 

are sufficiently similar. We next study the global dynamics to determine the long-time behavior of the 

system in various regions of the parameter space. We show that for some values of the parameters there is 

bistability, with a stable phase-locked solution coexisting with a more complicated, but stable, drift 
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solution (see below) or with a nonoscillatory equilibrium solution. Such bistability has been found for 

forced oscillators [23] but not, to our knowledge, for a pair of equally coupled oscillators. If the coupling 

matrix D is not scalar, the bifurcation diagram can be very complicated, as we show by analysis and 

numerical simulations. See also ref. [24]. 

The equations we shall study are derived as approximate equations from (1.1), and variations of it, 

under some simplifying assumptions when the uncoupled oscillators dX/dt=Fi(X~) are near Hopf 

bifurcations. The deviations and the assumptions are spelled out in the appendix. If the coupling is scalar, 

then to lowest order the resulting equations have the form 

~x = rl(1 - ~7 - # )  + r2ycos 4', 

f2 = r2(1 - 1¢7- r~) + rl"rcos 4', 

rl r2 tsin4'" 4= a + qlr?- q2r - v + j (1.2) 

We also study oscillators coupled in a non-scalar manner. 

In (1.2), the r i are amplitudes measured in the planes of the Hopf bifurcations and 4' -- 02 - 01, where 

the 0 i are the angular variables in those planes. Note that the dynamics depend on the phases O 1 and O 2 

only through 4' to lowest order in the relevant perturbation variable. This is a consequence of being near 

the Hopf  bifurcation. The parameters 7 and x arise through coupling interactions of the oscillators, which 

has been assumed to be scalar. When x = 1 the interaction is "diffusive" as in (1.1), while K = 0 

corresponds to "direct" coupling, with X 2 - X 1 replaced by X 2 in the first equation, and X 1 - X 2 replaced 

by X 1 in the second equation. We assume that the rates of attraction of each oscillator to its limit cycle in 

the absence of coupling are equal. The terms involving the qi are related to "shear";  if they are set to zero, 

then the uncoupled oscillators reduce to what are known as radial isochronal clocks [10]. That is, all 

trajectories that start at the same value of 4' go to the same asymptotic phase. If ql and q2 are nonzero, the 

lines of constant asymptotic phase (which are radii if qj = 0) are twisted [10, 17, 20], and the local 

frequency depends on the local amplitude. The parameter A, given by 

A --- 602 -- 601 + q2 - ql, 

measures a relevant difference between the oscillators, where ~0j is the natural frequency of the j th 

oscillator at its Hopf bifurcation. 

Equilibria of (1.2) correspond to periodic solutions of (1.1). For such solutions, in which the phase 

difference 4' is constant, two oscillators are said to be phase locked. There are two types of nonequilibrium 

solutions of interest for (1.2). One type we shall consider is phase-drift solutions. As in equations which 

depend only on phases and not on amplitudes, phase-drift refers to solutions for which the phase 

difference moves through all phases, so that the oscillators behave almost as if they were uncoupled. This 

phenomenon has been studied for phase models by many authors [9, 12, 15, 16] and has also been called 

phase slipping, frequency pulling, and phase walkthrough. 

The other kind of nonequilibrium solution to (1.2) of interest is sometimes called a phase-trapped 
solution. It is a solution periodic in both rj and 4', i.e., one for which there is a T such that 

i)(t+ T)=rj ( t ) ,  4'(t+ T)=4'( t ) .  (1.3) 

We note that the distinction between phase locking and phase trapping makes strict sense only for 

equations such as (1.2), which depend on O 2 - O 1, but not on the 8~ separately. In the full equations (1.1), 
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for which (1.2) represents a first-order approximation, the periodic solutions corresponding to constant 

in (1.2) do not necessarily have 0 2 - 01 independent of time (only independent to lowest order). 

In section 2 we consider eq. (1.2) written in complex coordinates 

z j=r j e i~  

and do the local analysis of the stability of the rest state at the origin z I = Z 2 -~-0 .  Since the shear 

parameters qj affect only quadratic terms, they play no role in the linear analysis near the origin. Thus the 

only relevant parameters are the coupling parameters 3' and x, and the difference parameter A. We show 

that the Bar-Eli effect occurs if  and only if Ial > 2/•. Note, in particular, that the Bar-Eli effect cannot 

occur in the direct coupling case x = 0. 

In section 3 we examine the global dynamics of the system (1.2) with x = 1 in the absence of shear 

terms. The analysis is aided by a fortuitous connection to the work of Aronson et al. [1], in which certain 

equations relevant to this paper occur in a somewhat different context. That work enables us to divide the 

parameter half plane ((3', A): 3' ~ (0, o¢), A ~ R} into three disjoint open regions as shown in fig. 4. In one 

of these regions (characterized by relatively small 3') there exists a unique asymptotically stable phase-drift 

solution (i.e., a phase drift with r 1 = r2). These phase-drift solutions fill out an invariant torus as in the 

purely phase models. In another of these regions (characterized by relatively large 3'), there exists a unique 

asymptotically stable phase-locked solution. In the remainder of the parameter half plane we have the 

Bar-Eli effect, i.e. the origin is asymptotically stable and every other trajectory is attracted to it. 

The transitions between the regions described above occur along bifurcation curves (fig. 4) which (for 

= 1) intersect at two highly degenerate bifurcation points (3', A) = (1, + 2). Nonzero shear terms in (1.2) 

partially unfold these points with the result that the various behavior regions in the parameter half plane 

are no longer disjoint, i.e. there are now parameter regions where the system is bistable. As a consequence, 

the bifurcation diagram in the nonzero shear case (fig. 15) is considerably more complicated than the 

diagram for zero shear (fig. 4). However, note that the region where the Bar-Eli effect occurs remains 

unchanged. 

The unfoldings of the points (1, _+ 2) depend on the sign of v = q2 - -  qv Throughout this work we shall 

assume, without loss of generality, that v > 0. With this convention, we show in section 4 that the 

unfolding of the point (1,2) for v > 0 always contains a degenerate saddle-node (Bogdanov-Takens 

point). This local information together with some global properties of our particular system (1.2) allows us 

to show (in section 4) the existence of an open set in the parameter space where stable phase drift and 

stable phase lock coexist. The separatrix between these two stable trajectories is an unstable phase-trap 

solution which results from Hopf bifurcation associated with the Bogdanov-Takens point. The unfolding 

of the point (1, - 2) for v > 0 is simpler and leads to the existence of an open parameter set in which stable 

phase lock coexists with either stable phase drift or stable rest. The details in fig. 15 are obtained by 

combining analytic and numerical information. 

The frequency of the coupled system depends, through the amplitudes, on the shear terms, and this leads 

to some results about how coupling can change the output frequency. It will be seen that diffusive and 

direct coupling have different effects on the frequency of the locked system, essentially because of their 

different effects on the amplitudes. 

In section 5, we turn to the case of nonscalar coupling, for which the equations are somewhat more 

complicated than (1.2). Even when A = 0, the behavior of this system is quite complex. We show various 

transitions to stable phase-trapping and multiple stable phase locked states. Related papers have been 

written by Rand and Holmes [15], Linkens [13], Kawato and Suzuki [11], Schreiber and Marek [22], and 
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Aronson et al. [1]; some of these are discussed more below. More  detailed work on another  special case of 

these equations, with nonscalar coupling, was done by Chakrabor ty  and Rand  [24]. 

2. Stability of  the rest state at zero 

In this section, we show that the parameter  A, which measures the difference in f requency and shear 

between the oscillators, has major  effects on the ampli tude of the coupled system. Specifically, we look at 

the trivial solution rx = r 2 = 0 and prove that, if [A [ > h/r ,  there is an interval of coupling strengths 

where the coupling can cause the rest state, which is unstable in the absence of  coupling, to become stable. 

This is, in a sense, an effect inverse to examples in the work of Smale [18] and Turing [25], in which two 

systems, each with a stable rest point, can oscillate when coupled. (Also see refs. [26, 27] for another  

mechanism in which two oscillators, when coupled, can go to a stable steady state.) Like Bar-Eli, who 

demonst ra ted  a similar stabilization effect numerically [3], we assume here that the coupling is scalar. (This 

assumption is incorporated in (1.2).) Our main result is a necessary and sufficient condi t ion for the 

occurrence of  the Bar-Eli effect (proposit ion 2.1). 

To  show that coupling can stabilize the rest state r I = r  2 = 0 it is convenient  to work with the full 

four-dimensional  system. As shown in the appendix, under  some simplifying conditions, the system (1.2) is 

equivalent to 

Zl = z111 + i(601 + ql)  -- (1 + iqx) Z1£1] + `/(Z2 -- ~Zl), 

z2 = Z211 + i(602 + q2) -- (1 + iq2) Z2£2] + `/(Z 1 -- rZ2),  (2.1) 

where zj = i) exp(i0j) for j = 1 and 2. Let F(z 1, Z2) denote  the right-hand side of (2.1). The differential of  

F at the origin, written as a linear operator  on R 4, is given by 

D F ( 0 , 0 )  = 

1 - x ` /  - (601 + q l )  )1 0 

601 + ql 1 - ~T 0 `/ 

`/ 0 1 -- I¢`/ -- ( 602 + q2) 

0 `/ 602 + q2 1 - r`/  

If h is an eigenvalue of DF(0 ,0)  and p = - h -  (1 - K`/), then p satisfies 

p4 __ [2`/2 __ ( 601 -I- q l )  2 -  ( 602 4- q2) 2] p2 q_ ( 601W q1)2( 602 % q2) 2 + 2"/2( 601 q- q l ) (  602 q- q2) + `/4 = 0. 

This equat ion can be rewritten as 

( p2 _ [ y2 + ( ~x + ql) ( ~2 + q2) ] )2 = _ ( 6°1 '1" 602 '[- ql q- q2) 2p2, 

f rom which we find 

= 1 - r 7 +  ~ V ~ - ~  A2 + i ~ ,  (2.2) 

where A = 602 601 q- q2 ql and ~ = - - ~(601 + 602 + ql + q2). 
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The stability properties of the rest state at the origin and bifurcations from it are determined by the real 
parts of the eigenvalues 2, of DF(0, 0). Let 

L=-Re 1 -  K3'+ - 1A2 +_i~ = 1 - ~ 3 '  for 7 ~ [0,~ , 

= l - ~ 3 ' + ~ - ¼ z ~  2 fo r3 '~(½1al ,oo  ), 

and 

l ~ R e ( 1 -  ~3 ' -  ~ -  132 _+ i ~ ) = 1 - x 3 '  

= 1 - 

for 3'~ [0, {IAI], 

for 3' e ({IZil, oo). 

Observe that L and I can change sign only when 3' = 1 / x  or when 3' satisfies 

~/3'2_ ¼a2 = I1 - ~3'1- 

(a) (b) 

Re& 
ReX 

1 
L 

L=Y. 

Y 
2 \ k  

(c) 

I 

Fig. 1. Re X, as defined in (2.2), versus coupling strength X for (a) ~ IA[ < 1, (b) ~ IAI = 1, (c) ½ IAI > 1. Note that only in case (c) is 
there a range of y for which the real parts of the eigenvalues are negative. 
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The latter equat ion has a unique positive solution given by 

y = k ( x , A ) - [ 1 / ( 1 - x 2 ) ] ( ~ l  + I ( I - - x 2 ) A 2 - - x )  f o r x ~ [ 0 , 1 ) ,  

--- ½(1 + ¼Zl 2) for x =  1. 

It is not  difficult to verify that k ( . ,  A) is continuous on [0, 1] and that k(x ,  5 )  > I Izal with equality if and 

only if x = 2 / Iza  I. 

Proposition 2.1 

(a) If 1 / x  < I IAI then the rest state at the origin is asymptotical ly stable if 3' ~ ( l / r ,  k)  and unstable if 

3' ~ [0, l / x )  U (k,  oo). 

(b) If 1 / r  > I Izal then the rest is unstable for all 3' ~ [0, oo) except possibly 3' = I IAI in case x = 2 / I A I .  

(c) Bifurcations occur at 3' --- 1 / r  and y = k for 1 / r  < alza I and at 3' = k for  1 / x  > 11zal . 

Proof. Both L and l are nonincreasing functions of 3' on [0, 1 A ~1 [), while L is strictly increasing to + o¢ 

and 1 is strictly decreasing to - o o  on ( I  IAI, oo). From these observations we derive the graphs shown in 

figs. l a - l c  f rom which the assertions of the proposi t ion can be read off. 

Remarks 

(1) We will later show that the origin is the only stable solution for 3' satisfying 3' ~ ( l / r ,  k). 

(2) In ref. [7], a result is proven which shows this stabilization for another  general class of coupled 

oscillators. 

3. Oscillators with no shear 

In this section we assume that ql = q2 -- 0 and obtain quite explicit informat ion about  the evolution of 

solutions to (1.2) as the parameters A = to 2 - ~01 and 3' are varied. In section 3.1 we consider symmetric 

solutions to (1.2), i.e., solutions with r 1 --- r 2. We show that, as the coupling strength 3' increases f rom zero, 

the system passes through phase drift  to locking. Depending on the frequency difference A, it may  also 

pass through a region in which the rest state (with zero amplitude) is the only stable solution. The 

amplitudes are calculated explicitly, and a formula is given for the invariant torus which contains these 

solutions. Section 3.2 constructs nonsymmetr ic  phase-locked solutions (i.e., rl 4: rE) and shows that the 

symmetric  solutions are the only stable phase locked solutions. Our  main results in this section are 

summarized in figs. 4 and 5. 

3.1. Symmetric solutions 

We now turn to the full nonlinear behavior of  (1.2), which is most  t ransparant  when there is no "shear ,"  

i.e., ql = q2 = 0. (1.2) then becomes 

t: 1 = rl(1 - x 3 ' -  r 2) + Yr2cos ~, 

#2 = r2(1 - r y -  4 )  + yrxc°s ~), 

= A -- 7 ( r z / r  1 + rl/r2) sin~.  (3.1) 
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a 14f:~-c~ 

a(1-c) 

a(1-c) 
Fig. 2. The graph of (3.3) in the 02, ¢ plane is an ellipse with 
major axis having an angle ,~/2 - ~, from the horizontal axis. 

We note  that  this system is symmetr ic  with respect to r 1 and r2; thus, we can look for solutions with 

r 1 = r 2 = #, which satisfy 

0 = o ( 1  - , , ` / -  0 2) + `/o co s  q,, 

= A - -  2 ` / s i n  ~ .  (3.2)  

Clearly,  solutions ( P , ¢ )  to (3.2) generate solutions (O, O, q~) to (3.1). The  analysis of the transit ions 

encountered  in (3.2) as ` / increases  f rom 0 (no coupling) is made  clearer by the observa t ion  that  for a large 

range of pa ramete r s  there is an invariant  oval for (3.2). (This cor responds  to an invar iant  torus in r~, 0~ 

space.) To  see this, we use the fact that  (3.2) is equivalent  under  a change of variables to eq. (31) in ref. [1], 

for which an explicit solution was given in ref. [1]. Thus  we have an explicit solution for (3.2). First, one 

solves the second equat ion of (3.2) for q~(t) by  quadrature ;  then O(t) is given by  

p2 ( t )  = a ( 1  - cZ)/{ 1 + e s i n [ r p ( t )  + ~b]}, (3.3)  

where  a = 1 - ry ,  c = ` / /  ~A , and tan ~ = 2a/A. For  a > 0 and c ~ [0,1), i.e., for  `/ small enough, 

(3.3) describes a fourth-order  oval. In (p2, ¢p) coordinates  (3.3) describes an ellipse whose major  axis lies on 

the ray ~o = ,~/2 - ~k and whose loci are at the origin and  at (02, ¢p) = (2ac, v / 2  - q~). The  major  semi-axis 

of this ellipse has length a and its minor  semi-axis has length av/1 - c 2 (fig. 2). For  convenience,  we shall 

use the ellipse interpretat ion.  In  ref. [1] it is shown that  (3.3) is an asymptot ica l ly  stable solution to (3.2) 

which at t racts  everything except the origin in R 2. The  ellipse persists as long as c < 1 and a < 1. The 
1 2 inequal i ty  c < 1 is equivalent to (1 - K2)`/2 + 2 K - / -  (1 + aA ) < 0, that  is, , / <  k (x ,  A), while a > 0 is 

equivalent  to ` / <  1/K (cf. proposi t ion 2.1). 

The  flow described by (3.2) contains no rest points  if 2 - / / I A I  < 1. Thus,  for `/ small  (3.2) describes the 

project ion of a torus flow onto the (p,  q~) space, i.e., a phase-dr i f t  solution. The  behavior  of  (3.2) is best  

described by  considering the two separate  cases [A I > 2 / r  and IAI < 2 /~ .  Since the quali tat ive behavior  is 

independen t  of  the specific value of ~ as long as K > 0, we shall s implify the calculat ions by taking x = 1. 

The  behavior  for K = 0 is covered by the case IAI < 2/K.  

(i) I f  I z~l < 2 then ½1A } < k(1, A ) <  1. For  ` / ~  (0, ~ I ZXl) we have the torus flow (phase  drift) described 
1 above  and shown in fig. 3a. At ` / =  51za I a s a d d l e - n o d e  rest poin t  appears  and the ellipse becomes  a 

homocl inic  orbit  (fig. 3b). This marks  the onset of phase  locking and the loss of drift. For  ` / ~  (½ Izal, k)  the 

s a d d l e - n o d e  splits into a saddle and a node, and the ellipse consists of  a pair  of  heteroclinic orbits  jo ining 
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Fig. 3. Symmetric flow in the p2,~ plane for A > 0  and various values of y. (a) 0 < y <  ½a: stable phase drift; (b) y =  ½a: 

saddle-node bifurcation; (c) ½A < 3, < k: saddle and sink joined by heteroclinic orbits. For y = k, the saddle merges with the origin 

in a Hopf bifurcation, leaving only the sink, which persists '¢ "y _< k. For zi < 0, all the above flows have reversed orientation. 

them (fig. 3c). The rest points are given by 

p~ = 1-3 ,_+ C -  ¼A2, 

~+=  arcs in(a /23 , ) ,  ~_= v - arcsin(za/23,) (3.4) 

and represent a pair of phase-locked orbits. The " + "  sign in (3.4) corresponds to the node and the " - "  

sign to the saddle. As 3, $ k, c 1' 1 and the elhpse gets thinner. At 3, = k the saddle merges with the origin 

and only the node remains. This coincides with the bifurcation at the origin described in proposition 2.1 

and shows that it is a Hopf bifurcation. The node persists for all 3' > k. 

(ii) If IAI > 2 then 1 < ½1al < k(1, A). For 3, ~ (0,1) we have the phase-drift torus flow shown in fig. 3a. 

However, as 3, 1' 1, p 2 ( . ) ~  0 and the torus merges with the origin (Hopf bifurcation) at 3, = 1 (cf. 

proposition 2.1). For 3, ~ (1, k) there is no invariant ellipse and no nontrivial rest points for (3.2). As 

shown in section 2, for y ~ (1, k) the origin is stable so that this is the parameter region associated with 

the Bar-Eli effect. For 3, = k there is a bifurcation in which the origin loses stability and, as can be seen 

from (3.4), the rest state (phase-locked orbit in ri, 8i space) # = p+, ¢~ = @+ emerges. This phase-locked 

orbit persists for all 3, > k. 

We now turn to the stability of the symmetric solutions constructed above, which must be investigated 

in the context of (3.1), not (3.2). To establish the stability of the phase-drift solutions, we rewrite (3.1) in 

coordinates adapted to the existence of a symmetric solution: 

0 . = ½ ( r l - - r 2 )  , 'r = l ( r l +  r 2 ) .  

The resulting systems is 

6 = a ( a  - 3,cos ~ - 3"r 2 - o2), 

4 = "r(a + 3,cos th - "r 2 - 302), 

~ = A  23,(r2 + 02) sin~. 
1. 2 _ 0 .2 

(3.5) 

In these coordinates, the drift solution (which corresponds to an invariant torus in r i, O i space) is given by 
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o = O, "r = 10(t), ~ = ~( t ) ,  where 10 is defined by eq. (3.3) and ~ ( t )  is any solution to q~' = A - 23, sin~. The 

variational system of (3.5) with respect to one of these periodic solutions is 

V' = 

a - 3, cos q~ - 302 0 0 

0 a + 3, cos ~b - 31o 2 - 3,10 sin 

0 0 - 2 7 c o s ~  

V. (3.6) 

The coefficient matrix in (3.6) is block diagonal and upper  triangular. The Floquet  multiplier associated 

with the upper  1 X 1 block is 

#t = e x p ( f 0 r [ a -  3,cos ~ ( t ) -  302(t)]dt), 

while the multipliers associated with the lower 2 × 2 block are 

Ix2=exp( foT[a + 3,cos~( t) - 3p2( t)] dt) 

and 

. 3  = 

Since ~ = A -- 23, sin ~ :~ 0 it is easy to check that 

f0 r c o s @ ( t )  d t  = 0. 

Thus/~ 3 = 1 and the two multipliers corresponding to directions normal  to the symmetr ic  drift solution are 
- -  e l equal: /~1 =/x2 = , where 

I -=  f 0 r [ a - -  30a(t)] dt.  

An  integral similar to I was evaluated explicitly in ref. [1], and after a suitable t ransformat ion that result 

can be used to show that 

I = - 4 ~ a ~ -  43, 2 . 

Since A2~> 43 ,2 for a drift solution, I is real and negative. Thus, as long as 3, < m i n ( 1 / r , ~ l A I ) ,  the 

phase-drif t  solution exists and it is stable, since e t < 1. 

To check the stability of the critical points, we use (3.6) along with the formulas (3.4) for the rest points. 

Let b =  (3,2 ~ 2 - z A  , where b is real for 23, / IAI  > 1. The eigenvalues for the positive branch are - 2 b ,  

- 2 ( a  + b), - 2 ( a  + 2b), so that this branch is always stable. The eigenvalues for the negative branch are 

2b, 2(b - a), 2(2b - a). Since b > 0, this branch is always unstable. There are bifurcations at a = 2b and 

a = b. Since a = b if and only if 3, = k, this bifurcat ion corresponds to the disappearance of  the negative 

b ranch  when it hits the origin. The bifurcation at a = 2b corresponds to the interaction of  the negative 
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Fig. 4. The bifurcation curves in the Y, A parameter planes for 
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branch with the symmetric solutions (see section 3.2) and occurs when "t satisfies 

33, 2 + 23, - (1 + A2) = 0, (3.7) 

i.e., when ~, = h(1, A) --- ½ ( 4 ~  3A 2 - 1). 

The bifurcation curves in the (3,, A) parameter plane for the symmetric solutions are shown in fig. 4. The 

phase-drift solution is the only symmetric solution in the set {(3,, A) ~ R2 :0  < 3, < rain(½ Ial, 1)) and it is 

stable. For IA I ~ (0, 2), phase drift ends with the emergence of two symmetric phase-locked solutions (one 

stable and one unstable) on the line 3, = ½ Ial. These persist for 3, ~ ( I  IAI, k(1, A)) with the unstable one 

disappearing at the origin in a Hopf bifurcation on the curve 3, --- k(1, A). For "y > k(1, A) there is a unique 

symmetric phase-locked solution and it is stable. For IA[ ~(2 ,  oo) the phase drift ends with a Hopf 

bifurcation at the origin on the line 3, = 1. For "t ~ (1, k(1, A)) we are in the Bar-Eli region where only the 

rest state at the origin is stable. This ends on the curve 3, = k(1, A) with a Hopf  bifurcation in which the 

origin looses stability and a stable phase-locked solution emerges. The stable phase-locked solution persists 

for all 3, > k(1, A). In figs. 5a-5c, we give the corresponding bifurcation diagrams in the (3,, max q )  plane 

for IAI ~ (0,2), IAI = 2 and IAI ~ (2, ~) .  These diagrams also show two branches of asymmetric phase- 

locked solutions, which we will discuss more fully in subsection 3.2. The asymmetric solutions intersect the 

unstable phase-locked branch along the curve 3,--h(1, A) given by (3.7) and shown in fig. 4. Note that 

½ [A[ < h (1, A) < k(1, A) for I A[ ~ [0, 2) and that the curves 3, = X IAI, 3, = h (1, A) and 1, = k(1, A) are all 

tangent to one another at IAI = 2. 
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Fig. 5. The bifurcation diagram in the y, max r 1 plane for various fixed values of A. The flow is the same as in fig. 4. (a) ]A[ e (0,2): 

phase-locked solution emerges from finite amplitude phase drift by the mechanism shown in figs. 3a-3c.  (b) I/~ ] = 2: transitional 

case. (c) IAI e (2, oe): as 7 increases, the phase-drift solution collapses in a Hopf  bifurcation that leaves the origin stable. For 3' > k, 

there is a stable phase lock. 

3.2. Asymmetric solutions 

We now consider the asymmetric phase-locked solutions of (3,1), i.e., solutions in which r~ :~ r v Indeed, 

we shall construct all the equilibrium solutions to (3.1). The equilibria satisfy 

rl(a--rx  z) -= --Yr2cos*, r 2 ( a - 4 ) =  - -Yrlcos*,  

A = 7 ( r2 /q  + rl/r2) s in , .  (3.8) 

Again, we shall assume that x = 1, so a = 1 - 7- We take the ratio of the first two equations and obtain 

r?(a-r?)=4(a-4). 

Thus, either r? = 4 or rl z = ( a -  4 ) .  The former are just the symmetric solutions that we have already 

considered. As we have done in section 3.1, we can reduce (3.8) to a single equation for r2: 

r ~ = ½ a [ l + ~ l - - 4 y 2 / ( a 2 + A  2 ) ] .  (3.9) 

Asymmetric solutions exist if and only if a > 0 and 1 - 4 7 2 / ( a  2 + A 2) >_ 0. Therefore, for [A I < 2, 7 must 

lie between 0 and the hyperbola described by (3.7) (cf. fig. 4). At 7 = h(1, A) there is a turning point 

bifurcation and both asymmetric branches terminate on the unstable symmetric phase-locked branch with 

rl z =  r~ = ½a (cf. fig. 5), For Izll > 2, the asymmetric solutions exist only if 0 < ~ < 1. In that case, they end 

in a Hopf bifurcation at the origin, with 7 = 1 (cf. figs. 5b and 5c). We prove below that these solutions are 

always asymptotically unstable. 

The Jacobian for (3.1) is 

1 - x y  - 3r~ 

" / cos ,  

- 7  s i n ,  (1/r  2 - r2/rl 2) 

COS * 

1 - x 7  - 3r~ 

- v s i n ,  ( 1 / q  - r t /r  ~) 

- r2"/sin,  

- r £ / s i n ,  

- ' / c o s ,  (r~ + r2)/qr2 

(3.10) 
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Multiplying the first and second equations of (3.8) by r 2 and r 1 respectively and adding, we see that 

-  cos, ( r¢ 
rlr2 } 

Thus, the trace of (3.10) is identically 0. A very tedious calculation shows that the determinant of (3.10), 

evaluated at the asymmetric critical points, is - 2 a ( a  2 + za 2 - 43,2), so the determinant is negative when a 

is positive. We conclude that for a > 0 and ~ < h(1, A), two eigenvalues of (3.10) have positive real part 

and one has negative real part; thus the solutions are unstable. 

Remark. We recall that there is an invariant ellipse for (3.2) as long as ~ < k. For IA[ < 2, the unstable 

asymmetric branch of phase-locked solutions coincides with the unstable branch of symmetric ones when 

(3.7) is satisfied. This happens for a value of y that is less than k. Thus, at that point, the invariant ellipse 

does not vanish, but it changes its stability type. 

4. Symmetrically coupled oscillators: nonzero shear 

In this section we discuss the behavior of a system of coupled oscillators with nonzero shear. 

Specifically, we assume that qj :~ 0 for j = 1 and 2 so that each oscillator has a local frequency that 

depends on amplitude. The new phenomena we shall find occur for ~, = q l -  q2 > 0. As we observed in 

section 2.1, shear does not affect the stability or instability of the zero rest state so that, in particular, we 

still have the Bar-Eli effect occurring in the same subset of the parameter space. However, for nonzero 

shear the transition from phase drift to phase lock is much more complicated than in the zero shear case. 

As we shall show, there is a region in the (7, A) parameter half-plane where the transition occurs in the 

manner described in section 2, i.e., the saddle-nodes which occur at the onset of phase lock break the 

phase-drift solution. However, for I, > 0 there are also parameter regions in which the system is bistable, 

with phase lock coexisting with either stable phase drift or stable rest at zero. Although in the nonzero 

shear case we do not have an explicit representation of the phase-drift solution, we are still able to prove 

these assertions. We will, however, rely on numerical evidence for some of the details, particularly for the 

global bifurcations that shape the bistable regimes. 

Our analysis is elementary but rather complicated, so we begin with a brief outline. In section 4,1 we 

consider the symmetric phase-locked solutions and, in particular, find the bifurcation curves in the 

parameter plane along which these solutions are born or die. Changes in stability on these curves provide 

important clues to the global bifurcation picture, and some of these changes occur when symmetric 

solutions interact with asymmetric ones. In section 4.2 we find the curve along which symmetric and 

asymmetric branches of solutions intersect. In section 4.3 we do the stability calculations for the symmetric 

phase locked solutions along the curves identified in sections 4.1 and 4.2. These results are summarized in 

fig. 6 (which should be contrasted with fig. 4) and in proposition 4.1. 

In section 4.4 we investigate the existence, uniqueness and stability of symmetric phase drift solutions. 

We combine some standard theory of codimension-two bifurcations with detailed phase plane analysis to 

show the existence of regions in parameter space where the system is bistable with a stable locked solution 

coexisting with either a stable phase drift solution or stable rest at zero. In addition, we use the results of 

our numerical studies to provide a detailed description of various transition mechanisms, particularly those 
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Fig, 6. Bifurcation diagram in 3', A parameter plane for the symmetric p, ~, flow in the presence of shear. Note that the symmetries in 

fig. 2 have been broken. 

by which bistability is lost. The subsection ends with some rather complicated bifurcation diagrams which 

represent our proposed synthesis of all the analytical and numerical evidence (figs. 15, 16 and 18). 

In the final subsection, 4.5, we describe the effect of shear on the frequency of the phase-locked system. 

These effects are qualitatively as well as quantitatively dependent on the nature of the coupling, i.e., on the 

value of K. 

In the zero shear case, for 3' sufficiently small, the only stable solution is phase drift. As 7 is increased, 

stable phase lock results either from an infinite period bifurcation on the phase drift solution for IA[ < 2 

or, for IA[ > 2, as a bifurcation from the stable rest state at zero after the phase drift solution has 

disappeared (Bar-Eli effect). The curves along which these bifurcations occur, together with the curves 

along which the symmetric and asymmetric phase-locked solution intersect, are all tangent at the 

degenerate bifurcation points (1, 5- 2) in fig. 4. For v > 0 these degenerate points are partially unfolded and 



D.G. A ronson et al. / Amplitude response of coupled oscillators 417 

the cor responding  bifurcation curves do not have a c o m m o n  intersection (cf. fig. 6). As we shall see, this is 

the source of  new phenomena  in the nonzero shear case. 

4.1. Symmetric phase-locked solutions 

To find symmetr ic  solutions to (1.2) set p = r t = r 2. The  system reduces to 

~=p(a-p2+ycosep), q~ = Zi + v p 2 -  2y sinq~. (4.1)  

Symmetr ic  phase-locked solutions to (1.2) are obta ined by solving the equat ions 

a - R  + y c o s ~ = 0 ,  s in~  = (A + u R ) / 2 y ,  (4.2)  

where R = p 2. If  v = 0 these equations are the same as the corresponding equat ions in the no-shear  case, so 

we assume without  loss of generality that  v > 0. The solutions to (4.2) are given by  

R += (1 / s ) [4a -  vA +_ V/(4a - vZi)2- s(4a2_ 4y2 + A 2) ], (4.3) 

s in~  + =  ( a  + vR±)/2y, c o s ~  ± =  (R +- a)/y,  

where s = 4 + v 2. (For  v = 0, (4.3) reduces to (3.4).) It  is clear that  3R-/By < 0, and it can be shown that  

bR +~by > 0 whenever they are defined. 

Nonzero  symmetr ic  phase-locked solutions are born  in a s a d d l e - n o d e  bifurcat ion and satisfy 

R +=  R - =  ( 4 a  - uA)/s > 0. (4.4)  

In  view of (4.3), they are characterized by  

( 4 a -  I ,A)2=  s(4a 2_ 4y2 + A2). 

We solve for  y, with the simplifying assumpt ion  r = 1 (so a = 1 - y), to obta in  

v = ~ [ - ~ ( A  + ~) + ¢71a + ~l]- 

Choosing the sign so that y > 0, this becomes 

y =  I , ( A )  - ] ( a  + v ) ( ¢ 7 - v ) - l + ( A )  if A + v_> 0, 

=- ¼(A+g)(V~+v)=I=(A) i f A + v < 0 .  (4.5) 

The  condi t ion R ± >  0 means that  we want  only that  par t  of  the curve (4.5) which lies to the left of  the line: 

y =  1 - ¼vA.  

This line intersects y = I(A) at the points  P ± 2  = (Y+2, A ±z),  where 

= 1 = - ¼ ~ A  z a z  = ¢ 7  - ~ ,  a _ z  - ( ¢ 7  + ~ ) ,  Yz = z e T A 2 ,  Y - ~  - • 

Note  that  A 2 ~ (0,2) and A_ 2 ~ ( - o o ,  - 2 )  (fig. 6). 
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On the curve (4.5), R +=  R e ( / ( A ) ,  A) decreases f rom 1 at (0, - p) to 0 at P±2-  In view of (4.3), (4.4) 

and (4.5) 

c o s ~ b ± ( l ( A ) ,  A ) = - - ~ / V ~  - i f A + u _ > 0 ,  

= v / v / s  i f  A + v < 0 

and 

s i n q , + ( l ( A ) , a ) = 2 / v c S  - f o r A ~ ( a  2, A2).  

For  A ~ ( A _ 2  , A 2 )  , the R + branch  of phase- locked solutions persists (i.e., R + >  0) everywhere to the 

right of  7 = l(A).  The R -  branch  disappears  (i.e., R - =  0) in a bi furcat ion at the origin along the pa rabo la  

3' = k ( A )  = 1(1 + ~A2). 

( In  section 3 we used the notat ion • = k(1, A) for this parabola . )  No te  that  the curve 7 = k ( A )  is tangent  

to 7 = l~(A) at the points  P - 2  and P2 (cf. fig. 6). For  A ~ ( -  oo, A_z)  U (z12, ~ )  the R -  b ranch  of (4.3) 

does not  exist and the only symmetr ic  phase- locked solutions are on the R + branch.  In  this case the R + 

b r a nch  bifurcates  f rom zero along the pa rabo la  7 = k ( A )  and persists everywhere  to the right of it. We 

define the C 1 function 

p , ( a ) - - = l , ( A )  o n [ A _ 2 ,  Az] 

- k ( a )  o n a \ [ A _  2 ,Az] .  (4.6) 

The  R ÷ b ranch  of phase-locked solutions is born  on the curve 7 = p~(A) in a s a d d l e - n o d e  bifurcat ion with 

the R -  b ranch  for z~ ~ [ A  v A2] and, as we shall show in section 4.4, in a s a d d l e - n o d e  bi furcat ion at zero 

for  A ~ [A_2 , A2]. 

4.2. A s y m m e t r i c  phase-locked solutions 

Asymmet r i c  phase-locked solutions of  (1.2) are found by solving the equat ions 

r 1 2  + r22 ~ a ,  

r a v e -  rl z + ycos •  = 0, 

A - aq2 + ( q ,  + q 2 ) r (  
7a 

r l ( a  --  
- -  sin4) = 0, (4.7)  

where  we are again assuming that  r = 1 so that  a = 1 - "/. There  is nothing to be  gained by  a t tempt ing  to 

actual ly solve these equations since we shall be  interested only in the intersections of the symmetr ic  and 

asymmet r i c  branches  of solutions. In  view of (4.7), asymmetr ic  solutions can exist only for a > 0, i.e., for 

7 ~ [0,1). Moreover ,  it follows f rom (4.7) that  intersections of  symmetr ic  and asymmet r i c  branches  are 

character ized by  rx z = r~ --- x ~a. Thus,  by (4.3), they occur  when 

(16 - S)'y 2 "[- 2(S "4- 2VZl) 7 -- S -- 4pA -- 4A 2 = 0, 
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Naturally, this equation reduces to (3.7) for v = 0. Solving for y we find that R ± = 1 ~a on the curves 

3, = h~+(A) for A ~ [ - 2 , 2 ]  i f0  < u < 4 ,  

= h+ (A)  for A ~ [ a , 2 ]  if ~, > 4, 

=h~-(A)  f o r A ~ ( / ~ , - 2 ]  if v > 4 ,  (4.8) 

where 

and 

1 p 2 ( - s -  2vA + 4X/3a 2+ 4vA + s )  
b y ( a ) -  1 2 -  

h~C~(a) = (a  2 + 2¢~a + 4) / (2¢Xa + 8), 

for v ¢ 2f3-, 

a =  ½ ( ~ v  2 -  12 - 2v). 

The curves y=h ,~ (A)  are hyperbolic and h~-(A) coincides with h(1, A) defined below (3.7). The 

restriction in (4.8) to segments of these hyperbolae ensures that 3' < 1, i.e. a > 0. Note that h ,+(-  ]u) = 1 

and dh,+( - ] v ) / d A  = 0, while h~(z~)= h~-(/~) and d h f ( z ~ ) / d A  = Too for v > 2¢~-. Moreover h,+(+2) 

= 1  if 0 < u < 4  and h ~ ( + 2 ) = l  if 1,>4. In all cases the curves (4.8) lie in the strip ! < y < l  and 

terminate at the points (1, _+ 2) (cf. fig. 6). To avoid an unprofitable proliferation of cases we wi l l  a s s u m e  

f r o m  now  on tha t  0 < v < 4. 

In view of (4.4), the condition that the saddle-nodes born on y =/~(A) satisfy R ± -  1 - i a  is 

( 4 - v 2 )  [ 1 -  I , , (A) ]  =2vA.  (4.9) 

Solving (4.9) on the lower branch 1= l~- of (4.5) we obtain k = ( / . , 2_  4 ) / ( ¢ } - -  2v). From (4.5) the 

corresponding value of y is 

y = - 2 0 .  

Thus either y < 0 or y > 1 and it follows that R ±= 1 i a  > 0 canno t  ho ld  on y = I~-(A). The solution to (4.9) 

for l = 1~ + is 

Zi 1 - (4 - v2)/(C"J - + 2v) 

and 

71 = I~+(Aa) = ¢~-/(v~- + 2v) .  

One can verify that Yx ~ ({, ~2)'  A1 ~ ( -- 1 A2)  and + ~v, Yx = h, (A1).  Indeed, y = h+(A) is t a n g e n t  to 

y = I+(A) at P1 -= (Y1, Az) (cf. fig. 6). As we shall see in section 4.3, Px is a degenerate bifurcation point 

which plays an important role in the analysis of the coexistence of phase-drift and phase-locked solutions 

(see section 4.4). 

Since R ±> ial on (4.5) for A ~ [ - 2 ,  A1) and R -  decreases with increasing y for fixed A, it is possible 
+ 

that the R -  branch intersects the asymmetric solutions (with R - =  ½a) on y -- h~ (A). On the other hand, 
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R ± <  1 _ 1 ~a on (4.5) for A ~ (Aa, A2) and R ± -  0 < ~a on (4.6) for A ~ [A2,2 ). Since R + increases with 

increasing y for fixed A, it is possible that the R ÷ branch and the asymmetric solutions intersect on 

7 = h+~(A) for A ~ (Ax,2). As we shall see from the stability analysis in section 4.3, all of these potential 

intersections actually do occur since 7 = h+,(A) is a bifurcation curve for the R -  branch on ( -  2, Ax) and 

for the R ÷ branch on (A1,2). 

4. 3. Stability of symmetric phase-locked solutions 

As in section 3.1, to investigate stability of symmetric solutions we introduce the coordinates o -  
1 ½(q - r2) and 1" = 5(q + rE)" In these coordinates (1.2) becomes 

6 = o ( a -  ycosq~-  3~ " z -  o2), 

4 = z ( a  + ycos q~ - ,/.2 - -  302), 

4 = A + v ( o 2 + ,  2) + 2 / ~ o ' r - 2 7  ~ s i n , ,  

T=  RV~,  

(4.10) 

where t t~  ql q- q2- The symmetric phase-locked solutions are given by o = 0, sin q5 = 

(A + vR±) /27 ,  and cosq~ = (R ± -  a)/3'. The differential of the right-hand side of (4.10) evaluated on a 

symmetric phase-locked solution, is 

j =  

2 ( a -  2R)  0 0 

0 - 2 R  -~v'-R(a+vR) 
2/~v~- 2 v V ~ -  2 ( a - R )  

(4.11) 

where R --- R ±. The eigenvalues of J are 

Xx(R ) - 2 ( a -  2R) ,  

X j ( R )  = a -  2R + ( - 1 ) J i ( a -  2R)  2 -  R[sR - ( 4 a -  vA)] (j=2,3). 

Since J is block triangular, ~2 and X 3 are the eigenvalues of the lower right-hand 2 × 2 block and govern 

stability in the plane o = 0, while X 1 is the eigenvalue of the upper left-hand 1 × 1 block and governs 

stability in the complimentary space o :~ 0. Note that, as in section 3.1, ~,1 = ~2 + X3; as we will see below, 

this forces a non-generic bifurcation. 

To describe the evolution in parameter space of the stability of an equilibrium (0, v/R, q,) it is convenient 

to use its signature 

6P (R )  -= (e l ,  e2, e3), 

where 

ej = + 

= 0  

if Re Xj ( R )  > 0, 

if R e X j ( R )  = 0 ,  

if R e h j ( R )  <0 ( j =  1 ,2 ,3 ) .  
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An equilibrium is asymptotically stable if and only if its signature is ( - ,  , 

of this section we will use several subregions of the (3', ,4) parameter space: 

D += ( (3 ' , ' 4 ) :  ~ '>p, ( ,4) , ,4  ~ R},  

D+=  {(T , ,4 ) :  P,(,4)<'/<h,(,4),,41<,4<2}, 

D - =  ( ( y , , 4 ) :  l,(,4)<'~<k(,4),,4_2<,4 <,4z} ,  

and 
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- - ). In stating the main result 

D~ -= { ( y , , 4 ) :  h,(,4) <T < k ( ' 4 ) , -  2 <'4 <'41} U {(T, ,4)"  1,(,4) < y < k( '4) , '4a  <'4 < '42} .  

These subregions are shown in fig. 6. 

Proposition 4.1. 
(a) The R ÷ branch of phase-locked solutions exists in the region D ÷ and has signature 

5P(R+) = ( + ,  + ,  + ) i n D  + 

- (  , , - )  in the interior of D + \ D  +. 

(b) The R -  branch of phase-locked solutions exists in the region D -  and has signature 

5 ~ ( R - ) = ( + , + ,  - )  inD~- 

= ( - ,  + ,  - )  in the interior of D- \D~- .  

Recall that in section 2 we proved that the rest state at the origin is asymptotically stable for (1.2) in the 

parameter region {('y, ,4): 1 < ~, < k(,4), 1,41 > 2}. Combining this with proposition 4.1a we obtain 

Corollary 4.2. The system (1.2) is bistable with both the rest state at the origin and the symmetric 

phase-locked state (~+, R +) asymptotically stable in the parameter region 

{ (T , '4 ) :  max(l ,  t , ( '4) )  <T < k( '4 ) , '4_2  < '4 < - 2 } .  

Proof of proposition 4.1a. Let 

m = max(0, (4a - r,4)/s). 

If A ~ ( - - ~ , A a )  t_J(2,~ ) then the R + branch of phase-locked solutions is born on 3,=p,(A) with 

R + = m >  ½a so that 5 a ( R + ) = ( - , 0 , - ) .  In view of (4.3) and the results proved in section 4.2, 

R+>  max(m, ½a) for y > p,(A). Thus a - 2R+< 0 and Re ~2(R +) < a - 2R++  la - 2R + I = 0. It follows 

that 5a(R + ) = (  , , ) fo r  3'>P~(A) and ,4 ~ [,4t, 2]. 

For ,4 ~ (,41,2) we have R += m < ½a on , /=p,( ,4)  and hence 5~(R+) = ( + ,  + ,0). If p~(,4) < "/< h,(,4) 

then m < R + < x ~a. Therefore Re ~2(R +) > 0 and it follows that 5a(R +) = ( + ,  + ,  +). For ~, = h~(,4) we 
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have m < R +=  ½a. Consequently XI(R +) = 0 and 

Xj(R+)=(-1)Ji~-R+[(4a-uA)-sR +] ( j = 2 , 3 )  

so that 5P(R+)  = (0,0,0). Finally, if 7 > h,(A) then R + >  max(m,  ½a) and 6P(R +) = ( , , ). [] 

Remark. Because of the relationship h x = h 2 + 2~3, the bifurcation which occurs on the R ÷ branch as the 

parameter  point  crosses the curve 3' = h,+(/x) for A ~ (/xa,2) combines a H o p f  bifurcation in the o = 0 

plane (complex eigenvalues h 2 and h 3 cross the imaginary axis) and a transcritical bifurcation in the 

complementa ry  space o s~ 0 corresponding to an intersection of the R ÷ branch  with the asymmetric  

solutions. Al though the combinat ion of these bifurcations is nongeneric, the H o p f  bifurcation in the plane 

o = 0 is generic since it occurs on the H o p f  curve which emanates f rom the degenerate s add le -node  

bifurcat ion at the Bogdanov-Takens  point  P1 (cf. section 4.4). 

Proof of proposition 4.lb. The R ÷ and R -  branches of  phase-locked solutions coincide on 7 = I,(A). Thus 

5 a ( R - ) = ( - , 0 ,  - )  f o r A ~ ( A  2,A1),  

= ( + ,  + , 0 )  for/x~-(/xx, A2). 

If/X ~ (/xv/X2) then the R -  branch persists for lv(A ) < 7 < k(/x) with 

0 < R - <  m i n ( ( 4 a -  vA)/s, ½a) 

so that S f ( R - ) = ( + , + , - ) .  For  7 = k ( A )  we have R - = 0  and 6a (R  - ) = ( + , + , 0 ) .  If A ~ ( A  E , - 2 )  

then the R -  branch persists for l , (A) < -f < k (A)  with 

' (4a  ~/x)/s. ~a<R-< - 

Therefore 5 ~ ( R - )  = ( - ,  + ,  - ). On 7 = k(A),  5~ ' (R- )  = ( - , 0 ,  - ). Finally, if A ~ ( - 2 , / X l )  then 

-~a < R - <  ( 4 a -  rA)/s 

5a 

0 < R - <  m i n ( ( 4 a  - ~ A ) / s ,  ½a ) 

if l . ( A )  < Y < h ~ ( A ) ,  

if "t = h . ( A ) , a n d  

if h~(A)  < 7 < k ( A ) .  

It follows that  

= ( - , + , - )  

=(0,+,-)  

= (+ ,+ , - )  

=(+,+,0) 

for l . ( A )  < y < h . ( A ) ,  

for y = h,(A), 

for h~(A)  < 7 < k ( A ) ,  

for ~, = k ( A ) .  [] 
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Fig. 7. A region in which X2(R +) and ~,s(R +) are complex 
for v = 1.2. 

Remarks 

(1) Proposition 4.1a and corollary 4.2 are independent of the value of v > 0. If v > 4 then proposition 

4.1b holds if we add to D~- the region 

{ (v ,  h ,+(z )  < v < h ; ( , a ) ,  < _< - 2 } .  

+ 
(2) For A ~ (A1,2), the eigenvalues ~k2(R +) and ~k3(R +) are pure imaginary on the curve , /=  h~ (A) 

given by (4.8). Thus they are certainly complex for parameter points in some neighborhood of (4.8). Fig. 7 

shows the parameter region where 2,2(R +) and ?~3(R +) are complex for a typical value of p ~ (0,2). 

Observe that the boundary of this region is tangent to the line y = I~+(A) at (Yx, A1)- For u = 0, the Xj(R +) 

are all real and the region of complexity shown in fig. 7 degenerates into the segment {(-/,A): 

, /=  1, A ~ [0,2]}. Since 6P(R - )  = (.,  + , -  ) as long as R-4= 0, it follows that ~ 2 ( R - )  and Xs(R-)  are 

always real. 

4. 4. Symmetric phase drift solutions 

To complete the description of the global dynamics of solutions to (1.2) for nonzero shear, we redirect 

our attention to the symmetric solutions to (1.2). Again we assume that x = 1. Here we are interested in the 

existence, uniqueness and stability of symmetric running solutions, that is, nonconstant solutions ~ = ~(t) ,  

p = p( t )  to (4.1) which satisfy ~ 4= 0 together with 

dp(t+ T ) = d p ( t )  + 2~r,  p ( t +  T ) = p ( t )  
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on R for some T > 0. A running solution will be called a phase-drift solution if it also satisfies 

19( t )  > _ 1 9 o > 0  

on R for some 190 > 0. We are mainly interested in phase-drift solutions, but their analysis requires an 

understanding of the behavior of running solutions with 19 = 0. On any running solution, one Floquet 

multiplier is always equal to 1, while the other is given by 

m exo(j0> '. ' , , ,  

In propositmn 4.3 we give a simple criterion for the nonexistence of phase-drift solutions, and in 

propositions 4.4 and 4.5 we use fixed point arguments to prove the existence of phase-drift solutions in 

certain regions of parameter space. The stability and uniqueness of phase-drift solutions is addressed 

in proposition 4.6 and corollary 4.7, which show that in a certain parameter region every phase-drift 

solution is asymptotically stable and therefore unique. The main analytical result in this section is 

proposition 4.9, in which we study the coexistence and noncoexistence of phase-drift solutions with 

phase-locked saddle-nodes. In contrast to the zero-shear case which we analyzed in section 3, here the 

phase-locked saddle-nodes do not necessarily occur on the phase-drift solutions. This leads to the 

existence of parameter domains in which stable phase lock and stable phase drift coexist. Although the 

existence of these domains is a consequence of our analysis, we are forced to rely on numerical 

observations in order to complete the global picture. Thus, we conclude this section with a series of global 

bifurcation diagrams (figs. 15, 16 and 18) in which we synthesize our analytical and numerical studies. 

Proposition 4.3. There exists no phase drift solution to (4.1) if (3,, A) ~ N, where 

N = { ( 3 , , A ) ' 3 , > m a x ( - 1 , ( A + v ) , - - - ~ a ) , A ~ R } .  

Proof If O > 1 then 

= 19(1 - 3, - 192 + 3 , c o s , )  < 3 , ( c o s ,  - 1)  _< 0.  

On any phase drift solution to (4.1) p is periodic, so it follows that 19 must take its values in (0,1]. 

Moreover, since [q;I > 0 on a phase drift solution, it must pass through the rectangle [0, 2~r] × (0,1] in finite 

time, entering and exiting on the lateral boundaries, Thus there can be no phase drift solution if the q;-null 

cline 

p2 = 1(23,  sinq~ - a )  
P 

(4.12) 

intersects both the line p = 0 and the line p = 1. Since 

1 
- 1 ( 2 3 , + / )  < (23,sinq~--A) < 7 ( 2 3 , - - / )  

p 

both of these intersections occur precisely when (3', A) ~ N. [] 
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For V = 0 there is a running solution Z0a to (4.1) given by 

p(t)  - o .  

This solution extends to Zva given by ~ = ~(t),  p( t )  --- 0 where 

~ = za - 2vs in~ ,  ~(0)  =¢0  

1 provided that ~/< ~IAI. On Zva, m - e x p [ ( 1 -  ~/)T] so that Zva is asymptotically stable for "/> 1 and 

unstable for y ~ [0,1). 

For ~/= 0 and A ¢ - v there is also a phase drift solution ~oa given by 

th(t)  = ( A + 1 ' ) t + ~ b  0, p ( t ) - - - 1 .  

Note that # = p ( 1 -  p2) so that ~0a is the unique phase-drift solution to (4.1) for ~/--0 and is 

asymptotically stable. Indeed, it attracts everything in the half-space p _> 0 except the line p = 0. Using 

standard local theory [29] we can extend ~oa to a stable phase-drift solution ~va for sufficiently small 

"y > 0. Here we will use the specific features of our system to get a more global extension. 

Proposition 4.4. There exists a phase-drift solution to (4.1) for all (~/, A) ~ A~ U A2, where 

and 

A , =  {(r ,  a) :  o_< r < n n(½a,1), a + } 

A 2 =  { ( T , A ) :  0 ~3,< min(l~(A), ½1AI,1), A ~ R - ) \ { ( 0 , - ~ ) } .  

Proof. As we observed above, there is always a phase drift solution ~0a for ~, = 0 and Zi ¢ -1,. It 

therefore suffices to consider the case 7 > 0. 

For 0 < ~, < ~A,X ~ > 0 everywhere in the half-space p _> 0. For "/~ [0,1), Zva is unstable; thus, for any 

sufficiently small Pl > 0, if we follow the trajectory of (4.1) through (2~r, Pl) backwards in time until the 

time t o at which ~(to) = 0, then Po =- p(to) < Pl- On the other hand, ~ ( t )  > 0 and p( t )  < 1 for all t ~ R ÷ 

on the trajectory of (4.1) through (0,1). Thus under the flow of (4.1), the segment [#o, 1] is mapped modulo 

2~r into its interior (fig. 8a.) The flow map therefore has a fixed point on (P0,1). Since there are no rest 

points, a standard argument shows that fixed points of the flow map correspond to phase drift solutions. 

Thus, we are done for (~,, za) ~ A 1. 

For  (-/, Zi) ~ A 2 with zi ~ (-~,,0), the ~-null  cline (4.12) lies between the 15-null clines p = 0 and 

p2= 1 + ~,(cos,/,- 1). (4.13) 

This is true because, at ~ = 0, the point of ~ = 0 is P0 -= 1/-S A/•,, and 0 < Po < 1. There are no rest points 

of (4.1) for (~, A) ~ A2, so the curves ~ = 0, ~ = 0 may not cross. Since the vector field on the ~-nul l  eline 

is vertically upward, ~ > 0 and p2 > (2y sin~ - A)/1, on the trajectory of (4.1) through (0, P0). Moreover, 

> 0 and p < 1 in R + on the trajectory of (4.1) through (0,1). Thus the flow of (4.1) maps (modulo 2~r) 

the segment [Po, 1] into its interior and there exists a phase drift solution (fig. 8b). 
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Fig. 8. Cases of proof of proposition 4.4. (a) ( y , A ) E A 1 ;  (b) ( y , A ) E  A2, A e ( - v , 0 ) ;  (c) ( y , , ~ ) E A 2 , , . I <  - m  In each of the 

cases, the null clines t5 = 0 and @ = 0 do not intersect. 

For (7, /1)  ~ A2 with /1 < - v ,  the @-null cline lies strictly above the 15-null cline (4.13). Hence the 

vector field points vertically downward on the @-null cline. On the trajectory of (4.1) through (2~r, 1), 

< 0 and p < 1 in R +. Since @ < 0 in the neighborhood of the unstable running solution Zy.a, for 

sufficiently small P0 > 0, the trajectory of (4.1) through (2,n, P0) satisfies Pl =-- p ( t o )  > Po at the time t o for 

which @(t0)= 0. Thus the flow maps (modulo 2~r) the segment [Po, 1] into its interior and there exists a 

phase drift solution (fig. 8c). [] 

In order to analyze the evolution of phase drift solutions in the parameter space, we must first analyze 

the evolution of the running solution p = 0. This analysis is independent of 1, and hence could have been 

done in section 3. Since it is not relevant to the conclusions of section 3, we include it here where it is 

relevant. Throughout the discussion we will consider 4, ~ S 1, and so not distinguish between angles which 

differ by multiples of 2~r. 

For  parameter points with 7 = ½A and /1 > 0 there is a saddle-node bifurcation on the line p = 0 at 
1 @ = ~r/2. Similarly, for parameter points with 3' = - ~/1 and A < 0 there is a saddle-node bifurcation on 

the line p = 0 at ep -- 3~r/2. At these bifurcations, the running solution ZvA becomes a homoclinic orbit 

connecting the saddle-nodes. For V > ½ [A[ the saddle-nodes split into a pair of rest points (ep ~:, 0) with 

@+ = arcs in( /1/27)  

= 2~r + arcsin(/1/27) 

for A > 0, 

for A < 0. 
- = ,~ - arcsin( A /27  ),  

The stability of these rest points is determined by the eigenvalues of the differential of the right-hand side 

of (4.1). These are 

XI(~ ) = a + y c o s @ ,  k2(ep) = -2ycosep .  

Since cos @+= ~ -  ~/12/7, it follows that X2(@ +) < 0 for all 7 > ~ 1/11- On the other hand, using (4.6), 

we have 

Xi(¢ +) > 0 

<0 

>0 

in {(7, A): 7> ½1AI,IAI <2} 

in { ( y , A ) :  ½1AI < y < k ( m ) , l A  I > 2 }  

in ( ( y ,  A):  Y > k ( A ) ,  1/11 > 2}. 

For 1/11 < 2, (@+,0) is a saddle point with stable manifold along the line p = 0 and unstable manifold 

perpendicular to p = 0. For IAI > 2, (,/,+,0) is a stable node for ½1AI < 7 < k(/1) and a saddle point for 
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7 > k ( A ) .  The bifurcation at (@+,0) for y = k ( A )  corresponds to the birth of the R + branch of 

phase-locked solutions for A > 2 or a </1-2, and to the disappearance of the R -  branch for A_ 2 </1 < --2 

(see section 4.1). 

Since cos g)-= - ~7 2 - ¼A 2/7 ,  it follows that ~2((~-) > 0 for all 7 > ½1/11. Moreover 

)Xl(t~- ) < 0  in {(Y,/1): 7 > ½[A[, 1/11 > 2 } ,  

> 0  in {(7 , /1) :  ½[/1[ < y < k ( / 1 ) , [ / 1 [  < 2 } ,  

< 0  in ((y,/1): 7>k(/1),l/1[ <2}. 

Thus for [/1[ > 2, (g}-,0) is a saddle point. For [/11 < 2 it changes from an unstable node to a saddle as Y 

increases from ½ [A[ through k(/1). The bifurcation at (@-, 0) for y = k(A) when [/1[ < 2 corresponds to 

the disappearance of the R -  branch of symmetric phase-locked solutions. 

Using some of the properties of the rest points on p = 0 for y > 1 [A[, we extend the existence result in 

proposition 4.4 to a somewhat larger parameter domain, specifically up to the curve 

p,(/1) - 1,(/1) for/1 ~ [/1_2, A2], 

---k(/1) f o r A ~ ( - - o o ,  a_2) U(A2,  oo ). 

Note that 7 =P,(/1) is the curve along which the R + symmetric phase-locked solutions are born in a 

saddle-node bifurcation involving either the R -  solution branch if/1 ~ [ / I  2, A2] or the (@+, 0) solution if 

/1 ~ [a_2,/12]. Moreover, the curves 7 = ½[/11 and y = 1,(/1) intersect at 

/1 = / 1 .  = - . ( ¢ 7  - . ) / ( ¢ 7  - .  + 2 ) .  

Proposition 4.5. There exists a phase-drift solution to (4.2) for all (7, A) ~ B, where 

B = { ( y , A ) :  ½1AI _<7<p, (A) , /1*  < / 1 <  2}. 

Proof. For (7, A) ~ B the only rest points of (4.1) in the half-space p > 0 are the points ((h±,0) discussed 

above. In addition, the @-null dine lies completely below the l~-null cline (4.13), so the vector field points 

vertically upward on the 6-null  cline and @ > 0 everywhere above it. For A > 0, @ > 0 and 0 < p < 1 for all 

t ~ R on the unstable manifold of ((h +, 0). On the trajectory of (4.1) through (@+, 1) we also have @ > 0 and 

0 < p < 1. Thus the phase portrait (modulo 2~r) is as shown in fig. 9a. From similar considerations one can 

conclude that the phase portrait for A E (A*, 0] is as shown in fig. 9b. In both cases the existence of a phase 

drift solution is clear from the standard fixed point argument. [] 

We now turn to the questions of uniqueness and stability of phase drift solutions. For v = 0, the Floquet 

multipliers could be calculated explicitly; for v ~ 0 the argument is less simple. 

Proposition 4. 6. Let 

C = { (7 , /1 ) :  0 ~ 7  < t ,( /1) , /1 ~ R} .  

If ~ is any phase drift solution to (4.1) for (7, A) ~ CI C, then ~ is asymptotically stable. 
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Fig. 9. Cases of p roof  of proposit ion 4.5. (a) ~3 > 0; (b) A* < A < 0. In both  cases, the ~ = 0 null cline lies below the ~5 = 0 null cline. 

Remark. By continuity, asymptotic stability extends a little beyond C1C. 

Corollary 4. 7. For any (y, A) e C there exists at most one phase-drift solution to (3.1). 

Proof of corollary 4.7. For (7, A) e C there are no rest points of (4.1) in the half-space 0 > 0. If ~1 and ~2 

are two phase drift solutions to (4.1), then, by proposition 4.4, both ~1 and ~2 are asymptotically stable. 

There must therefore be an unstable object between ~1 and ~2. However, this is impossible since there 

are no rest points in # > 0 and no unstable phase drift solutions. [] 

Proof of proposition 4.6. Let ~ :  ¢ = ¢0(t), p = po(t) be a phase-drift solution to (4.1). Then, in particular, 

6o (0  :~ 0 in R. We claim that 60 > 0 (<  0) if and only if A + v > 0 (<  0). To prove this we first consider 

the case (7, A) ~ C, in which there are no rest points for (4.1) in the open half-space p > 0. In this case the 

6-nul l  cline (4.12) and the k-null  cline (4.13) do not intersect. In particular, 6 > 0 ( < 0) on the k-null  

cline (4.13) if and only if it lies above (below) the k-null  cline. The phase drift solution ~ must intersect 

the k-null  cline (4.13). Therefore, 6o > 0 ( < 0) if and only if (4.13) lies above (below) (4.12). Finally, the 

necessary and sufficient condition for (4.13) to lie above (below) (4.12) is A + v > 0 ( < 0). It is easy to see 

that the above argument remains valid for (y, A ) ~  CIC provided that the saddle-nodes which arise for 

(y,A) on 3' = l ,(A) do not break ~ .  

We now change coordinates in a neighborhood of ~ .  For A + v ~ 0, 1601 is bounded away from 0. 

Hence, there is a neighborhood ,4/` of # in ¢, p space in which IA + VOZo - 2y s ine  I is bounded away from 

0. For (¢, p) e,W" we take q5 as independent variable and write (4.1) in the form 

d a + " / c o s  dp - p2 (4.14) 
d e  log p = A - 27 sin q~ + vp 2' 

where, with a slight abuse of notation, we have set p = p(qs). By continuity with respect to initial data, any 

solution starting in ,A/" sufficiently close to ~ stays in ,4" for ¢ e [ - 2,~, 2~r]. 
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If (d?, p(¢))  ~,/V" then 

 log = (01- P,`/,A), (4.15) 

where 

v a  + A + v`/cos ¢ - 2T s i n ¢  

#- (  q,, p, `/, A) =- (A - 2,/sinep + v p ~ ) ( a  - 2y sinq, + v p 2 )  " 

Observe that the sign of ~- is determined by the sign of 

Q ( ~ ,  ~,, A) _-_- v a  + A + v`/cos ¢ - 2` /s ine .  

As a function of ~, Q achieves its minimum value at q~ = ~r + a r c t a n ( - 2 / v ) ,  its maximum value at 

~, = 2~r + arctan( - 2/v) ,  and satisfies 

va + A -- ~V~- < Q(~ ,  T, A) < va + a + Tqs-. 

The left-hand equality holds only for ~ = ~r + a r c t a n ( - 2 / v )  and the right-hand equality holds only if 

= 2,n + arctan( - 2/v) .  It is not difficult to verify that 

va + A - '/v~ > 0 if and only if ` /< ~(A + v) (v~ - v) (4.16) 

and 

va + A +-y¢~ < 0  if and only if ` /< - ¼(A + v)(vsF + v).  (4.17) 

Note that the right-hand sides of (4.16), (4.17) give the formulas (4.5) for I(A) in the two cases A + v > 0, 

A + v < 0 .  

Suppose first that ~0 > 0. Then we want to show that IP(q0 - Po(~)l -* 0 as ff ---, oo provided that 

(Y, A ) ~  C1C and I p ( 0 ) -  po(0)l is sufficiently small. To do this we consider the Poincar~ map of Po(~) 

and show that it has an attracting fixed point. Since q~o > 0, it follows that A + v > 0. Then (4.16) implies 

that ~ ( ~ ,  p, 3,, A ) >  0 in JV'× C1C, with equality for at most one value of ~p. In terms of ~ - - l o g p / p  o, 

(4.15) becomes 

de = p02(1 _ e2g )~ . , (~ ,  ~., "~, A), 
d~ (4.18) 

where o~'*(~,~',7, A ) ~ - ( ~ , P 0 e ~ , y , A ) .  Then ~---0 is a solution of (4.18) and the derivative of the 

right-hand side of (4.19) with respect to ~, evaluated at ~ = 0, is strictly negative. It follows that the 

linearization of the Poincar6 map has an eigenvalue strictly less than 1. 

If ~ o < 0  then we want to show that Ip(¢)-po(¢)l ~ 0  as , / , ~ - ~  provided that ( ` / , A ) ~ C 1 C  

and I p ( 0 ) -  po(0)[ is sufficiently small. Since i f0<0  it follows that v + A  < 0. Then (4.17) implies that 
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Fig. 10. Parameter domains for phase drift in symmetric p, ¢ flow. In  A 1 U A 2 U B, there is a phase drift solution for (4.1). In  C, any  

phase drift solution that exists must be unique and stable. Note that C and A 1 U A 2 U B overlap, but do not coincide. In  N,  there are 

no phase drift solutions. 

~ ,  p, 3', A)_< 0 in ./Vx CIC with equality for at most  one value of qS. If we replace ff by - ~  in (4.18), 

the proof of stability proceeds exactly as in the previous case. [] 

Thus far we have shown the existence of a phase-drift solution in the parameter domain A 1 W A 2 W B, 

and the nonexistence of phase-drift solutions in the parameter domain N (fig. 10). Moreover, we have 

shown that in the parameter domain C any phase-drift solution must be stable and unique. Our next result 

gives some information about the nature of phase drift solutions in still another subset of  the parameter 

space. A phase drift solution ~ will be called minimal if there are no phase drift solutions between 2@ and 

the line p = O. 
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1 . 1. Fig. 11. Cases in the proof of proposition 4.8. The minimal phase drift solution is labelled ~m. (a) A > 2,1 < ~, < ~A, (b) A > 2, 3, > 3, 
(c) Zi < -2,1 < 3' < ~ IAI • In each case, a region is identified with no rest points between a pair of orbits. 

Proposition 4.8. Let 

M - { ( ~ , , A ) :  ~ , e ( 1 , ~ ) , A ~ ( - - m , - - 2 ) U ( 2 ,  m ) } .  

If  there is a phase-drif t  solution to (4.1) for (V, A ) E  M then the minimal  phase-dr i f t  solution Ya m is 

unstable  f rom below. 

Proof. I f  ~ e (1, ½A) for A > 2, then Zva is stable. Let P o e  (0,1) be  such that  p --* 0 on the forward orbit  

through (2~r, Po)- Since there are no rest points  in the upper  half-space p >_ 0 the backward  orbit  through 

(2,n, Po) mus t  approach  the minimal  phase-drif t  solution ~m as t --* - oo (fig. l l a ) .  Thus  ~m is unstable  

f rom below. I f  "t > ½A for A > 2 then Zvz no longer exists and there are rest points  0p+,0)  on p = 0. In 

part icular ,  ( ~ - , 0 )  is a saddle point  whose stable manifold  W S ( ~ - , 0 )  is in the set where ~ > 0. Since there 

are no rest points  in the half-space p > 0, WS(q~-,0) approaches  ~m as t --* oo and it follows that  ~m is 

unstable  f rom below (fig. 11b). If  A < - 2 then, in view of proposi t ion  4.1, there exist phase-dr i f t  solutions 

only for  (7, A) in the subset of M characterized by  I < ~ < ½ IAI . In  this case the phase  por t ra i t  is as shown 

in fig. 11c. Since Zvz is stable and there are no rest points  in p > 0 on or below ~m, it is clear that  @~ is 

unstable.  [] 

Remarks  

(1) For  v = 0 the parameter  domains  in proposi t ions  4.3 to 4.8 fit together  neat ly  to reconfirm the 

picture  ob ta ined  directly in section 3. Specifically, there exists a symmetr ic  phase-dr i f t  solution which is 

unique and stable in the pa ramete r  domain  {(y, A): 0 < ~ < min(½ Izal, 1), A e R } = A 1 U A 2 U B c C, and 

there exists no phase-drif t  solution in {(y, A): 7 > ½ IA I, A ~ R} = N. Moreover  in the remainder  of  the 

pa rame te r  space, {(y, A): 1 < "y < ½1AI, IAI > 2} c M, the minimal  phase  drift  solution ~m, if it exists, 

must  be  unstable  f rom below. Actually it is not  difficult to show that  for  ~ = 0 there can be no phase-drift  

solution at all in this part  o f  the parameter space. I f  there exists a phase-dr i f t  solution, then there exists a 

min imal  one ~m, and ~m is unstable f rom below. Let  ~m be given by  p = Pro(if) and assume that  A > 2. 

Since pm(2~r) = pro(0), it follows by  integrating (4.14) that  

0 - - - A  - -  F [ P m ]  , 
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where 

_f2~  a +  vcos ,  
A = A ( 7 ' A )  J0 A - 27 sinq' d~ '  

F [ p ]  = F v a [ p  ] = fO 2" 02 
A - -  27 sin q~ dq~. 

Let O = O(~, Po) denote the solution to (4.14) through (0, P0) where Po < Pm(0) • Then O(~, Oo) < Pm(dP) on 

[0, 2~]. Moreover, in view of the instability of ~m, P0 SUfficiently close to pro(0) implies that p(2~r, Po) < Oo. 

Now integrate (4.14) on 0 = O(~, P0) to obtain the contradiction 

0 > logo(2,~, P0) - l ogp0=A - F [ O ]  > A - F[Pm] = 0. 

(2) For u > 0 the parameter domains in propositions 4.3-4.8 do not fit together so neatly and there are 

several gaps (cf. fig. 10). As we will see presently, parts of the gaps for 7 < 1 are essential since there are 

open subsets of the parameter space where stable phase drift coexists with stable phase lock. The 

boundaries of these subsets are determined by certain global bifurcations which are described below. For 

the most part these global bifurcations are beyond the reach of the rather crude analysis employed here 

and we will ultimately have to rely on numerical observations. However, there still remains some further 

information which can be gotten analytically. 

Along the curve 3, = I~(A) for A ~ (A_2 ' A2) there are saddle-node bifurcations of rest points of (4.1), 

with a codimension-2 bifurcation (Bogdanov-Takens point) occurring at (Y1, Zll). From the general theory 

[28, p. 371] we know that the local picture near (Y1, A1) is as shown in fig. 12. The curve of Hopf 

bifurcations which is labeled (hopf) in fig. 12 has already been identified in section 4.3 and is given by 
za + ---h, (y),  where h+(3,) is defined by (4.8). We do not have an analytic expression for the curve of 

W u 

Fig. 12. The local flow near a degenerate saddle-node ("Bogdanov-Takens point"). 
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homoclinic bifurcations which is labeled (ho) in fig. 12; however, it is tangent to the Hopf  curve at (3'1, A1). 

In order to see how the local picture in fig. 12 interacts with our particular global configuration, we begin 

by examining how the phase portraits change as we move along the curve 3' =p~(A) in parameter space. 

For A ~ (A1, Zi 2) the saddle-nodes which occur in the curve 3' = I,(A) = p,(A) combine a saddle with an 

unstable node. The local flow near such a saddle-node is shown schematically in fig. 12. The unstable 

manifold W u is tangent to the eigenvector corresponding to the positive eigenvalue, and the center 

manifold W e is tangent to the eigenvector corresponding to the zero eigenvalue. For `4 < A t the 

saddle-nodes which occur on 3' = lv(A ) combine a saddle with a stable node. Again, the local flow is 

shown schematically in fig. 12. Here the stable manifold W s is tangent to the eigenvector corresponding to 

the negative eigenvalue. In the degenerate case A = At, there are two zero eigenvalues and the manifolds 

labeled W ¢ are tangent to the corresponding eigenvectors. By combining these local pictures with the 

various other features of the flow for (3', A) on 3' = tar(A ) we can derive the following information about 

the coexistence and non-coexistence of stable phase drift and saddle-node phase lock. 

If there exists a phase drift solution to (4.1), then in addition to the minimal phase drift solution ~m 

discussed above, there is a maximal phase-drift solution ~M characterized by the absence of phase-drift 

solutions between ~ra  and the line p = 1. In counting the number of phase-drift solutions we use the 

convention that a stable or unstable phase-drift solution has multiplicity 1 while a neutrally stable 

(saddle-node) phase-drift solution has multiplicity 2. The following proposition, especially part (e), will 

later be supplemented with numerical data. 

Proposition 4.9. Assume (y, A) satisfy 3, = p~(A) so that there exist saddle-node phase-lock solutions to 

(4.1). 

(a) For ,4 ~ [,41, ,42) there exists a phase-drift solution which is stable and unique. 

(b) For A ~ [A2, 2) there exists an odd number of phase-drift solutions with ~m stable from below and 

~M stable from above. 

(c) For A > 2 there exists an even number of phase-drift solutions with ~m unstable from below and 

~M stable from above. 

(d) Define 3 1 ~ R - by 1,(8_1) = 1. Then there exist no phase-drift solutions to (4.1) for A < 3_1. 

(e) Suppose that A ~ ( 3 1  , ,41). If I4 "¢ ~ W s and W ¢ approaches the saddle-node as t ~ ~ ,  then there 

exists no phase-drift solution. If W ¢ ~ W s and I4 "¢ does not approach the saddle-node as t ~ ~ ,  then 

there exists a phase-drift solution which is stable and unique. 

Proof 

(a) If A e (Ai, A2) and A > 0 then the q~-null cline and the k-null  clines are as shown in fig. 13a. The 

local flow near the saddle-node as shown in fig. 12 can be fit into this picture only with W ¢ coming from 

the unstable node at (q,-, 0). All other orbits which approach the saddle-node must do so as t ~ - oo and 

are as shown in fig. 13a. Therefore the unstable manifold WU(q~ +, 0) from the saddle point (q,+, 0) does not 

approach the saddle-node as t ~ oo and, indeed, lies strictly above it and both branches of W s. This 

justifies the phase portrait given in fig. 13a, from which the existence of a phase-drift solution is clear. 

Uniqueness and stability follow from proposition 4.6. An analogous argument justifies the phase portrait 

for a = A 1 (fig. 13b) and its interpretation. Similar arguments apply if A < 0. 

(b) For A e [A2,2 ) the saddle-node occurs at (q~-,0). Since no orbit in p > 0 approaches (q~-,0) as 

t ~ o0 the phase portrait is as shown in fig. 13c. At least one phase-drift solution exists in the strip between 
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Fig. 13. Cases in the proof of prop 4.9. (a) and (b) refer to case a, (c) to case b, and (d) to case c. In each case, the saddle -node  is 

isolated from the shaded region in the flow. This region is bounded on one side by the orbit through (0,1); on the other side it is 

bounded by WU(e~+,0) in cases a, b, c and by WS(e~-,0) in case d. A phase-drift solution occurs in that region. (a) A a (A1, ~2); (b) 

A =A1;  (c) A E [A2,2); (d) A > 2. 

WU(q~ +, 0) and the forward orbit through (0,1). If it is unique then it must be stable. Otherwise there must 

be an odd number  of phase-drift solutions with ~m stable from below and ~ M  stable from above. 

(c) For A > 2 there is a "stable" saddle-node at (q~+, 0). Locally everything below the stable manifold 

WS(q~-,0) of the saddle point (~ - , 0 )  is attracted to (q~+,0). See fig. 13d. If  there exist any phase-drift 

solutions they must be in the strip between WS(q~-,0) and the forward orbit through (0, 1). In that case, 

there must be an even number of phase-drift solutions with ~m unstable from below and ~ M  stable from 

above. 

(d) Let 3_ 2 ~ R - be the more negative value of 3 such that lv(3) = ½ [3 I. Observe that 3_ 2 < 3 _ 1 < - 2 

(cf. fig. 10). According to proposition 4.3, there exists no phase-drift solution on y =pv(A)  for A _< 3_2; 

hence it suffices to consider a e ( 3 2  , 3_1 ). However, for A E ( 3 2 ,  3_1) the nonexistence of phase drift 

follows from propositions 4.6 and 4.7. 

(e) For zl ~ (3_1, A1) the local flow near the saddle-node is shown schematically in fig. 12. Fig. 14 shows 

various possible global phase portraits incorporating this local flow. Row (b) contains phase portraits for 

the separating case W ¢ -  W s, which is not included in the statement of proposition 4.9. In fig. 14a, 

We4  = W s and W c does not approach the saddle-node as t - *  oo. For A > - v  there is at least one 

phase-drift  solution in the strip between W ¢ and the forward orbit through (0,1). By proposition 4.6 every 

phase-drift  solution is stable and this implies uniqueness. For A < - v we use the fact that Z~a is unstable. 

Thus there exists a p0 > 0 such that the solution p = p(q~, Po) of (4.14) through (2~r, P0) satisfies 

0(0, P0) > P0- There is a phase-drift solution in the strip between W c and p = p(~,  P0)- Stability and 

uniqueness again follow from proposition 4.6. In fig. 14c, W c 4= W ~ and W ¢ approaches the saddle-node 

as t --, oo. For  A > - v everything below W ~ is attracted to the saddle-node.  Thus if a phase-drift solution 

exists it must be in the strip between W s and the forward orbit through (0,1). However, if there exist 
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Fig. 14. Three different sets of possible global phase portraits for the symmetric p, d~ flow. In the three pictures of  case (a), there is a 

stable phase drift; in those of case (b), there is a homoclinic orbit; in those of (c), there is no phase drift. The only difference among 

the various columns is in the relative positions of the null dines;  from left to right: A > 0, - t, < A < 0, A < -- 1,. 

phase-drift solutions then ~m must be unstable from below in contradiction to proposition 4.6. Therefore 

we conclude that there are no phase-drift solutions and that everything in the half-space p > 0 is attracted 

to the saddle-node.  For A < - p ,  the saddle-node attracts everything above W s. If  there is a phas~dr i f t  

solution it must lie between W s and Zva, and ~ must be unstable from above. Since this contradicts 

proposition 4.6 we conclude that there is no phase-drift solution and the saddle-node attracts everything 

in the half-space p > 0. [] 

In order to continue our description of the behavior of the phase-drift solution to (4.1) as the parameters 

are changed, we must now turn to the results of our numerical investigations. The detailed calculations 

which we report were made for p = 0.8. However, the main qualitative features of the results seem to be 

independent of the value of p > 0. 

In parts (b) and (c) of proposition 4.9 we do not rule out the possibility of more than one phase-drift 

solution. However, in our numerical studies we have seen no evidence for nonuniqueness. On the contrary, 

we find that there is a unique stable drift solution on 7 = l , ( A )  for  A E [ A 2 , 2  ] and that there are no 

phase-drift  solutions on 7 = I,(  A ) for  A > 2. Moreover,  at  the transition point  "t = 1, A = 2 there is no 

phase-drift  solution and everything in the half-space p > 0 is attracted to the homocfinic orbit on p = O. 
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Regarding part  (e) of proposition 4.9, we observe numerically the existence of two numbers A + o such 

that 

8_1<fi_o < - V < A o < A  1 

and W c - W s for A = A ±0 (cf. fig. 14b). For A ~ (8_1 , A_o ) U (A o, A1), the phase portraits are given in 

fig. 14a, and stable phase drift coexists with phase-locked saddle-nodes.  Combining this with parts (a) and 

(b) of proposition 4.9 we have the coexistence of stable phase drift and phase-locked saddle-nodes  for 

A ~ (8_1, A_0) U (A0,2). As A $ A o or A ? A_0, the limiting positions of the phase-drift solutions are the 

homoclinic orbits shown in fig. 14b. There are no phase-drift solutions when A = A ± o and the homoclinic 

orbits are semistable. The phase portraits for A ~ (A_o ' Ao) are those in fig. 14c and there are no 

phase-drift  solutions. 

v=p(A) 

Drift & 
Lock 

e Lock 
:lest 

Fig. 15. Some numerically observed global bifurcations, 
specifically (h ÷ ) and (h- ) ,  which are discussed in the text. 
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Fig. 16. A detailed picture of the various phase portraits in a neighborhood of (h-) .  See text for description. 

As 3' increases from p~(A) the saddle-node splits into a saddle point and a node, with the node always 

in the half-plane # > 0. By continuity, this phase-locked node will coexist with the stable phase-drift 

solution for a e (8_1, A0) U (a0,2) and sufficiently small 7 >p~(a).  In particular, for A ~ (8_x ' ao) U 

( A o, A1) the phase-locked node is stable, so there is coexistence of stable phase drift and stable phase lock for 

sufficiently small 7 >p,(A).  The boundaries of the parameter regions where phase drift and phase lock 

coexist are characterized by the occurrence of certain global bifurcations which we now describe. 

There is a curve (h-)  extending from (/(A 0), A o) to ( 1 , -  2) along which there is a homoclinic 

connection formed by the coincidence of the stable and unstable manifolds of the R -  branch phase-locked 

saddle point. This curve is shown in figs. 15 and 16 and the corresponding phase portrait can be found in 

fig. 16. In fig. 16 we also show the phase portraits for various subregions of the parameter space near (h-) ,  

but we have omitted the phase portraits for 7 = l,(A) since these are given in fig. 14. For (V, A) in the 

parameter region bounded by (h-),  y = I~(A), and 7 = 1, stable phase lock and stable phase drift coexist as 

shown in the phase portrait infig. 16. As 7 1' 1 from inside this region, the phase-drift solution merges with 

the running solution Zra and there is a transcritical (i.e. change of stability) bifurcation. In the region 

bounded by "y = 1, 7 = l(A) and 7 = k(A), the stable phase-locked solution coexists with either the stable 

running solution Zva if I < 7 < ½ IZil or the stable node (~- ,  0) if ½ [A I < y < k(A). For (7, ,4) in the region 
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(a) Homoclinic Orbit (b) Heteroclinic, Orbit 

,+ ,- ,+ ,- 
Fig. 17. Phase portraits on (h+). (a) A o < a < 8": there is a 

homoclinic orbit. (b) 3* _< a < 2: there is a heteroclinic orbit. 

bounded by 7 = l,(z~), 7 = ½[A[ and (h-),  there is no phase drift and only the phase-locked solution is 

stable. 

At (l,(Ao), A0) there is a homoclinic connection for the saddle-node. There is also a curve (h +) through 

(l,(Ao), Ao) to (1, 2) along which the homoclinic connection is extended (cf. fig. 15 and fig. 18). For A 

sufficiently close to A 0 the extension of this homoclinic connection is the coincidence of the stable and 

unstable manifolds of the saddle point ( R -  branch) generated by the saddle-node (fig. 17a). As z~ 

increases the saddle point approaches the unstable node at (q,-,0) and they merge in a transcritical 

A=2 
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~+ $- 

R + Stable 

Stable Phase 
Drift 

$+ ~- ~ . ~  
R + Stable 

4=,5*--- 
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r ~  (h +) 
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_ _  Ofift 
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Fig. 18. A detailed picture of the various phase portraits in a neighborhood of (h+). See text for description. 
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I I /  %, Orbit 
I ~  | . \ t  . 

,+ ,- 
Fig. 19. Phase  portrai t  on (ho), showing the homocl in ic  

connect ion;  (y ,  z~) ~ (ho). 

bifurcation at the point (k, 8*) where (h ÷) intersects 7 = k(A). At this bifurcation the homoclinic 

connection becomes a heteroclinic connection in which the stable manifold of the saddle point at (~+, 0) 

and the unstable manifold of (~- ,  0) coincide. This heteroclinic connection persists along (h ÷) for A > 8* 

(fig. 17b) up to the point (1, 2). 

Fig. 18 shows schematically an enlargement of the region S in the parameter space bounded by the 

curves 7 = p , ( A )  and (h+). This region contains the Hopf bifurcation curve (hopf) given by (4.8) along 

which the R ÷ branch of the phase-locked solutions becomes stable, as well as the two global bifurcation 

curves. One of these is the homoclinic connection curve (ho) which is associated with (hopf) in the 

unfolding of the Bogdanov-Takens point at (Tx, A1)- Fig. 19 is the phase portrait for (7, A) on (ho). To see 

how the other global bifurcation curve (labeled (h) in fig. 18) arises, observe that the phase portrait for 

3' = I(A) with sufficiently large A < A t is as shown in fig. 20a while the phase portrait for 7 = I(A) with 

sufficiently small A > A 0 is as shown in fig. 20c. The transition between these two portraits occurs by 

means of the heteroclinic connection formed by the coincidence of the unstable manifold of the saddle 

point (~+, 0) and the stable manifold W s of the saddle-node (fig. 20b). This configuration is observed to 

occur at a point (1,(81),8x) with 81 ~(A0,  A1). On the curve (h) emanating from (1,(81),~51) this 

heteroclinic connection extends as the coincidence of the unstable manifold of (~÷,0) and the stable 

manifold of the R -  branch saddle point (fig. 21). The curves (h) and (ho) both terminate at (k, 8*) (cf. fig. 

18). 
In fig. 18 we summarize the observed phase portraits near S and in the various subregions of S defined 

by the bifurcation curves (hopf), (ho) and (h). In the part of S which lies to the left of (hopf) the R ÷ 

(a) 

(~+ ~- 

(^~ 

Heteroclinic [ _ / , '  

~+ 

" ~ W  s 

Fig. 20. Observed  t ransi t ions on y = 1(~). (a) 8t < A < z~z: W s lies below WU(~+,0) .  (b) z~ = 81: W s = WU(ep+,0). (c) za 0 < za < BI: 

W s lies above WU(~+,0) .  
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Heteroclinic 
Orbit 

,+  ~- 
Fig. 21. The  extension of the heterocl inic  orbi t  shown in fig. 

20b to po in t s  on (h). 

branch  phase- locked node is unstable. As the  pa rame te r  poin t  crosses (hopf)  there is a H o p f  bi furcat ion in 

which the R ÷ branch  phase-locked node becomes  stable and spawns an unstable  limit cycle (phase t rap 

solution). This  limit cycle is destroyed either in the homocl inic  bi furcat ion on (ho) or in the heteroclinic 

b i furca t ion  on (h ÷) for A > 3*. Note  that  a l though a stable phase-dr i f t  solution coexists with phase- locked 

solutions throughout  S, there is a stable phase- locked solution only in the subregion of S bounded  by  the 

curves "t = I~(A) for A e [A0, A1] ' (hopf) and (h+).  This  subregion where stable phase  drift  and stable 

phase  lock coexist  is shown shaded in fig. 18. 

4.5. Frequencies 

We now turn to a discussion of how the nature  of the coupl ing (i.e. the value of x) affects the f requency 

of the phase- locked solutions. For  this, we need to have the equat ions in terms of the individual  0i's 

instead of the phase  difference ~. If  we write eq. (2.1) in polar  coordinates  and set r 1 ----- r 2 ----- r we obtain  

= r (  a - r 2) + ~,cos(02 - 01), 

/~1 = ~°1 + ql(  1 - r2)  + "/sin(02 - 01), 

0z = ~°2 + q2( 1 - r2) + Y sin( 01 - 02), 

where  a = 1 - KV for K ~ [0,1]. At phase lock, r = R ~  and 02 - 01 = q~±, where the constants  R + and 

~± are defined by  (3.3). In  particular,  the r ight-hand sides of  the P-equations are constant ,  and it is not  

difficult to verify that  

Of(t) =f±t+Oo, Of(t) =f±t+Oo+ep±, 

where the f requency f ± is given by 

f ± = ~ + q ( 1  - R  i )  

with 

~ =½(¢ol  + ~02), {/= ½(ql + q2).  

If  v -=- ql - q2 = 0 then, according to (3.3), 
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SO that the symmetric phase-locked solutions are independent of the value of ~ = ql = q2- However, since 

the frequencies in general depend on ~. In particular, if ~ > 0 then 

f + >  ~ for ~, < I a l / 2 V ~ - -  x 2 , 

= ~  f o r r = l A I / 2 ~ / 1 - K  2, 

< ~  f o r , / >  [ A l / 2 ~ / l - x  2, 

and if F/< 0 then 

f + <  6 for "/< IAI/2~/1 - K 2 , 

= ~ for y = IAI/2~/1 - x 2 , 

> 3  f o r ' / >  I A I / 2 ! / 1 - x  2. 

For  example, if ~ > 0 then in the direct coupling case (x = 0), f + <  ~, while in the purely diffusive case 

(~  = 1 ) ,  f+> ~. 

5. Nonscalar coupling 

The above descriptions concern behavior when the coupling between the oscillators is via a scalar 

matrix. The general nonscalar case, defined in complex coordinates by eqs. (A.5) and (A.6), cannot be 

analyzed using the methods of section 4. This is because we can no longer, in general, make any reductions 

in the order of the equations by using symmetry properties. Nevertheless, we can discern some interesting 

behavior of (A.5), (A.6) when the two oscillators are identical. 

Torre [19] has shown that if two identical oscillators are coupled with diffusive and scalar coupling, the 

uniform in-phase oscillation is always asymptotically stable. We shall show that with nonscalar coupling, 

there are parameter regimes in which the in-phase and anti-phase solutions are simultaneously stable. 

There are also parameter regimes in which the anti-phase solution is the only stable one. Finally, we 

demonstrate the existence of Hopf bifurcations that can lead to stable phase-trapping (see section 1 for 

definition). We see none of the above phenomena when the coupling is scalar. Indeed, when the coupling is 

scalar and the oscillators are identical, then the in-phase solution is stable and the anti-phase solution is 

unstable, regardless of the presence or absence of shear. 

The coupling we shall use is still not the most general; as in (A.10), we assume that -/12 =f22 -=/z. Also, 

we go back to the case ql --- q2 ---- q (i.e. shear is allowed, but not unequal shear, so the complications of the 

last section are avoided). The equations are then 

rx = rl(1 - xy - rx 2) + r2(vcos ~ - # sin q~), 

:2 = r2(1 - x y  - r22) + rl( ,/cos ~ +/~ sin q~), 

~ k = q ( r ~ - r 2 2 ) - ' / ( ~ + r l l s i n q ~ + # ( ~ - ~ ) c o s q ~ .  (5.1) 
1"21 \r2  
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There are two symmetric solutions that are immediate, an in-phase solution and an out-of-phase solution. 

The in-phase solution satisfies 

p 2 ~ r ? = r f f = l + Y ( 1 - ~ ) ,  i f = 0 ,  (5.2) 

independent of/~. Except for diffusive coupling (~ = 1), the amplitude of the coupled phase-locked system 

exceeds that of the individual uncoupled oscillators. The anti-phase or out-of-phase solutions satisfy 

0 2 - - - 4 = 4 =  1 - 7 ( 1  + ~ ) ,  , = - ~ .  (5.3) 

These solutions only exist for 3' < 1/(1 + ~). They are smaller in amplitude than the in-phase and 

uncoupled oscillations. 

To determine the stability, we linearize (5.1) about (5.2) and (5.3). The matrix of linearization is 

1 - ~7 - 3P 2 -+-Y + ~ P ]  

Ja = -+7 1 -  x T -  3p2 -+/~P / ' | (5.4) 

2qp -+ 2#/p 2qp T- 2tx/p -T 27 ] 

where we take the top sign for the in-phase and the bottom for the anti-phase solutions. If we let 

(i 1 o) P =  - 1  0 

0 1 

then P-1JxP = J2, which has the same eigenvalues, is given by 

1 - x y -  3p z _  2/ 0 0 

0 1 - xy - 3p 2 -T y -T-/xp 

0 4qp -+ 4tt/p -T 23' 

s2= (5.5) 

(Note that Jz is the Jacobian written in ~, o, ~ coordinates, and is related to the J of section 4.3 by a 

further interchange to o, ~, ~ coordinates. In each case, the coordinates are chosen to make it clear in 

which plane a certain Hopf bifurcation is taking place.) We can now show the following proposition. 

Proposition 5.1 

(A) The in-phase solution (5.2) is linearly asymptotically stable provided that 

72 +/x2 + (#q + y ) [ ( 1 -  K)y + 11 > 0 .  (5.6) 

(B) The anti-phase solution (5.3) is linearly asymptotically stable provided that 

3' < 1 / ( 3  + ~), (5.7a) 

y 2 + / ~ 2 + ( / ~ q + y ) [ _ l + 3 ' ( l + K ) ]  > 0 .  (5.7b) 

Proof. Since (5.5) is block-diagonal with a one-dimensional and a two-dimensional block, the eigenvalues 

have negative real part if and only if the upper left entry is negative, the trace of the lower 2 × 2 matrix is 
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negative, and the determinant of the latter is positive. The first of these three conditions holds automati- 

cally for the in-phase solutions; using (5.2), it can be seen that the determinant is four times the expression 

in (5.6). 

For the anti-phase solutions, (5.7a) is the requirement that the trace of the 2 x 2 matrix be negative; this 

is already strong enough to imply that the upper left-hand entry is negative. As in the case of the in-phase 

solutions, (5.7b) implies the determinant of the 2 × 2 matrix is positive. [] 

Proposition 5.1 implies that there are parameter regions in which the in-phase and the anti-phase 

solution are simultaneously stable. For example, we pick q ---- 0 and/x > 0, so that (5.6) is always true. Next 

we pick 3, small enough so that both (5.7a) and (5.7b) hold. For all y less than this critical value, both the 

anti-phase and the in-phase solutions are stable. By continuity, this bistability holds for small frequency 

differences ,4; it crucially depends on g being nonzero. We also note that for large coupling strengths (i.e. 

3' > 1/(3 + r)) the anti-phase solution is never stable. If #q < 0, and [#q[ is sufficiently large, then (5.6) 

can fail while (5.7) holds. Thus, in that parameter regime, the anti-phase solution is stable and the in-phase 

solution is unstable. 

Proposition 5.1 also enables us to see how stability is lost, and therefore to get information about the 

new types of solutions that emerge when the phase locked solutions become unstable. If the left-hand side 

of (5.6) becomes negative, then stability of the in-phase solution is lost through a zero eigenvalue. (The 

trace of the lower 2 × 2 matrix is negative and the determinant is zero when the left-hand side of (5.6) is 

zero.) It is easy to see that the derivative of the left-hand side of (5.6) with respect to 3,, evaluated at that 

point, is not zero. It follows that the zero eigenvalue is a simple one, and that there is a new curve of stable 

critical points, not necessarily symmetric. (The usual additional hypotheses on the quadratic terms are 

required in order that there be an exchange of stability, with one stable solution for each 3, in a 

neighborhood of the bifurcation point. In our case, these fail and there could be a pitchfork bifurcation, 

with two new stable solutions on one side, and none on the other.) That these new conditions are 

symmetric can be seen by noting that the bifurcation does not take place if we restrict ourselves to 

considering the space of symmetric solutions. (The eigenvector is in the plane ~- = 0, not o = 0.) We note 

that if #q > 0, then (5.6) is always true and the in-phase solution is always stable. Thus, instability requires 

gq < 0, so for loss of stability to asymmetric phase-locked solutions, there must be both nonscalar coupling 

and "shear". 

The two conditions (5.7a) and (5.7b) determine the stability of the anti-phase solution. If (5.7a) is 

violated but (5.7b) is true, then the trace of the 2 × 2 matrix vanishes with the determinent still positive; 

this implies the existence of a pair of complex conjugate eigenvalues. Again, it can be checked that the 

derivative of the trace with respect to 3, is nonzero, so the eigenvalues cross the imaginary axis, i.e.. a Hopf 

bifurcation occurs. A numerically produced bifurcation diagram (fig. 22) shows that this bifurcation can be 

supercritical. We then have a new stable behavior, "phase trapping". (In section 4, we saw the existence of 

unstable phase-trapping, i.e., an unstable limit cycle in the plane of symmetric solutions. The phase-trapped 

solution of this section is not in the plane of symmetric solutions.) When (5.7b) is violated, but (5.7a) 

holds, a new asymmetric solution bifurcates from (4.3) near ¢ = ~ as for the in-phase solutions. 

The behavior of this system is complicated in general. As an example of one of the more interesting 

bifurcation diagrams illustrating bistability, phase-trapping, and anti-symmetric phase locking, we offer fig. 

22. Note that there are two stable phase-trap branches resulting from Hopf bifurcations on the stable 

asymmetric branches at y--0.5,  and that these branches merge in a "gluing" bifurcation [30]. This 

diagram was determined numerically using AUTO and verified independently through another numerical 

method. 



444 D.G. A ronson et al. / Amplitude response of coupled oscillators 

r 1 

075 T 

l G,I~4 rngat i o n 

_ s, . . . . .  

s°"ho: \ 

u, ,?~d6,  
0.136 0.25 0.333 0.5 0.618 

lJ- "( 

Fig. 22. Bifurcation diagram in ~,,max r t space for (5.1), with ~ = 1, /~ = 1 and q =  2. SI represents stable in-phase locking, UI 
unstable in-phase locking. SA denotes stable, but asymmetric phase-locked solutions, UA unstable, asymmetric solution. ST stands 

for stable phase-trapping, UT for unstable phase trapping. In the trapped solution, the amplitude varies greatly, and the two branches 

labelled ST emerging from each SA, via a Hopf bifurcation, represent one phase-trapped solution. The two phase-trapped solutions 
merge to become one large solution. The phase-trapped solution disappears merging with the unstable phase-trapped solution in a 

saddle-node bifurcation. SO represents stable out-of-phase, or anti-phase solution, and UO the unstable out-of-phase solutions. Note 
that for "y small, the anti-phase solution is the only stable solution. 

Some related work on pairs of identical oscillators are refs. [1, 11, 13, 15, 22, 23]. Numerical work was 

done by Screiber and Marek [22] on a pair of identical Brusselators, with coupling that was symmetric and 

diagonal, but nonscalar. They observed a variety of bifurcations to anti-phase oscillations, tori, and even 

chaotic behavior. Kawato and Suzuki [11] considered two coupled Fi tzHugh-Nagumo oscillators with 

nonscalar, and direct coupling. Unlike our analysis, which uses coupling strength as the main parameter, 

they use a measure of the distance of each (uncoupled) oscillator from a Hopf bifurcation. The bifurcation 

diagrams that they get are quite different from ours; in particular they do not get the asymmetric phase 

locked solutions. Rand and Holmes [15], studying coupled van der Pol oscillators, find regimes in which 

in-phase and anti-phase solutions are simultaneously stable, but no regime with only the anti-phase stable. 
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Appendix 

In this appendix we derive the various equations used in the body of the paper, e.g., eqs. (1.2). These 

equations arise from a fairly general class of linearly coupled oscillators each of which is near a Hopf 

bifurcation. We begin with the coupled systems 

d X 1 / d t  = ( A + ~ B 1 ) X  1 + Nl( X1) + ~DI( X 2 -  ~lXz),  

d X 2 / d t  = ( A + ~ B 2 ) X  2 + N2(Xz) + ~D2(X 1 - ff2X2). (A.1) 
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X 1, X 2 are vectors in n" ,  A, Bj, and Dj are n × n real matrices, ~, ~, and ffj are scalar parameters, and 

Nj(Xj) are tP(lXjl 2) and C s smooth. The matrix A has a pair of imaginary eigenvalues and its remaining 

eigenvalues are in the left half complex plane. When ~ = 0 (no coupling), we assume that each of the 

uncoupled equations in (A.1) undergoes a stable supercritical Hopf bifurcation as ~ increases above zero. 

The matrices D1, D 2 describe the coupling between the two weakly nonlinear oscillators and ~ represents 

the strength of this coupling. The parameters ffj allow us to change from direct (ffj = 0) to diffusive 

(ffj = 1) coupling. 

In order to ultimately derive eqs. (1.2) and others, we need to make some additional assumptions on eqs. 

(A.1), which we now spell out. In absence of coupling, we assume that the amplitudes and rates of 

attraction of the two stable oscillations are identical. Note that this does not imply that the isochrons or 

frequencies are necessarily the same. We will also assume that the coupling is symmetric so that D 1 = D 2 

and ff~ = ~2- In the following, we will derive the most general bifurcation equations and then impose the 

above assumptions, whose consequences will become clear later. 

It is known that in a Hopf bifurcation the smallest Floquet exponent of the periodic solution is 

proportional to the magnitude of ~, the deviation from criticality. Since we are concerned with the effects 

of coupling on the amplitudes of the two oscillators, we will assume that the coupling parameter ~ and the 

bifurcation parameter ~ are of the same order of magnitude and both small. We also note that the 

amplitude of the periodic solution is proportional to the square root of ~. We shall scale the amplitude by 

~, where 0 < c << 1. Therefore, we scale ~ and ~ by c 2, i.e., we let 

=c2~ and ~=¢2~. (A.2) 

Let + i% be the imaginary eigenvalues of A, let 40, ~o be the corresponding eigenvectors, and let '/'0, ~o 

the corresponding eigenvectors for the adjoint matrix - A  "r satisfying (~/'0, 40) = 1. (~/'o, 40) denotes the 

scalar product 

2~r t°---~° fo 2"~/~ ~ ° ( t ) "  4 ( t )  dt. 

We seek a solution to (A.1) of the form 

X j ( t )  -:--c[zj(s)4oei~%t + z , j (s)~)o e-i~°`] +,2wj ,2 ( s , t  ) + ,3wj ,a(s , t  ), (A.3) 

where s = c2t is the slow time scale, zj(s)  are complex scalar functions, and wj, 2, wj, s, etc. are terms 

orthogonal to the space generated by the real imaginary parts of 40 eiL°°/. (A.3) is inserted in (A.1), 

producing an equation for each order of c. At 0(~), we obtain an identity. At 0(cz), there is an equation 

for wj, 2. This equation has the form ( d / d t  - A)wj, 2 = g2, where g2 depends on A and the quadratic terms 

of Nj(X2). Such an equation has a unique periodic solution if and only if (if'o, g2) = 0. It is easily checked 

that g2 has no terms of the form e ±i~°t, and hence g2 is orthogonal to xo o, ~0- It follows that the 0(~ 2) 

equations can be solved for wj, 2. At 0(~3), there are terms of the form e ± i~ot which must vanish in order 

that there be a periodic wj, s. The vanishing condition gives rise to the equation. 

bzj /bs  = zj[X(aj  + ibj) - ( pj + itT/)zjSj] + ~( djl + idj2)( zk - ffjzj), j ,  k = 1,2, j--gk.  

(A.4) 

The parameters a j, b~, pj, and qj are real. The complex scalar pj + i~j depends only on A and the 
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nonlinear functions N j ( X j )  and 

aj  + ibj = (Vt'o, B j~o ) .  

The assumption that the Hopf bifurcation is supercritical and stable implies that aj and pj are both 

positive. The diffusion matrix Dj gives rise to the term 

dj, + idj2 = (vl" o, DjdPo>. 

Eq. (A.4) has an invariance under rotation, i.e., z ~ eiaz, ot E R.  To exploit this we shall rewrite (A.4) in 

scaled polar coordinates, also introducing a scaled time r = Xals.  See ref. [31] for related work. Let 

zj = ~ rj e~eJ. 

These new variables satisfy 

rl = rl (1 - r 2 ) + f n  [ rE COS( 02 -- 01) -- xlrt ] -- ft2r2 sin( 02 -- 01), 

iv = ar2 (1 - r22) + f=l Jr, cos( 0 t - e z) - x 2r2] - f z2 rx  sin( o, - 02), 

rz 
/~, = col + ql( 1 - r2) + ~ [ f l l  sin( 02-  01) +f12 cos(02 - 01)] -f12xl,  

rl 
02 = ("02 -[- q2( 1 -- r2) + ~22 [f21 sin(  01 - 02) q-f22 cos (  01 - 02) ] - f22K2, (A.5) 

where, 

a = a 2 / a t ,  qj = a f l j / p j a l ,  coj = b j /a  t - q j ,  

* ldl j~pta2/p2ax 
r j  = E j (p2a t /pxa2  , f l j  = Xa 1 , A j  = 

~ld2j~P2al/Pla2 

Xa I 

A rigorous statement about the above derivation is as follows: there is a four-dimensional subspace 

invariant under (A.1) that exists because of the Hopf bifurcations; it is the center manifold for (A.1). 

Suppose that the parameters are scaled as in (A.2) and let Xj = E~. Let ~, rj be polar coordinates for the 

two-dimensional center manifold for each uncoupled oscillator, with the amplitude scaled like ~ .  Then 

there is an almost identity change of polar coordinates on the four-dimensional center manifold such that, 

up through terms of order O(c 2) and using the scaled time s = c2t, the equations for rj, Oj - ~ - coot can be 

written in the form (A.5). From this it can be concluded by the usual arguments that any structurally 

stable feature of (A.5), such as a stable critical point or limit cycle, persists for the full system for c 

sufficiently small. 

It is not computationally efficient to derive (A.5) in this manner. However, we sketch the ideas below; 

the details may be supplied by the reader. It is simplest conceptually to do the almost identity change of 

coordinates in two steps. The first puts each oscillator into normal form up through 0(c2). That is, there is 

an almost identity change of coordinates for each uncoupled oscillator such that its equations have the 

form [32] 

d~ . /d t  = ¢o o + c2cot + c 2 ( A j -  Bjr 2 )  + #3( c a) - coo + '2F(  rj, c ),  

d 0 / d t  = c 2 ( C j -  Djr 2) + •( c 3) -= ¢2G( rj, c). (A.6) 
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In these coordinates, the coupled system has the form 

d~/dt=tOo+,2F(rj,,) +e2(  rk - _ 

drj/dt= eUG( rj,¢) + es [rjKl.j ( 6 ,  0k )+  rkKjk( ¢, O,) ] + 0( ,3), 

(A.7) 

j ,  k = 1,2, j 4= k. We now introduce ¢ = 02 - 01 and substitute 01 + ~ for 02 in the equation for dO1/dt 
and /72 - ~ for/Jl  in the equation for dO2/dt. Since d¢/dt = ~(~2), standard averaging theory [33] then 

allows an almost identity change of variables for 01 and/Jz such that, in the new coordinates, the functions 

hjk(0j, 8k) and hj(0j) are replaced up through d~(c 2) by their averages over ~.; the first such average 

depends only on ~ and the second is a constant. Changing to the s time scale and using the variables 0j 

instead of ~,  we get equations of the form (A.5). We leave to the reader to check that the coefficients are 

the same as derived in the first manner. A similar computation was done in ref. [8]. 

Finally, to derive eqs. (1.2) and the other equations in the body of this paper, we use the assumptions 

laid out in the beginning of this appendix. The equality of amplitudes and rates of attraction of the limit 

cycles implies that a I = a s and Pl =P2. If the coupling is symmetric then x I = x 2 = x, fn =f21 = Y, and 

f12 = f22 -~" ~" If we let @ = 0 s -- 01 denote the phase difference, then (A.5) becomes a third-order differential 

equation: 

6 = q (1  - r7  - r2) + 7r2 cos ¢ - #rs sin q~, 

r2 = rz(1 - r7  - r2) + 7rlc°s 0 + #rl  sine, 

r2 fl  rl 
6=A+qlrl2--qzr2--TsineP(~l+~)+ktcos~p(~--~l ), (A.8) 

where A = (to 2 - ~ol) + (q2 - ql)- If the original coupling matrices Dj are scalar, then dj2 = 0, so that # = 0 

and we have eq. (1.2). 

Remarks 
(1) We have seen that equal attractivity and amplitude of the uncoupled oscillators allows us to assume 

with no loss in generality that ~aj =pj = 1. Furthermore, scalar symmetric coupling implies that dj2 = 0, 

fix = if2, and ,/dll = ~d21 = y. Substituting these into (A.4) yields (2.1). 

(2) Eq. (A.8) is similar to one studied by Chakraborty and Rand [24]. The model they study arises when 

two van der Pol oscillators are coupled via an inductor. Their equations are (A.8) with ~, = 0, x = 1 and 

ql = q2 = 0. Our paper is primarily concerned with the case y 4= 0 so that our results complement those of 

the above authors. We also consider the behavior with "twist", qj 4= 0, which is not studied in ref. [24]. 

(3) Recently, Aronson et al. [1] have extensively analyzed a system similar to the model considered in 

this paper. To compare the two models, we return to eq. (A.5) under the assumptions made in the 

appendix (equal amplitude and stability of the uncoupled oscillators as well as symmetric coupling). We 

rewrite these equations in rectangular form by introducing the variables (u j, v/) - rj(cos Oj, sin 0/): 

= x l u l  - s21vl +  (u2 - Kul)  -  (vs - K I), 

51 --XlOx + a l U l  + + v ( v s  - 

52 = hsOs + I22u2 + v( vl - Ko2) + #( Ul - xu2), (A.9) 
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where 

_ X / = I  u / - v  2, ~ 2 j = ~ j + q a ( 1 - u  a 

In ref. [1], the following equation is considered: 

/~1 = ~lb/1-- ~IU1 + ' / ( u 2 -  H1) + ' Y ( U 2 -  U1)' 

01 = Xlv ,  + + v (  v2 - + v (  u2 - u 0 ,  

/12= X2U2-- ~2U2 + ' ) t ( u l -  U2 ) q- r ( U l  -- U2), 

where ~j = hi, and ~j = w. They restrict their analysis to the "no-shear" case and study the implications of 

an effective diffusion matrix of the form 

11), 
T(1 1 

while the diffusion matrix in (A.9) is of the form 

(; < 10> 

The model in ref. [1] is not a subcase of even the most general form, (A.5), since the coupling we assume 

always reduces to (A.10) when xj = 0 (although the values of ~t and T could be different for the two 

oscillators if coupling is not symmetric or if the oscillators have different amplitudes or stability 

properties.) Our particular choice of diffusion matrices allows us to reduce the fourth-order equation to a 

third-order one, which considerably simplifies the analysis. We do not obtain the complex resonance 

structures and period-doubling behavior found in their paper, but many of the other features are seen in 

(A.8) and (A.9) in a more transparent fashion. 

Note added in proof 

It has come to our attention that an earlier reference to a phenomenon similar to what we refer to here 

as the "Bar-Eli effect" is in ref. [34]. That paper dealt in a formal manner with a large population of 

oscillators having a spread of natural frequencies. Two recent papers [35, 36] have extended the work on 

oscillator death to N >> 1 oscillators each coupled to every other oscillator. 
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