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An active-contour based algorithm for the automated segmentation of

dense yeast populations on transmission microscopy images

Kristian Bredies · Heimo Wolinski

Abstract An image-processing pipeline for the automated

segmentation of yeast cells in microscopy images is pro-

posed. The method is suitable for the non-invasive detec-

tion of individual cells in transmission data which can be

acquired simultaneously with fluorescence data. It moreover

takes the varying quality and highly heterogeneous charac-

teristics of cells in transmission images into account, is ca-

pable to process images with dense yeast populations and

can be used to extract quantitative cell-based data from

transmission/fluorescence image pairs. Applicability and

performance of the method is evaluated on a data set of 523

different yeast deletion mutant strains.
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1 Introduction

In the post-genomic era, large-scale microscopic analyses

of protein localization patterns or morphological traits pro-

vide powerful tools towards functional characterization of

proteins. In this context, live cell imaging using fluorescent

protein fusions has become a standard tool for studying al-

ternations of protein localization or organelle morphology

resulting from mutations or drugs.

In recent years, imaging-based screening platforms have

been developed enabling the analysis of cellular events in

a large number of experimental samples and with high

throughput. These approaches complement biochemical and

genetic methods and have been successfully applied for phe-

notypic characterization of subcellular components in dif-

ferent organisms including the yeast, Saccharomyces cere-

visiae. The yeast is a widely used model system for studying

fundamental cellular processes of eukaryotic cells. Due to

its genetic tractability, its ease of genetic manipulation and

the wealth of well-established biochemical, genomics and

proteomics tools the yeast represents an excellent model for

the analysis of protein function. In this respect, systematic

analyses of yeast deletion mutant collections for abnormal

morphology of fluorescently labelled subcellular structures

in mutant strains provide an exceptional experimental plat-

form for phenotypic screens and for large-scale analysis of

protein function [23,21,17,15,14,13,10].

However, quantification of acquired large-scale image

data is a challenge for image processing. For statistically rel-

evant analysis of image-based yeast screening data not only

the automated registration of fluorescently labelled subcel-

lular structures but particularly the detection of individual

cells is required. In this respect, methods have been estab-

lished for labelling yeast cell boundaries or the entire cell

volume using fluorescence dyes or fluorescent protein fu-

sions. Due to the high contrast of fluorescence images, au-

tomated large-scale cell registration is facilitated, whereas

http://springerlink.com
http://dx.doi.org/10.1007/s00791-012-0178-8
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various commercially and non-commercially methods and

software tools are available to process such image data [3,8,

18,9].

However, fluorescence-based approaches for cell detec-

tion may have some drawbacks such as fluorescence emis-

sion crosstalk between fluorescence dyes and the limited

number of spectrally diverging fluorescence labels in multi-

labelling experiments. Furthermore, the addition of external

fluorescence dyes or co-expression of fusion proteins for cell

labelling may affect the cellular physiology, which may lead

to altered phenotypes of tagged proteins or organelles in liv-

ing yeast cells.

Due to these reasons non-invasive methods for detec-

tion of yeast cells are appreciated. In this context, a few

image processing methods and tools have been introduced

for detection of yeast cells in conventional bright field

(transmission) images or in differential interference con-

trast (DIC) images. The latter, however, is usually not ap-

plicable in high-resolution screening assays capable for si-

multaneous acquisition of fluorescence and transmission

data, since DIC optics implemented in commercial mi-

croscopes and screening platforms usually impairs the de-

tection of simultaneously acquired fluorescent objects sig-

nificantly. This phenomenon is particularly limiting com-

bined DIC/fluorescence imaging of yeast since its subcellu-

lar structures are typically at the limit of optical resolution.

On the other hand, methods for processing of yeast cells

imaged using conventional bright field microscopy have

been established. These methods have been shown to be suit-

able for specific yeast applications [12]. However, the use

of these approaches for automated processing of large scale

screening data may be limited by the quality of acquired im-

ages. For instance, variations in image contrast of acquired

cell arrays, variations of the cell morphology of different

yeast deletion mutant strains, optical dense cell content such

as lipid droplets, subcellular structures showing high con-

trast such as vacuoles and very dense cell populations may

interfere with reliable cell detection.

Here we present a new image processing method for

automated registration of yeast cells acquired using bright

field microscopy particularly in high-content screening as-

says. The method widely overcomes typical limitations of

the registration of yeast cells in conventional transmission

images.

A software tool is provided for automated processing

both of transmission and of three-dimensional fluorescence

data derived from different sources. In this respect, the tool

is optimized for a microscope setup capable for simultane-

ous acquisition of transmission and of multi-dimensional

fluorescence data as acquired using confocal microscopy

or light-microscope based screening platforms. Notably, the

software requires minimal user interaction and can be run in

unsupervised batch-processing mode.

utr ufl

Fig. 1 A typical transmission (left) and fluorescence (right) mi-

croscopy image pair (yeast mutant strain YGL009C). The depicted

fluorescence image is the maximum-projection over multiple layers

(contrast-enhanced).

The paper is organized as follows. In Section 2, the seg-

mentation problem and its mathematical formulation which

leads to the active-contour algorithm is introduced. Further-

more, a special nonlinear denoising filter based on a de-

generate partial differential equation and a slight extension

of the well-known active contour method for detection of

closed boundary curves is described. Section 3 shows the

image processing steps used by the developed software tool

for quantification of acquired yeast screening data. In Sec-

tion 4, we briefly describe the features of the software tool.

The software tool was applied to process a larger already

published data-set of 523 test images with known character-

istics [23]. The results are discussed in Section 5. Finally, in

Section 6 we conclude the article with summarizing remarks

and future outlooks.

2 Mathematical problem formulation

In the following, let utr and ufl be a transmission and fluo-

rescence microscopy image, respectively. Note that utr is al-

ways a two-dimensional image while ufl can be three-dimen-

sional, for instance, when taken with a confocal laser micro-

scope. We are assuming that the quantities of interest are

contained in ufl whose information, however, is in general

completely unrelated to the cell interior or the cell bound-

aries. Therefore, in order to obtain a quantitative cell-based

evaluation, information about each single cell has to be ex-

tracted from utr only. This is usually the case when the lipid

metabolism of yeast cells is studied. The transmission mi-

croscopy then provides a non-invasive way of obtaining in-

formation about the cell boundaries (see Figure 1 for an ex-

ample image pair). Finally, it is assumed that one is inter-

ested in evaluating more than a few cells, resulting in utr

showing a dense population of cells, i.e., not single objects

on a homogeneous background.

The task of obtaining cell boundary information from a

transmission microscopy image poses some challenges. One
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– Cells can be separated by bright or

dark edges, often both is appearing in

the same image. Contrast is also vary-

ing.

– Organelles are often visible, some of

them admit a cell-like structure.

– Extremely small and large cells can

be present in the same image. Some

cells have small buds attached.

– Some images show undesired objects

like air bubbles, for instance.

Fig. 2 Overview of the heterogeneous appearance of the yeast cells as

well as detection error sources in transmission images.

of the main difficulties is that the cells appear on the mi-

croscopy image with high heterogeneity. Usually, there is

interior structure present such as cell organelles and the de-

piction of the cell boundaries varies in intensity and contrast,

see Figure 2. Hence, a method which is robust against these

disturbances is needed. The algorithm we are proposing

takes care of this requirement by applying, independently,

two mathematical tools. The first is performing a suitable

denoising step which is designed to preserve edges and thin

structures like cell boundaries but to smooth out irrelevant

details. This is done in order to provide some additional ro-

bustness for the subsequent active-contour algorithm which

traces the boundary for a single cell. These two methods are

now discussed in more detail.

2.1 Edge-preserving image denoising

Given a transmission image u= utr, we would like to remove

features which are below a certain size, as these are cer-

tainly not the cell boundaries. These features have much in

common with noise, hence the task reduces to the denoising

problem which is well-studied in mathematical image pro-

cessing. Indeed, there is a variety of methods available [7,

2] and many of them give visually impressive results. Here,

our focus is more on stability with respect to automated pro-

cessing. We therefore employ a method based on partial dif-

ferential equations. This method incorporates ideas from the

Perona-Malik equation [16,6] as well as from anisotropic

diffusion [22]. Specifically, it bases on the approach in [1],

i.e., the solution of the nonlinear degenerate elliptic equa-

tion

λy−div
((

I− τ(|∇yσ |)
∇yσ

|∇yσ |
⊗

∇yσ

|∇yσ |

)

∇y
)

= u (1)

t
t00 0.2 0.4 0.6 0.8 1 1.2

τ

0.25

0.5

0.75

1

(a) The edge weighting function τ used in the nonlinear

degenerate elliptic smoothing procedure.

u y

(b) The solution y of the nonlinear degenerate elliptic equation for a

sample image u. Parameters: λ = 10−3, t0 = 0.1, image values are scaled

to the range [0,1].

Fig. 3 Illustrations of the data and parameters for the denoising proce-

dure.

with respective homogeneous Neumann boundary condi-

tions. Moreover, λ > 0 is a positive (small) parameter, yσ =

y∗Gσ denotes a smoothed version of y, (Gσ is, for instance,

the Gauss function with variance σ > 0), τ : [0,∞[→ [0,1]

a monotone weighting function attaining 1 for some t0 > 0,

for instance

τ(t) =







(

t
t0

)3(
t
t0

(

6 t
t0
−15

)

+10
)

for 0≤ t
t0
≤ 1,

1 for 1 < t
t0
,

(2)

see Figure 3(a), and a⊗ b denotes the tensor product (or

dyadic product) of the two vectors a and b which is a rank-

one matrix.

The diffusion tensor in (1) is designed such that in re-

gions with edges, that is where |∇yσ | is large, it becomes

degenerate, i.e., no diffusion in the direction of the edge, that

is ∇yσ , takes place. This leads to a preservation of the edge.

There is only (anisotropic) diffusion in its tangential direc-

tion which has a regularizing effect on the shape of the edge

and prevents irregular boundaries. Moreover, in flat regions

where |∇yσ | is small, (1) induces nearly isotropic diffusion

and leads, consequently, to the solution being smooth there.

For more details on this model and a theoretical justification,

we refer to [1].

In Figure 3(b), the effect of the nonlinear degenerate el-

liptic smoothing filter is depicted for a sample image. The

solution of (1) is integrated into the image-processing pipe-

line as preprocessing step. The numerical implementation
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is based on the usual finite-difference discretization and a

simple fixed-point iteration for the nonlinearity which fixes

a yσ , solves (1) (which is now linear) and hence, obtains a

new yσ . Although it might also be possible to employ more

efficient algorithms like Newton’s method, it turns out that

this fixed-point iteration is sufficient for our purposes as one

does not need a large number of iterations to obtain satis-

factory results. Details on the interaction with the rest of the

segmentation method can be found in Section 3.

2.2 Object boundary detection

The crucial step for obtaining information about the cells in

utr is, of course, the detection of their boundaries. For each

cell, we are interested in a function γ which parametrizes

its boundary. This is also a well-studied task in mathemati-

cal image processing and usually solved by a so-called ac-

tive contour or snake model. The standard snake model, in-

troduced in [11], is usually modified in order to meet cer-

tain properties, for instance geometric criteria [4,5] or good

detection of certain classes of objects [24]. Following this

approach, we propose a functional based on the original

snake model which also incorporates cell-detection specific

requirements.

Recall the active contour model introduced in [11]: The

sought parametrization γ is given by the solution of the min-

imization problem

min
γ:[0,1]→R2

F(γ),

F(γ) =

1
∫

0

g
(

γ(t)
)

+α|γ ′(t)|
2
+β |γ ′′(t)|

2
dt

(3)

where g is a non-negative edge-penalization image repre-

senting edges with lower values and α,β > 0 are regular-

ization parameters. The model reflects two objectives: First,
∫ 1

0 g
(

γ(t)
)

dt penalizes to which amount γ lies not on an

edge and
∫ 1

0 α|γ ′(t)|2 + β |γ ′′(t)|2 dt penalizes the irregu-

larity of the contour. The minimization of the sum there-

fore yields, under suitable choices of α and β , a smooth

parametrization γ along an edge indicated by g. In practice,

a numerical algorithm is employed which takes an initial γ0

to a local minimum of F .

For cell-boundary detection within dense populations, it

is necessary to modify (3): On the one hand, we like to de-

tect closed curves, on the other hand, we have to approach

the cell boundary by a initial γ0 from the inside in order to

register only a single cell at once. The former can be han-

dled in a straightforward manner by considering periodic

parametrizations γ : S1→ R2 with S1 denoting the unit cir-

cle. For the latter, however, we have to introduce an addi-

tional term in F , since the penalization of only γ ′ and γ ′′

forces γ to a constant and hence, the numerical algorithm to

find a contour of an object which is usually smaller than the

initial curve. Approaching from the inside, however, means

that the curve has to grow at some stage. We therefore pro-

pose the following functional to minimize:

min
γ:S1→R2

F(γ),

F(γ) =
∫

S1

g
(

γ(t)
)

+
α

2
|γ ′(t)|2 dt−

(β

2

∫

S1

γ(t) · γ ′(t)⊥ dt
)p

(4)

where g is again the edge-penalization image, α,β > 0

are regularization parameters, γ ′(t)⊥ =
(

−γ ′2(t),γ
′
1(t)

)

and

p ∈ ]0,1[. Moreover, we are only considering feasible

parametrizations γ which describe a non self-intersecting

contour with positive volume and for which (γ ′)⊥ points

into the respective outward normal direction. While neglect-

ing the second derivative of γ , the functional is designed in

order to meet three objectives:

1.
∫

S1 g(γ(t)) dt again accounts for how much γ is in an

edge of the image (g is the edge-penalization image in

which edges are represented by low values).

2. α
2

∫

S1 |γ ′(t)|
2

dt enforces again regularity of γ , ensuring

that the contour results in a smooth curve.

3. −
(β

2

∫

S1 γ(t) ·γ(t)⊥ dt
)p

measures the weighted negative

volume of the area surrounded by the curve taken to the

power p. It balances with the regularity term, such that

the cells neither become too small or too large.

In particular, the third term, which is a negative volume

term, forces an initial contour to grow when it spans a small

volume. With increasing volume, it becomes less influential

due to p < 1 and is therefore suitable for the approximation

of a cell boundary from the inside.

Let us briefly discuss some numerical aspects of find-

ing a (local) minimizer for (4). In the continuous setting, by

differentiating F , one obtains the first-order necessary opti-

mality conditions

F ′(γ) = ∇g◦ γ−αγ ′′−βγ ′⊥p
(

∫

S1

γ(t) · γ ′(t)⊥ dt
)p−1

= 0

whose solutions can, of course, be approximated numeri-

cally. In the implementation we chose, however, first to dis-

cretize the optimization problem (4) and then to solve by

a gradient descent algorithm. The contour γ is discretized

by periodic linear spline elements while g is represented by

piecewise bilinear functions resulting from tensor-products

of linear splines. Integration over g as well as ∇g can then be

done in an exact manner and, consequently, the evaluation of

F ′(γ). Our implementation performs a gradient descent al-

gorithm, by successively evaluating F ′(γ) and searching a

step-size s which ensures a sufficient decrease of F when
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Fig. 4 The active contour method (4) for a single cell with complex

interior structure. The initial contour (top left) is evolved by gradient

descent steps (from left to right, top to bottom, some iterations are

skipped) until a stationary point is reached (bottom right).

plugging in γ − sF ′(γ). This is repeated until the decrease

of F is below a certain tolerance or a maximal number of

iterations is reached. For a sample cell, the evolution of an

initial curve is depicted in Figure 4. Typically, the algorithm

stops after maximally 300 descent steps.

3 Description of the algorithm

The overall cell segmentation and data evaluation method

consists of three independent parts: A preprocessing part

aiming at performing image enhancements steps in order to

improve robustness of the segmentation, the segmentation

part where the majority of the work is done, and a postpro-

cessing part computing cell-based characteristic values for

the provided data. Each of the parts themselves incorporate

several different techniques, which will be described in de-

tail in the subsequent text. The pseudo-code algorithm stated

in Algorithm 1 (Table 1) gives an overview over each step

taken and the interdependencies of the given and computed

data.

3.1 Preprocessing steps

Background normalization (NORMALIZEBACKGROUND)

Removal of inhomogeneities from the background is done

by median filtering the input image with a mask roughly

about the cell size. The outcome of this filtering detects the

background inhomogeneities sufficiently well and subtrac-

tion from the original image yields the result.

Algorithm 1 Cell segmentation method

procedure CELLSEGMENTATION(utr, ufl) ⊲ utr transmission image

⊲ ufl fluorescence image

Begin preprocessing

utr← NORMALIZEBACKGROUND(utr)
⊲ remove low-frequency inhomogeneities from utr

ubg← DETECTBACKGROUND(utr)
⊲ detect cell-free regions

u2
tr← ELLIPTSOLVE(utr)

⊲ compute non-linear elliptic degenerate denoising

End

Begin segmentation

S← FINDSEEDS(u2
tr,ubg)

⊲ get starting points for active contour algorithm

g1← EDGEIMAGE(utr,ubg)

g2← EDGEIMAGE(u2
tr,ubg)
⊲ compute edge penalization images

for s ∈ S do

(γs,Fs)← ACTIVECONTOUR(s,g1,g2)
⊲ for each seed, perform the active contour algorithm

⊲ γs contour, Fs quality measure

end for

ulabel← 0 ⊲ label image

for s ∈ S such that Fs is ascending do

ulabel← ADDCELL(ulabel,γs)
⊲ add cell region to ulabel, if it does not intersect

⊲ best ones are taken first

end for

End

Begin postprocessing

for each label l in ulabel do

vl ← EVALUATECELL(l,ulabel,ufl)
⊲ compute characteristic values for each cell

end for

End

return v

end procedure

Table 1 The cell segmentation method in pseudo-code.

Detection of cell-free regions (DETECTBACKGROUND)

In order to disallow cell-free regions being detected by the

active contour algorithm, these have to be identified. This is

done by masking the parts of the image in which the gradient

is below a certain threshold λdb1. The resulting binary image

is subject to a morphological erosion operation. Finally, the

connected components of the resulting image are obtained

and only the components whose area is above the threshold

λdb2 are kept. Output is a binary image masking the cell-free

regions.

Nonlinear degenerate elliptic smoothing (ELLIPTSOLVE)

In order to reduce the influence of noise and unwanted struc-

tures in a given image u, the edge-preserving smoothing

method described in Subsection 2.1 is applied. The proce-

dure ELLIPTSOLVE simply plugs the noisy input image u

into the equation and obtains the denoised version y from its

numerical solution.
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3.2 Segmentation steps

Starting points for the active contour algorithm (FIND-

SEEDS)

The active-contour algorithm for the detection of a sin-

gle cell boundary requires a starting point inside each cell.

There has to be at least one of these points inside each cell

and no starting points in the cell-free regions. This is done

by finding the local maxima for a smoothed version of the

edge-penalization image g given by

g(x) =
1

1+ |∇u(x)|2

λ 2

(5)

and bases on the observation that cell boundaries locally

yield low values in g. Since g is given on a regular grid, this

can be done by pointwise comparison of each value with

the values in the neighboring points. A local maximum is by

definition surrounded by values which are locally not greater

and usually correspond to a point (ideally) in the center of

a cell. The points obtained by this procedure are clustered

such that a minimal distance is ensured and returned after

checking that none of the points lie in the previously deter-

mined cell-free-region mask.

Creating a robust edge penalization image (EDGEIMAGE)

In addition to the starting points, the active contour algo-

rithm requires information how to penalize areas which are

not belonging to an edge. This is again done by applying (5)

and performing some smoothing steps. Edge images are

computed from both the original and the smoothed image.

Finally, additionally penalization is added for the cell-free

regions in order to avoid the active contour entering there.

Trace the boundary of a single cell (ACTIVECONTOUR)

For each “seed” s, an active contour is initiated around s and

evolved according to the optimization problem (4) described

in Subsection 2.2. The edge-penalization image g = g2 is

obtained from the smoothed image u2
tr via EDGEIMAGE. Af-

ter meeting the stopping criterion, the procedure is repeated

with the edge penalization g1 from original image utr and

returns the contour γ as well as the functional value F(γ).

3.3 Postprocessing steps

Compose a labelled image (ADDCELL)

After the contour tracing is finished, the method creates a la-

bel image which assigns each pixel a positive natural num-

ber unique to each cell and 0 to the background. Starting

with the contour associated with the lowest functional value

for (4), the region occupied by the contour is determined and

checked against the label image for intersection. If the area

of intersection is too large, the current region is rejected,

otherwise, it is incorporated into the label image with a new

number. In the resulting label image, each cell can be iden-

tified through the corresponding pixels.

Evaluate cell geometry and fluorescence data (EVALUATE-

CELL)

The last postprocessing step consists of computing some

characteristic values for each cell and its associated fluores-

cence data and storing them in a list. These can be classified

into values reflecting cell geometry and values associated

with the fluorescence data. The values regarding cell geom-

etry currently implemented are:

– center of mass,

– area and perimeter,

– width and height,

– spheroid volume and surface area.

The corresponding values extracted from the fluorescence

data are:

– mass and perimeter,

– mean mass and perimeter,

– expectation and covariance,

– a scattering ratio.

The corresponding output is a list of comma-separated val-

ues which can easily be imported into statistical evaluation

software.

4 The software tool

The algorithm described in the previous section has been

implemented in MATLAB [19]. The software is available

for download at http://microscopy.uni-graz.at/. It

comprises a graphical interface which allows for batch pro-

cessing of large data sets as well as the configuration of the

algorithm parameters. From the application point of view,

the typical usage is specifying the data on which the cell

segmentation should be performed (with default parameters)

and starting the data processing pipeline which does not re-

quire further user interaction. For this task, no knowledge of

the details of the algorithm is required. See Figure 5 for a

sample output produced by the software.

The parameters can, however, be changed on demand

through a configuration dialog.

Figure 6(a) gives an impression of the software tool. The

“transmission files” dialog can be used to specify the trans-

mission image and their order for which the segmentation

has to be carried out. Common image formats such as BMP,

GIF, JPEG, PNG and TIF are supported as well as the MAT-

LAB export generated by the visualization software AMIRA

http://microscopy.uni-graz.at/
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utr ulabel

Fig. 5 Top: A labelled transmission image according to the outcome

of the segmentation algorithm. Each colored region and number corre-

sponds to one segmented cell (yeast mutant strain YGR259C). Bottom:

The characteristic values computed in the postprocessing step for each

cell imported in a spreadsheet program.

[20]. For the evaluation of fluorescence data, a file name re-

placement rule can be set which is applied to find the fluo-

rescence data associated with a transmission image (e.g., a

for the transmission image wt7trans.tif and fluorescence

image wt7bin.mat, the rule trans.tif → bin.mat has

to be specified). The segmentation algorithm can be run and

configured by “process files” and “configure” respectively.

During the segmentation, status graphics and messages are

displayed in “job status”. Finally, the evaluation of the cell

geometry and fluorescence data for all specified files can be

done by “generate”, which allows to choose from a detailed

report listing each cell and a report which aggregates infor-

mation for each image, both in CSV format.

The configuration dialog (Figure 6(b)) offers control

over the algorithm described in Section 3. In detail, the fol-

lowing parameters can be adjusted:

– Preprocessing

– Preprocess images: Disables preprocessing steps

when unchecked,

(a) The main interaction and output screen.

(b) The configuration dialog.

Fig. 6 The graphical user interface of the cell-segmentation tool.

– Crop image: Allows to crop the transmission image,

e.g., to get rid of labels,

– Scale image: Optionally resizes the transmission im-

age to the given dimensions,

– Median filter length: Specifies the size of the median

filter in NORMALIZEBACKGROUND,

– Nonlinear elliptic smoothing/edge weight: The pa-

rameters λ and t0, respectively, in (1) and (2),

– Background threshold/feature size: Parameters λdb1

and λdb2 for DETECTBACKGROUND, respectively,

– Segmentation

– Segment cells: Disables segmentation steps when

unchecked,

– Seeding

• Edge weight: The value of the edge-

penalization parameter λ in (5) in FINDSEEDS,

• Smoothing steps: The number of linear smooth-

ing steps performed in FINDSEEDS,

• Minimal distance: Specifies the minimal dis-

tance under which seeds are no longer clustered,
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– Active contour

• Edge weight: The value of λ in (5) used in AC-

TIVECONTOUR,

• Smoothing parameter: Specifies the smoothness

parameter α in (4),

• Inflating force: Specifies the parameter β in (4),

• Initial radius: The radius of the initial circle in

ACTIVECONTOUR,

• Parametrization points: The number of points

for the discretization of the parametrization γ ,

• Stopping tolerance: ACTIVECONTOUR termi-

nates if the functional decrease drops below this

value,

– Postprocessing

– Postprocess image: Skips postprocessing steps when

unchecked,

– Fluorescence threshold: When non-zero, performs a

binary thresholding of the fluorescence image with

the given threshold,

– Generate labeled image: When checked, produces

an image showing the region and number of each

segmented cell.

There are moreover two helper tools available which fa-

cilitate the evaluation of the results. The first one, “Clean

cells” can be called after the data processing has finished and

may be used to remove specific cells from the segmented

data. This is useful, for example, if a falsely detected cell

should be erased or if only certain cells should be evaluated.

To prevent data from being accidentally removed, a backup

copy of the current data file will be created. In the process of

cleaning, all cells will be renumbered such that no gaps will

occur. With “Explore data”, the second helper tool, a graph-

ical output of the cell geometry and fluorescence data can

be created. For each file, the values of the selected feature

will be sorted in descending order and plotted, on the y-axis,

against its position in the rearranged data on the x-axis. The

plot also provides some basic statistical characteristics such

as mean, variance and median. It is possible to either plot a

graph for each file individually or one graph for all files.

Finally, the configuration options as well as the file list

can be saved and restored through the respective items in

the “File” menu. Moreover, short instructions explaining the

use of the program as well as some more details are available

through the “Help” menu.

5 Experiments

In order to test the validity of the method, we performed two

numerical experiments. For the first experiment, a transmis-

sion/fluorescence image pair was considered for which the

transmission image of size 460×460 was also manually seg-

mented (see Figure 7). Based on this segmentation, the char-

acteristic cell-based values were computed and compared

Fig. 7 A sample transmission image and its manual segmentation.

Characteristic value Weighted L2 error

cell center of mass x 0.980722 pixels

cell center of mass y 1.373299 pixels

cell mass 83.750541 pixels

cell perimeter 8.044056 pixels

fluorescence mass 13.035571 pixels

fluorescence perimeter 8.079814 pixels

fluorescence mass/cell mass 0.014755

fluorescence mass/perimeter 0.163840

Table 2 The weighted L2-error E =
(

1
N ∑

N
i=1(v

manual
i − vautomatic

i )2
)1/2

for a selection of characteristic values computed by the software.

to the results of the automated segmentation procedure for

which the implementation took approximately 312 seconds

with MATLAB release 2010b on an Intel R© CoreTM2 Quad

CPU Q9550 @ 2.83GHz. In the manually segmented image,

324 cells could be identified while the automated segmen-

tation method yielded 337 cells. Assigning corresponding

cells, we found that the proposed method was able to iden-

tify 307 cells (≈ 94%) correctly with 30 false positive cells

(≈ 9%). For the 307 cells, the characteristic values were

compared in terms of the weighted L2-error, see Table 2.

In summary, the error is quite low for most of the values.

However, for the cell mass, a rather large error could be ob-

served. This is due to the inherent difficulties in the com-

parison: since the cell boundaries are usually ill-defined, the

manual segmentation might also be inaccurate. In this re-

spect, the automated algorithm tends to overestimate the ac-

tual cell mass. Nevertheless, the latter has only a mild impact

on the fluorescence mass as no fluorescent material appears

outside of cells, resulting in a smaller error for this charac-

teristic value.

In the second experiment, we performed the cell regis-

tration and quantitative analysis for 523 image pairs of size

460× 460, each depicting a different yeast mutant colony.

The fluorescence data describes the expression of the green

fluorescent protein (GFP) fused to the peroxisomal target-

ing sequence 1 (PTS1), see [23] for details. It is known that

this data set contains fluorescence images which correspond

to yeast mutants with abnormal behavior. Our aim is to ver-

ify that these mutants can easily be found by evaluating the

quantitative cell-based data produced by the algorithm.
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(a) Histogram of the relative fluorescence intensity averages (blue

bars, 523 images) with a fitted Gaussian curve (red, x 7→Aexp
(

−(x−

µ)2/(2σ2)
)

with A = 31.29,µ = 14.68,σ = 4.49).

(b) Example of typical GFP-PTS1 expression.

(c) Example of abnormal GFP-PTS1 expression (outliers in the his-

togram).

Fig. 8 Quantitative evaluation of the average relative fluorescence in-

tensity.

For this purpose, we chose to compute, for each image

the average of the relative mass of fluorescence marker over

all cells, i.e., the average, taken over all cells of an image,

of the sum of the fluorescence intensity over the pixels of

a cell divided by the pixel count of each cell. For qualita-

tive evaluation and in order to identify outliers, these values

have been put into a histogram, see Figure 8(a). The samples

roughly follow a Gaussian distribution, a fact which was also

observed in [23] where an image-based rather than a cell-

based quantitative evaluation was performed. Furthermore,

five outliers can be identified, corresponding to the yeast

mutants YGL152C, YGL153W, YGR133W, YJL210W and

YKL197C. By visual inspection, one sees that these corre-

spond exactly to the fluorescence images which differ visu-

ally significantly from the rest (see Figures 8(b) and 8(c)).

Furthermore, the computed average relative intensity

value can be used to distinguish those yeast mutants for

(a) The two yeast mutants with the lowest average relative intensity

(top: YGR034W, bottom: YJL199C).

(b) The two yeast mutants with highest average relative intensity (top:

YGR136W, bottom: YJL098W).

Fig. 9 The yeast mutant colonies associated with the extreme cases for

the average relative intensity which are not outliers.

which the average expression of GFP-PTS1 per cell is low

and high, respectively, see Figure 9. Again, a visual in-

spection confirms the feasibility of this selection process.

Overall, the cell-based quantitative evaluation confirms what

might be deduced from visual inspection and image-based

quantitative evaluation.



10 Kristian Bredies, Heimo Wolinski

transmission image β = 2.4

β = 2.5 β = 2.6

Fig. 10 The effect of varying the “inflating force” β on the outcome

of the segmentation procedure. Top left: The test transmission image.

Top right and bottom: The outcome of the segmentation procedure for

different β .

Finally, we studied the behaviour of the algorithm for

different parameters and image sizes. First of all, let us men-

tion that the default parameters are in many cases already

sufficient to obtain satisfactory results. The segmentation of

the 523 test images was, for instance, performed with default

parameters. In some cases, however, the parameters need to

be adjusted in order to improve the outcome. Usually, there

is only need to do this for a single image: once the param-

eters are fixed, they can be applied to a whole data set pro-

vided that the images are similar. For the segmentation of

dense yeast colonies, the most relevant parameter appears to

be the “inflating force” β in (4) which accounts for the cell

size. To show the behaviour of this parameter, we ran the

algorithm with different β on an image of size 384× 384

showing large cells, see Figure 10 for the results. One can

see that a rough tuning already yields satisfactory results for

most cells. Choosing a smaller β leads to underestimation

of the size for some large cells with complex interior struc-

ture while a larger β causes overestimation of the cell sizes

and, consequently, the removal of smaller cells as these are

ranked worse in terms of the objective functional F (also

see the algorithm description in Section 3). The quality of

the segmentation is, however, not affected for the majority

of the cells, indicating that the procedure does not strongly

depend on this parameter.

At last, we performed computations in order to see how

image size affects the run time of the algorithm. The values

Image size (pixels) Number of pixels Run time (seconds)

128 × 128 16384 18.6

256 × 256 65536 67.4

384 × 384 147456 158.7

512 × 512 262144 315.1

640 × 640 409600 515.4

768 × 768 589824 834.0

896 × 896 802816 1453.5

1024 × 1024 1048576 2034.8

Table 3 Run times of the segmentation pipeline for different image

sizes (MATLAB release 2010b, Intel R© CoreTM2 Quad CPU Q9550 @

2.83GHz).

can be found in Table 3. One can see that the method roughly

scales linearly with respect to the number of pixels till 640×

640. Beyond this size, time for data transfer which is often

implicitly done in MATLAB gains more influence, resulting

in a faster increase of the overall run time.

6 Summary and conclusions

The segmentation of single cells in transmission images par-

ticularly of yeast cell populations is a challenging problem

in mathematical image processing. The heterogeneity of the

acquired image data, the varying characteristics of the cells

and the density of cell populations demand high require-

ments on applied image processing algorithms.

In this paper, we proposed a variant of the active-

contour model for effective detection of individual yeast

cells in transmission images. Together with appropriate pre-

and post-processing steps such as non-linear, edge adaptive

smoothing, seeding and selection based on quality measures,

a complete pipeline could be developed enabling registration

of dense and heterogeneous yeast cell populations.

Furthermore, a MATLAB-based software tool has been

developed in order to perform batch-processing and quan-

titative analysis both of transmission and 3D fluorescence

data as acquired in a specific yeast screening approach. No-

tably, the software requires minimal user interaction to pro-

cess the image data.

Experiments on real-life image sets confirmed the valid-

ity of the quantitative cell-based data obtained from the seg-

mentation and evaluation process. We therefore expect that

the proposed method and the provided software could be

used to perform analysis on data admitting quantitative char-

acteristics which are not easily deducible by visual inspec-

tion of image-based quantitative evaluation. Although our

motivation is the segmentation of dense yeast cell colonies,

it might moreover be possible that the method also works for

other types of data sets. As the model bases on images which

show, on a homogeneous background, a dense collection of

round objects whose size varies in a certain range and which

are separated by more or less sharp boundaries, it could be
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expected that data admitting these characteristics are also

successfully segmented with similar quality. Exploring this

could be a subject of further studies.

Currently, the method does not specifically differentiate

between mother cells and their developing daughter cells, a

feature appreciated for quantification of yeast cells during

cellular growth. Moreover, graphical tools are limited to di-

agrams for comparative analysis of subcellular structures of

different yeast mutants. In this respect, we currently imple-

ment 3D sharpness based methods to extract yeast buds and

additional tools such as heat maps to further improve the

statistical analysis of imaging-based yeast screening data.

Let us finally mention that in principle, the method could

be extended to extract the 2D boundary surface of cells in

3D data sets, i.e., using active surfaces instead of active con-

tours. However, this would require essential extensions in

the model and a considerable effort in additional implemen-

tation for which efficiency issues will likely play a larger

role than in the current approach. Again, this could be a di-

rection of further research.
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