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Abstract   
 

In this paper, we propose a general active learning framework for content-based information 

retrieval.  We use this framework to guide hidden annotations in order to improve the retrieval 

performance.  For each object in the database, we maintain a list of probabilities, each indicating 

the probability of this object having one of the attributes. During training, the learning algorithm 

samples objects in the database and presents them to the annotator to assign attributes to.  For 

each sampled object, each probability is set to be one or zero depending on whether or not the 

corresponding attribute is assigned by the annotator.  For objects that have not been annotated, 

the learning algorithm estimates their probabilities with kernel regression. Furthermore, the 

normal kernel regression algorithm is modified into a biased kernel regression, so that an object 

that is far from any annotated object will receive an estimate result of the prior probability. This is 

based on our basic assumption that any annotation should not propagate too far in the feature 

space if we cannot guarantee that the feature space is good. Knowledge gain  is then defined to 

determine, among the objects that have not been annotated, which one the system is the most 

uncertain of, and present it as the next sample to the annotator to assign attributes to.  During 

retrieval, the list of probabilities works as a feature vector for us to calculate the semantic 

distance between two objects, or between the user query and an object in the database.  The 

overall distance between two objects is determined by a weighted sum of the semantic distance 

and the low-level feature distance.  The algorithm is tested on both synthetic database and real 

database. In both cases the retrieval performance of the system improves rapidly with the number 

of annotated samples.  Furthermore, we show that active learning outperforms learning based on 

random sampling. 

Key words: active learning, content-based information retrieval, attribute tree, biased kernel 

regression, semantics.  
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I. Introduction 

Content-based information retrieval (CBIR) has attracted a lot of research interest in recent years. 

A typical CBIR system, e.g., an image retrieval system, includes three major aspects: feature 

extraction, high dimensional indexing, and system design [1].  Among the three aspects, feature 

extraction is the basis of content-based information retrieval.  However, features we can extract 

from the data are often low-level features.  We call them low-level features because most of them 

are extracted directly from digital representations of objects in the database and have little or 

nothing to do with how a human would perceive or recognize them.  As a result, two semantically 

similar objects may lie far from each other in the feature space, while two completely different 

objects may stay close to each other in the same space. Although many features have been 

designed for general or specific CBIR systems, and some of them showed good retrieval 

performance, the gap between low-level features and high-level semantic meanings of the objects 

has been the major obstacle to more successful retrieval performance. 

 Relevance feedback and hidden annotation have been shown to be two of the most 

powerful tools for bridging the gap between low-level features and high-level semantics. Widely 

used in text retrieval [2][3], relevance feedback was first proposed by Rui et al. as an interactive 

tool in content-based image retrieval [4].  Since then it has been proven to be a powerful tool and 

has become a major focus of research in this area [5][6][7][8][9][10].  In MindReader, Ishikawa 

et al. formulated a minimization problem on the ideal query parameter estimation process [5].  

Rui and Huang improved the approach further and took into consideration the multi-level image 

model [6].  A novel approach was proposed by Tian et al. to provide both positive and negative 

feedback for learning with Support Vector Machines (SVM) [7].  Sull et al. presented a 

framework for accumulating image relevance information through relevance feedback and 

constructing a relevance graph for later usage [8].  Nonlinear feedback was performed by 

Nikolaos, et al. [9], where an adaptively trained neural network architecture is adopted to realize 

the nonlinear feedback.  Furthermore, Minka and Picard [10] showed the possibility to construct 

new features “on the fly” during the interaction between the user and the system. 

Relevance feedback moves the query point towards the relevant objects or selectively weighs the 

features in the low-level feature space based on user feedback.  It does not take into account the 

actual semantics of the objects themselves.  The assumption is that the low-level feature space is 

complete enough to represent high-level semantics, so we can achieve good results simply by 

changing the weights of the features or by moving the query point.  Unfortunately, this 
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assumption is not necessarily true.  In many cases, low-level features are unable to describe high-

level semantics.  As an example, if the low-level features of a set of semantically similar objects 

lie in the space as several clusters, querying with an object in one cluster would not be able to 

retrieve semantically similar objects in other clusters by reweighing the space. In [12] and [13], 

similar approaches were proposed to use relevance feedback to build semantic relationships 

inside the database. Their systems grouped the objects in the database into small semantic clusters 

and related the clusters with semantic weights. The updating of the clusters and semantic weights 

are based on the user’s feedback. Another solution to the above problem is hidden annotation. By 

attaching Boolean attributes to images in the database, Cox et al. did some experiments on hidden 

annotation in their Bayesian image retrieval system, PicHunter, and showed positive results [11]. 

In this paper, we study the hidden annotation as a preprocessing stage of a retrieval system, 

referred to as the learning stage, before any user can use the system. 

The first observation we have is that it is better to view the hidden annotation and the 

relevance feedback as two separate stages in a retrieval system, although they are able to work 

together.  When a user is using the system to retrieve some results with a query, the similarity 

measurement in the user’s mind might be changing all the time.  This is why most of the 

relevance feedback systems do not keep the user’s previous feedback for later queries [4].  For 

the same reason, it is not reasonable to assume that the user’s feedback can always be used to 

update the hidden annotation consistently.  For example , sometimes the user may want to find 

something that is round in the database, and the user does not care if it is a ball or an apple.  An 

annotation-update based on this may deteriorate the system performance when the later the same 

user, or other users, may want to find a ball instead of an apple.  In [12], Lu et al. tried to solve 

this problem by slowly increasing and dramatically decreasing the weights of the links between 

images and keywords.  In this paper, we decide to make hidden annotation a preprocessing stage, 

referred to as the learning stage, before any user can use the system.  Learning similarities before 

retrieval is not a new idea.  Ma and Manjunath [14] used a hybrid neural network to learn the 

similarities between objects by clustering them in the low-level feature space.  Parts of the data 

were used for training, and the others were used for testing. 

The second observation we have is that most of existing systems using hidden annotation 

either annotate all the objects in the database (full annotation), or annotate a subset of the 

database manually selected (partial annotation).  As the database becomes larger, full annotation 

is increasingly difficult because of the manual effort involved.  Partial annotation is relatively 

affordable and trims down the heavy manual labor.  Once the database is partially annotated, 

traditional pattern classification methods are often used to derive semantics of the objects not yet 
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annotated.  However, it is not clear how much annotation is sufficient for a specific database, and 

what the best subset of objects to annotate is.  In this paper, we use active learning to determine 

which objects should be annotated.  During the learning stage, the system provides sample objects 

automatically to the annotator.  The sample objects are selected based on how much information 

annotation of each sample object can provide to decrease the uncertainty  of the system.  The 

object, once annotated, gives the maximum information or knowledge gain to the system is 

selected.  In the machine learning literature, the idea of maximizing the expected information 

from a query has been studied under the name “active learning” or “learning with queries” [15].  

It was revisited by Cox et al. when they updated the display of the query result in [11].  We will 

present a more detailed survey of the active learning literature in Section II-B.  

The key assumption we make throughout this paper is that, although the low-level feature 

space cannot describe the semantic meaning, it is locally inferable . This means that in the low-

level feature space, if two objects are very close to each other, they should be semantically 

similar, or be able to infer some knowledge to each other. On the other hand, if two objects are far 

from each other, the semantic link between them should be weak. Notice that because of the 

locality of the semantic inference, this assumption allows objects with the same semantic 

meaning to lie in different places in the feature space, which cannot be handled by normal 

relevance feedback. We argue that if the above assumption does not hold, neither relevance 

feedback nor hidden annotation will be able to help improving the retrieval performance, even the 

database is fully annotated. The only solution to this circumstance might be to find better low-

level features for the objects.  

We assume that the semantic meanings of the objects in the database can be characterized 

by a multi-level attribute tree. To make the attribute tree general, the attributes at the same level 

of the tree are not necessarily exclusive of each other.  For each object in the database, we 

maintain a list of probabilities, each of them indicating the probability of this object having the 

corresponding attribute.  If an object is annotated, the probabilities are set to be one or zero 

depending on whether the corresponding attributes are annotated to characterize the object or not.  

For each of the objects that have not been annotated, we estimate its attribute probabilities based 

on its annotated neighbors.  Kernel regression is employed to fulfill this task.  With this list of 

probabilities, we are able to tell which object the system is most uncertain of, and propose it as a 

sample to the annotator.  The list of probabilities also works as a feature vector to calculate the 

semantic distance between two objects. The final similarity measurement between any two 

objects is determined by a weighted sum of the semantic distance and the low-level feature 

distance.  We show that with our algorithm, the performance of the retrieval system improves 
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rapidly with the number of annotated models, and in all cases outperforms the approach of 

randomly choosing the objects to annotate.  

The paper is organized as follows.  In Section II, we introduce the general criterion for 

active learning in our approach.  Section III presents the details of the proposed algorithm.  We 

discuss the joint-semantic-low-level feature similarity measurement in Section IV.  We show the 

experimental results in Section V and conclude the paper in Section VI.  

II. The General Criterion for Active Learning 

In this section, we set up the active learning problem in a content-based information retrieval 

system and discuss the general criterion for active learning.  We show our learning interface and 

define the attribute tree structure in Section II-A.  In Section II-B, a brief introduction of the 

active learning literature is provided followed by the general criterion we use to choose the next 

sample object.   

A. The Learning Interface and the Attribute Tree Structure  
 

Figure 1 shows the learning/annotation interface of our system.  On the left hand side is a list of 

attributes to be annotated.  On the right hand side is a sample object (e.g., an image or a 3D 

model) the system proposes.  The basic operation for the annotator is to check some of the 

attributes for this sample model and press the “Annotate” button for the system to get the 

annotation information of the sample model.  

In our system, the attributes form a tree structure with multiple levels.  In the attribute 

tree, each node is an attribute.  The attributes at higher-level nodes are more general than those at 

the lower-level nodes.  By default we assume that once an attribute at a lower-level nodes is 

checked, the attributes at the higher-level nodes or its parent nodes are also checked.  As a simple 

example, “Aircraft” lies at the first level that is the highest level in the tree structure, thus it is 

more general than “Jets”, which lies at the second level.  An object that is a “Jets” is also an 

“Aircraft”.  Unlike the decision tree in classification applications, the nodes with the same parent 

node in our attribute tree are not necessarily exclusive of each other.  For example, an aircraft can 

be both a “Classic” and a “Jets”.  This makes our tree structure more general and more natural to 

use for annotation.  
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Figure 1   The learning interface and the tree annotation structure.  

The annotation starts with no attributes in the tree structure. When necessary, the 

annotator may add, rename or remove any attributes at any level. The annotator is asked to check 

all the attributes that the sample object has.  For an attribute that the annotator does not check, we 

assume the annotator implies that this object does not have that attribute, unless the attribute is 

the parent of another checked attribute.  

B. The Literature of Active Learning and the General Criterion to Choose the Samples 
 
For many types of machine learning algorithms, one can find the statistically “optimal” way to 

select the training data. The pursuing of the “optimal” way by the machine itself was referred to 

as active learning.  While in traditional machine learning research, the learner typically works as 

a passive recipient of the data, active learning enables the learner to use its own ability to respond 

to collect data and to influence the world it is trying to understand.  Some representative work on 

active learning can be found in [28][29][30].   

To be more specific, what we are interested is a specific form of active learning, i.e., 

selective sampling.  The goal of selective sampling is to reduce the number of training samples 

that need to be annotated by examining objects that are not yet annotated and selecting the most 

informative ones for the annotator.  Many approaches have been proposed for selective sampling. 

In [22], Seung et al. proposed an algorithm called query by committee (QBC).  Query by 

committee generates a committee of classifiers and the next query is chosen by the principle of 
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maximal disagreement among these classifiers.  Freund et al. extended the QBC result to a wide 

range of classifier forms.  They gave some theoretical proofs that, under some assumptions, the 

effect of training on annotated data can be achieved for the cost of obtaining data that are note yet 

annotated, and labeling only a logarithmic fraction of them [23].  In [24], Nigam and McCallum 

modified the QBC algorithm by a combination of active learning and the traditional Expectation-

Maximization (EM) algorithm.  The QBC algorithm assumes that the data is noise free, a perfect 

deterministic classifier exists, and all the classifiers in the committee agree with each other after 

full annotation.  In a real world case, these assumptions are usually not true, and the effectiveness 

of QBC is not clear.  In [27], Muslea et al. introduced an algorithm called co-testing.  It is similar 

to the QBC algorithm and is designed to apply to problems with redundant views or problems 

with multiple disjoint sets of attributes (features) that can be used to learn the target attribute. 

Lewis and Gale [25] described in their paper another approach called uncertainty sampling.  The 

idea is to use only one classifier not only tells which class a sample is, but also gives an 

uncertainty score for each data sample not yet annotated.  The next sample is chosen based on 

which one the classifier has the least confident with.  With uncertainty sampling, it was reported 

[25][26] that the size of the training data could be reduced as much as 500-fold for text 

classification.  

We need to find a general criterion to measure how much information the annotator’s 

annotation can provide to the system. Let NiOi  ..., ,2 1, , =  be the objects in the database, and 

KkAk  ..., ,2 1, , =  be the K attributes the annotator wants to use for annotation.  These attributes 

form the whole attribute tree.  For each object Oi, we define probability Pik to be the probability 

that this object has attribute Ak, where Pik = 1 means that the object Oi has been annotated as 

having attribute Ak, and Pik = 0 means it has been annotated as not having attribute Ak.  If the 

object has not been annotated, Pik is estimated by its neighboring annotated objects, as will be 

described in Section III-B.  In order to derive the expected information gain when we annotate a 

certain object, we define an uncertainty measurement as follows:  

NiPPPU iKiii  ..., ,2 ,1      ),,...,,( 21 =Ψ=     (1) 

where Ui is the uncertainty measurement, )(⋅Ψ  is a function on all the attribute probabilities of 

object Oi.  We want the uncertainty measurement Ui to have the following properties:  

1. If object Oi has been annotated, Ui = 0;  

2. If , ..., ,2 ,1for  ,5.0 KkPik ==  i.e., we know nothing about the object, Ui = Umax; 

3. Given , ..., ,2 ,1 , KkPik =  if it is uncertain that object Oi has or does not have some 

attributes, Ui should be large.  
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Since the third property of Ui is not presented in a strict sense, various functions can be defined to 

satisfy these properties.  For instance, let us assume that K = 1.  In this case, only one attribute is 

concerned. The well-known entropy is a good uncertainty measurement:  

( ) ( ) ).1log()1(log 111111 iiiiiii PPPPPEPU −−−−==Ψ=    (2) 

where E represents the entropy function. We will define uncertainty measurement for multiple 

attributes in Section III-C.  

There is another important factor that affects the benefit the annotator can give to the 

system.  It is the distribution of the objects in the low-level feature space.  Suppose we have two 

objects that have the same uncertainty: one is at a high probability region in the low-level feature 

space where many other objects’ feature vectors lie, and the other is at a very low probability 

region.  Annotating these two objects will definitely give the system different amounts of 

information, which in turn leads to different retrieval performance.  Therefore, we define the 

knowledge gain  the annotator can give to the system by annotating object Oi as:  

. ..., ,2 ,1      ),,...,,( 21 NiPPPqUqG iKiiiiii =Ψ⋅=⋅=    (3) 

where Gi is the defined knowledge gain ; iq  is the probability density function around object Oi, 

which will be estimated in section III-A; Ui is the uncertainty measurement defined in (1).  The 

criterion of choosing the next sample object is to find the unlabeled object Oi that has the 

maximum knowledge gain Gi. 

III. The Proposed Approach 

The proposed approach has a working flow as follows.  We first initialize the probability lists 

with prior probabilities that we have about the whole database.  The probability density function 

is also estimated.  A small number of objects are randomly chosen and annotated as the 

initialization step of the algorithm. The probability list is re-calculated based on the randomly 

annotated objects. The system then start to select the object that has the maximum knowledge 

gain, and ask the annotator to annotate it.  Again, some of the objects in the database update their 

probability lists because one of their neighbors is newly annotated.  The system then searches for 

the object that has the maximum knowledge gain again, and the annotator is asked to annotate it.  

This loop keeps going until the annotator stops or the database is fully annotated.  

In this section, we present the details of our proposed approach, including how to 

estimate the probability density function, how to update the probability list for each model, and 

how to calculate the expected knowledge gain if an object is annotated.  These three problems are 

discussed in Section III-A, III-B and III-C, respectively.  



 11

A. Estimate the Probability Density Function 
 
The probability density function is one of the important factors in the defined knowledge gain  in 

Equation (3). This function can be calculated offline before annotation. In the machine learning 

literature, there have been many efficient ways for density estimation, such as the Naïve density 

estimator, the Bayesian networks, the mixture models, the density trees [34][35][36] and the 

kernel density estimator [33] (also known as Parzen windows). All of them can work well in 

some circumstances. In a normal content-based information retrieval setting, the number of 

objects in the database is typically large, which eases the density estimation. Most of the above 

algorithm can have fairly good results as long as the corresponding assumptions are correct. In 

the current system, we use the kernel density estimator simply because the kernel method is also 

used in updating the probability lists in the next subsection. Nevertheless, since the probability 

density estimation is independent to the latter probability list updating and needs only to be 

calculated once offline before the annotation, any of the above algorithms can be employed.  

 We choose the kernel as an isotropic Gaussian function (assume the features has been 

normalized), as it is widely used. The window of the estimation is a hyper-sphere centered at the 

concerned object Oi. Let the radius of the super-sphere be ri, which was named the bandwidth  of 

the kernel density estimator in the literature. Normally, Nirri ,,2,1for  , L== , where r is a 

constant bandwidth. Let ix  be the feature vector of object Oi. The density estimation at the 

position where Oi locates is given by:  

 ( ) . ..., ,2 1,for         ,
2

exp,kernel
1

2

2

2

1
Ni

r
ccq

N

j j

jiN

j
jii =















 −
−== ∑∑

==

xx
xx   (4) 

where 
2ji xx −  is the Euclidian distance from the neighboring object Oj to the center object Oi; 

c is a constant which does not matter when we compare the knowledge gain .  

The choice of the bandwidth r has an important effect on the estimated probabilities.  If the size 

of the neighborhood is too large, the estimation will suffer from low resolution. On the other 

hand, a too small size may cause local overfitting, which hurts the generalization ability of the 

estimation. The optimal Parzen window size has been studied extensively in the literature. The 

optimal bandwidth can be determined by minimizing the Integrated Squared Error (ISE) or the 

Mean Integrated Squared Error (MISE) [37][38]. Nevertheless, most of the work so far can only 

deal with low dimensional data. In a retrieval system, the dimension of the low-level features can 

easily pass tens or hundreds. Adaptive bandwidth was proposed in the literature to make the 

kernel density estimator works better in high dimensional space. In [39] and [40], Abramson 
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suggested a square root law using 21−∝ ii qr , where ir  is the bandwidth of sample point ix . This 

proposal has been used in practice as a global estimator with surprisingly good small sample 

results. Nevertheless, in [41] Terrell and Scott performed a simulation study of the large sample 

properties of the Abramson estimator and notice some contrary results. For simplicity, we choose 

the bandwidth based on the maximum distance from any object to its closest neighbor. Through 

experiments we find that with a well-normalized feature space, a bandwidth of one to ten times 

that maximum distance often gives good results. Detailed experiments will be shown in Section 

V. We also examine the adaptive window method through experiments in Section V. 

B. Update the Probability Lists 
 
We assume that we have some very rough knowledge about the probability lists before the 

annotation. That is, 

( ) . ..., ,2 ,1 , ..., ,2 1,for         , KkNiPP k
ik ===    (5) 

where ( )kP  is the prior probability for an object to have attribute Ak.  Experimental results show 

that the guess of the prior probability will not influence the annotation efficiency too much. 

During the annotation, the annotator is supposed to check all the attributes the query model has, 

and all the other attributes the annotator does not check are assumed to be not belonging to the 

object unless they have some of their children nodes checked.  Let iΘ  be the set of attributes the 

annotator annotated for object Oi, including those having children nodes checked.  The new list of 

probabilities for object Oi after the annotation is: 



 Θ∈

=
otherwise.      ,0

, if     ,1 ik
ik

A
P      (6) 

Recall the basic assumption we made in Section I, annotated models tend to infer knowledge to 

their close by neighbors.  If a model has some of its neighbors annotated, its probability list needs 

to be updated. Meanwhile, if the objects are far from all the annotated object, we do not want to 

link the semantic meanings between them. This favor of semantic meaning extension fits the 

framework of kernel regression very well. The annotated objects are anchor points that have 

known probability values. For those objects that haven’t been annotated, their probabilities of 

having some attributes can be regressively interpolated. Although for each object in the database, 

there are a list of attributes associated with it, we assume in this paper that for each attribute the 

probabilities can be independently interpolated with kernel regression.  
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 Kernel regression is essentially a weighted average method to do interpolation. Let 

Mmm ,,1, L=a  be all the anchor points for which we know the values Mmum ,,1, L= . Given a 

new point x  that we want to find its value u , kernel regression gives:  

 

∑

∑

=

== M

m
m

M

m
mm

w

uw
u

1

1       (7) 

If we still use Gaussian function as our kernel, the weights are defined as:  

( ) .,1,
'2

exp,kernel 2

2
2 Mm

r
w

m

m
mm L=













 −
−==

ax
ax    (8) 

where 'mr  is the bandwidth used for anchor point ma  in the kernel regression. This bandwidth 

will have very similar effects on the final result as that when we estimate the probability density 

function using kernel density estimator. Actually, we will use the same kernel bandwidth in the 

probability density function estimation in the last subsection and kernel regression here. 

Obviously, from Equation (8), an anchor point that is closer to the query point x  will be assigned 

a higher weight, which gives more influence on the predicted value u . This is coherent with our 

basic assumption.  

 As we mentioned before, if an object Oi is annotated as having attribute Ak, the 

probability Pik will increase to 1. Otherwise, it will drop to 0. These annotated objects are 

considered as anchor points in the low-level feature space. Let us consider for example one of the 

attributes Ak. Let Mmm ,,1,~ L=x  be the feature vectors of all the currently annotated objects, and 

the corresponding probabilities Pmk are defined as in Equation (6), i.e.,  





=
otherwise.                                                     ,0

, has ~  toingcorrespondobject   theif     ,1 m k
m k

A
P

x
   (9) 

Follow the formulization of kernel regression, given an un-annotated object whose feature vector 

is x , the probability of this object having attribute Ak is:  

  ( )
∑

∑

=

==∈ M

m
m

M

m
mkm

k

w

Pw
AP

1

1x      (10) 

where the weights are:  
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.,1,
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xx
    (11) 

Again, 'mr  is the bandwidth for object mx~ .  

 There is a problem with the above regression algorithm. A simple 1D example is shown 

in Figure 2 (a). The horizontal axis is the feature value, and the vertical axis is the probability that 

the corresponding object has the certain attribute. Notice that although the feature value is far 

away from the anchor points (e.g., at the two ends of the horizontal axis), and the weight is very 

small, the predicted probability is still close to 1 or 0. This is mainly due to the normalization of 

the weights at the denominator of Equation (10). However, this effect is not what we expected. 

Again, our assumption is that close annotated objects can infer knowledge to the current object, 

but far objects should not. In other words, if an object has only very far neighbors being 

annotated, we expect its probability to remain the prior probability.  

 To solve this problem, we propose a simple algorithm called biased kernel regression. 

Basically, we modify the Equation (7) as:  

 

∑

∑

=

=

+

+
= M

m
m

M

m
mm

ww

uwuw
u

1
0

00
1      (12) 

where 0u  is the bias value of the point to be predicted; 0w  is a weight representing the strength 

of the bias. A large weight will produce a prediction value very close to the bias value. If the prior 

knowledge has a high confidence, the weight should be set large. If we have enough prior 

knowledge, the weight can be adaptive in the low-level feature space. When the weight 0w  is less 

than 1, there exists an equivalent distance 0r , which satisfies:  











−= 2

2
0

0
'2

exp
r

r
w      (13) 

where 'r  is the kernel bandwidth at the to be predicted object. In this case, biased kernel 

regression can be viewed by putting a virtual anchor point at a distance 0r  to the point to be 

predicted, and set the value of the virtual anchor point as the bias value.  
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Figure 2   The normal kernel regression (a) and the biased kernel regression (b).   

In our system, the bias value during the probability estimation is the prior probability 

( )kP . Since the prior probability is a rough estimate, which is uniform across the low-level 

feature space, the weight 0w  is preferred to be small. In Figure 2 (b), we show the result using 

biased kernel regression on the same setting of Figure 2 (a). 0r  is set to be equal to 'r , and the 

prior probability is set to be 0.5. Notice that when the predicted points are far from the anchor 

points, the predicted value goes to the prior probability. This is what we expected. Also notice 

that the predicted curve does not pass the anchor point, for both figures in Figure 2. This is 

actually a nice property of kernel regression. From the probabilistic point of view, if the object 

with a certain feature vector is annotated as having attribute Ak, there might be still non-zero 

probability that another object having the same feature value does not have this attribute. In this 

sense, what we called “probability” for the annotated objects, which has the value 1 or 0, is not 

the real probability at the corresponding point in the low-level feature space. They are just some 

values that can help us estimate the probability list of the neighboring un-annotated objects. 

Nevertheless, it can be proved that when the number of anchor points goes infinite and the kernel 

bandwidth becomes very small, the result of kernel regression asymptotically converges to the 

actual probability distribution [31].  
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Although the database might be huge, the computational cost on the probability list 

updating is actually low. That’s because in kernel regression, a newly annotated object would not 

change an object’s probability list if it were far away. The bandwidth of the kernel function 

determines the hyper-sphere inside which the object’s probability lists have to be updated. These 

objects can be easily found if the database is organized by R-tree or similar structures.  

Updating of the probabilities can also be done under other frameworks.  We choose 

kernel regression because it provides us a natural way to deal with the problem and a smooth 

transition from no annotation to full annotation. Once the database is fully annotated, the 

probability lists are equivalent to full annotation.  The probabilities of the objects can also be 

estimated parametrically.  For example, we can assume the models belonging to each attribute 

follow a Gaussian distribution, or a Gaussian mixture distribution if necessary.  Having a new 

model annotated is equivalent to adding a new training example to the Gaussian or the Gaussian 

mixture.  The model to be chosen to annotate could be the one with which the system is the least 

confident.  Such an approach does not have a smooth transition from no annotation to full 

annotation, because after the database is fully annotated, the parametric model does not record 

any annotation for each object in the database. Moreover, such kind of approach imposes a very 

strong global structure over the low-level feature space. When the model of the distribution is not 

right, the performance of the system may suffer a lot. As a comparison, our approach also 

imposes some structures on the feature space but they are local. Local structure offers better 

opportunity to fit the database well when we do not have enough knowledge about the database.  

C. The Uncertainty Measure  
 
After all the probabilities have been updated, the learning algorithm searches among models that 

have not been annotated for another model whose annotation, once given by the annotator, will 

provide the most extra information.  According to the discussion in section II-B, this model is the 

one that produces the maximum knowledge gain.  In order to calculate the gain, we need to find 

the uncertainty measurement and the probability density for each model.  We have described the 

estimation of the probability density function in Section III-A.  Hereinafter we discuss the way to 

determine the uncertainty measurement.  

In section II-B, we gave some general properties for the uncertainty measurement we 

want.  We mentioned that if we only have one attribute to annotate for all the objects, the entropy 

is a good measure of uncertainty 

( ) ( ) )1log()1(log 111111 iiiiiii PPPPPEPU −−−−==Ψ=    (14) 
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where Ui is the uncertainty measurement for object Oi, E is the entropy function, Pi1 is the 

probability for object Oi to be characterized by the attribute.  In the real case, we have multiple 

attributes in the database. The uncertainty should be defined based on the joint probability of all 

the attributes. That is:  

( )( )
( )( )

( ) ( )∑−=

=
Ψ=

KiKi

Ki

Kii

AAPAAP

AAPE
AAPU

,,log,,     

,,     
,,

11

1

1

LL

L
L

    (15) 

where ( )Ki AAP ,,1 L  represents the joint probability of object Oi having or not having the 

attributes. The sum is taken over all the possible combinations of attributes that an object can 

have. 

There are two problems if we want to find the probability of all the combinations and then 

calculate the entropy as the uncertainty measure. We will use a toy attribute tree as in Figure 3 to 

illustrate the two problems.  

1A

3A2A

6A
5A4A  

Figure 3   A toy attribute tree.  

The first problem is that the joint probability is not available. Instead, we know the 

probability for each attribute separately. For example, in Figure 3 we know 

( ) ( ) ( )621 ,,, APAPAP L , which are estimated in the probability list updating stage. We can also 

make some reasonable assumptions. As we mentioned in Section II-A, in this paper, we assume 

that the attributes at the same level of the tree structure are not exclusive. Therefore, during the 

estimate of the joint probability, we can assume them to be independent. Even the attributes at the 

same level may not be actually independent, we are still confident in the sense that at least we are 

estimating the upper bound of the uncertainty. Including the tree structure assumption, for Figure 

3 we have:  

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
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  (16) 

However, the above assumptions are not enough yet for finding the joint probability of any 

combination of attributes. Further assumptions such as ( ) 6 ,5 ,4 ,1 =∉∈ iAAP ixx  have to be 

made, which is difficult to justify.  
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 The second problem is more serious. In order to find the uncertainty in Equation (15), 

even for attribute tree as simple as Figure 3, we have to calculate 62  items. This number 

increases exponentially with the number of attributes associated with the database. This prohibits 

the algorithm being used for la rge and complex databases.  

We take a rather simplified way to find the uncertainty measure. Still use the toy attribute 

tree in Figure 3 as an example. With all the conditions given in Equation (16), we have:  

( )
( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )321161514

3211654

326541

621

621

     

,,     
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,,,     

,,,

AEAEAEAAEAAEAAE

AEAEAEAAAAE

AEAEAAAAE
AAAE

AAAU

+++++=

+++=

++=
=

Ψ=

L

L

  (17) 

where E is the entropy function, and ( )baE |  is the conditional entropy of a given b. As 

conditional entropy is always smaller than or equal to the un-conditional entropy, we have:  

( ) ( ) ( ) ( ) ( ) ( )616515414  ; ; AEAAEAEAAEAEAAE ≤≤≤    (18) 

Notice that 6541  and ,, AAAA  are in a tree structure; the inequalities above are actually strict. 

Computing the conditional entropy requires making further assumptions and more computations. 

To reduce the complexity during the learning process, we simplify it as follows:  

( ) ( ) ( ) ( ) ( ) ( )616515414  ; ; AEAAEAEAAEAEAAE ααα ===   (19) 

where α  is a constant between 0 and 1. The overall uncertainty becomes:  

( )
( ) ( ) ( ) ( ) ( ) ( )[ ]654321

621

     

,,,

AEAEAEAEAEAE
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+++++=

Ψ=

α

L
  (20) 

which is a weighted sum of the individual entropies for all the attributes.  

In general, for a certain object Oi and a certain attribute Ak, we define the individual 

entropy as:  

).1log()1(log ikikikikik PPPPE −−−−=     (21) 

The overall uncertainty for an object Oi is defined by a weighted sum of the entropies for all the 

attributes, i.e., 

∑
=

=
K

k
ikSki EwU

1

      (22) 

where K is the total number of attributes, and Skw  is the semantic weight for each attribute.  The 

semantic weights are related with which level in the tree the attributes are at. Let kl  be the level 

attribute Ak is at.  For example, in the tree structure in Figure 3, attributes such as A1, A2 and A3 
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are at the first level ( 1=kl ), and A4, A5 and A6 are at the second level ( 2=kl ).  The weights are 

defined as:  
1−= k

Skw lα       (23) 

where α  is a constant between 0 and 1.  In our current implementation, we set α  to be 0.6 based 

on experiments.  

 With the uncertainty measure in Equation (22) and the probability density estimate in 

Section III-A, we are able to calculate the knowledge gain by simply multiplying them together as 

in Equation (3).  The system then proposes the object with the maximum gain and asks the 

annotator to annotate it.  After the annotation, the system updates the probability lists, 

recalculates the uncertainty measures and proposes the next sample.  This loop keeps going until 

the annotator stops or the database is fully annotated. 

IV. Joint Similarity Measure for Semantic and Low-Level Features 

The hidden annotation needs to be integrated into the retrieval system in order to provide better 

retrieval performance.  In previous work, annotation was often regarded as a Boolean vector.  In 

[11] and [12], normalized Hamming distance was used to combine the influence of the annotation 

and acted as a new feature for the retrieval.  When the database is partially annotated and the 

annotations are used for learning, as in [14], neural networks are often used to train the similarity 

measurement. 

In our system, each model has a list of probabilities of having the attributes, including the 

query model the user provides.  If the query model is chosen from the database, we already have 

this probability list. This is the normal case as hidden annotation is largely for improving the 

performance of inside-database queries. If the query model is selected from outside the database, 

we can estimate its probabilities as in Section III-B as well. Alternatively, the user can annotate 

the query model before providing it to the retrieval system.  The probability list is a complete 

description of all the annotations we have ever made and is associated with high-level semantics. 

We can treat this list of probabilities as a feature vector, similar to low-level features such as 

color, texture, and shape.  The semantic distance 12Sd  between any two objects O1 and O2 is 

defined as:   

( ) ( )[ ]∑
=

−+−=
K

k
kkkkSkS PPPPwd

1
122112 11    (24) 

where K is the total number of attributes, Skw  is the semantic weight for each attribute as defined 

in (23), and kP1  and kP2  are the attribute probabilities for the two models. The item 
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( ) ( )kkkk PPPP 1221 11 −+−  is actually the probability of objects O1 and O2 disagree with each 

other on attribute Ak (i.e., one of them has Ak but the other one does not have). We choose the 

form of weighted sum to measure the overall disagreement because it’s simple and effective in 

practice. For attributes at a higher level, the weight is smaller, so that we give a less penalty on 

disagreement on high level attributes. Intuitively, the disagreement between a “car” and an 

“aircraft” is larger than that between “Classic Aircraft” and a “Jets Aircraft”. Another good 

property of the defined semantic distance is that, if the to be compared objects have been 

annotated and the probabilities are either 0 or 1, the defined semantic distance will automatically 

degenerate into a Hamming distance (assume one-level attribute tree), which is widely used in the 

literature. Although other form of semantic distance can be defined, notice that it’s not reasonable 

to normalize the probability lists and measure their difference using KL divergence. As we have 

stated, the attributes in our system are not exclusive, and viewing them as one probability 

distribution is not logical.  

 We need another distance measure that is the distance in the low-level feature space.  For 

two objects O1 and O2, we simply use the weighted Euclidean distance   

∑
=

−=
J

j
jjLjL ffwd

1

2
2112 )(      (25) 

where J is the total number of features, f1j and f2j are the j th normalized low-level features of the 

two objects O1 and O2, and wLj is the weight set based on the importance of each feature.  In the 

current implementation, the features are equally weighted after normalization. 

The overall distance between the two models is a weighted sum of the semantic distance 

and the low-level feature distance: 

121212 LLSSOverall dwdwd ⋅+⋅=      (26) 

where Sw  and Lw  are the semantic weight and the low-level feature weight respectively and 

1=+ LS ww .  There are several methods to specify these two weights.  For example, they can be 

fixed as a constant, or they can be proportional to the number of objects that have been annotated 

in the whole database.  In the current system, the weights are determined by the query object:  

( ) 




 −⋅=

=
5.0max2

,,1
max qk

Kk
SS Pww

L
     (27) 

where qkP  is the probability for the query object to have attribute Ak, and maxSw  is a constant 

which is currently set to be 0.9.  If the query object has been annotated, or its estimated 

probabilities have maximum value 1, the weight of the semantic distance is the maximum, i.e., 
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maxSw .  In other words, if the retrieval system knows that the query has a certain attribute, it is 

preferable to search the database mainly by this attribute instead of the low-level features. If the 

maximum of the probabilities is less than 0.5, the semantic weight will be set as 0.  

As hidden annotations are made by the annotator, models that are far away from each 

other may be annotated as having the same attributes, which means they have small semantic 

distance.  The integration of semantic annotations into the similarity measurement effectively 

works as warping of the low-level feature space to make semantically similar objects closer to 

each other.  As illustrated in Figure 4, aircrafts are distributed beside cars in the low-level feature 

space.  Two aircrafts and one car are annotated. When we compute the final similarity, the 

aircrafts will have similar attribute probabilities, and their final similarity score will be higher 

than when only low-level features are considered due to the introducing of item 12SS dw ⋅  in (26).  

:        Cars
:        Airplanes

Annotated as aircrafts

f1

f2

Annotated as aircrafts

Annotated as cars

 

Figure 4   The annotations will “warp” the feature space. 

V. Experiments 

We first test our algorithm on a synthetic database. There are 2000 objects in the database, which 

fall into 3 categories and 2 subcategories. The attribute tree of the synthetic database is shown in 

Figure 5. The dimension of the low-level feature space is two. The distribution of the categories 

in the feature space is shown in Figure 6.  

Category 1

Category 2 Category 3

Sub-category 1 Sub-category 2
 

Figure 5 The attribute tree of the synthetic database.  
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Figure 6 The synthetic database 
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From Figure 6 we can see that the features of Category 2, Category 3 and Category 1 

Subcategory 1 overlap a lot in the low-level feature space. This will hurt the performance of the 

retrieval system. We want to do hidden annotation to improve the performance.  

We measure the annotation efficiency by testing the final retrieval performance of our 

retrieval system.  Since our system has a multi-level attribute tree structure, we define our own 

performance measurement as follows.  For any specific query q and its top R retrieved results, the 

average matching error for these results is measured by: 

∑
∈

=
qqueryof
resultsRtopj

qj
S

q
S d

R
e

  
  

1      (28) 

where qj
Sd  is the semantic distance between the query and the j th retrieved object, which is 

calculated by (24) with the ground truth data.  The q
Se  indicates the average matching error for the 

top R retrieved objects with respect to the query.  The smaller the q
Se , the better the performance 

of the system for the query q.  The overall system performance is evaluated by:  
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1       (29) 

where N is the number of objects in the database, as we take every object in the database as a 

query and calculate the average matching error.  The final performance of the system is measured 

by taking average of the average matching error for all the objects.  
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Figure 7 Performance comparison between our algorithm and random sampling.  

Figure 7 shows the performance comparison between our active learning algorithm and 

the random sampling algorithm. In our algorithm, we use fixed bandwidth for kernel density 
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estimation and kernel regression. The bandwidth is set to be twice the maximum distance from 

any object to its closest neighboring object. Later we will show experiment on how to choose the 

bandwidth. In the biased kernel regression, we choose the weight of the prior probability as 2−e . 

We will also discuss the weight selection later. The first 50 annotated objects are randomly 

drawn. After that, our algorithm use active learning to pick the samples to annotate while the 

random sampling algorithm keeps sampling randomly.  

The horizontal axis of Figure 7 is the number of samples that have been annotated.  The 

vertical axis is the average matching error for the whole database measured by (29).  A curve 

closer to the bottom-left corner is considered to have a better performance.  Six curves are shown 

in the figure, representing the performance of different algorithms measured by different number 

of retrieved results. The average matching errors of the top 20, top 60 and top 100 retrieved 

results are reported. As we expected, every curve drops as the number of annotated samples 

increases, which shows the effectiveness of hidden annotation.  Furthermore, the dropping slope 

of our algorithm is much steeper than that of the random sampling algorithm, which shows that 

the active learning algorithm performs better. With active learning, given a certain average match 

error target, the save of the number of annotations can be as large as 50% compared with random 

sampling. Notice that both algorithms have zero average matching error when the number of 

annotated object is close to 2000. This is because the database is about to be fully annotated, and 

the performance of any algorithm will have zero average matching error at this point.  

 
Figure 8 In the initialization step, 50 objects are chosen randomly and annotated.  
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(a) 

 
(b) 

 
(c) 

Figure 9 The annotation process of random sampling.  
(a) 200 objects annotated. (b) 400 objects annotated. (c) 600 objects annotated.  
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(a) 

 
(b) 

 
(c) 

Figure 10 The annotation process of our active learning algorithm.  

(a) 200 objects annotated. (b) 400 objects annotated. (c) 600 objects annotated. 
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To better understand what happens during the annotation process, we plot the annotated 

objects in Figure 8, Figure 9 and Figure 10. In these figures, we use black squares to represent an 

annotated object. From Figure 9 we can see that random sampling wastes a lot of annotation on 

areas that the low-level feature is already very good for retrieval. As a comparison, in Figure 10, 

the active learning algorithm focuses on annotating the confusing area and leaves the unconfusing 

area untouched. This is the major reason that active learning can outperform the random sampling 

algorithm.  
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Figure 11 Select the right kernel bandwidth.  

  Next we explore the sensitivity of the kernel bandwidth selection to our algorithm. Fixed 

kernel bandwidth is employed throughout the experiment. We find that the maximum distance 

from any object to its closest neighboring object is a good choice if the features are well 

normalized. Let this distance be D. Figure 11 shows the retrieval performance at different kernel 

bandwidths, i.e., 0.1D, 0.2D, 0.5D, D, 2D, 5D, 10D. Only the performance of the top 20 retrieved 

results is reported, and the other settings are the same as in the last experiment. It can be observed 

that for a fairly large range around D, the performance is stable. In addition, choosing a relatively 

large bandwidth is less risky than choosing a small bandwidth.  

 An alternative of fixed kernel bandwidth (FKW) is the adaptive kernel bandwidth 

(AKW). We try a simple adaptive kernel bandwidth algorithm described in [33] and the results 

are shown in Figure 12. The algorithm first estimates the probability density function with a fixed 

kernel bandwidth, and then adjusts the kernel bandwidth at each sample point based on the 

estimated probability density function using the square-root law [39][40]. Notice that even in the 

adaptive kernel density estimation, we still need to choose a base bandwidth, which will be tuned 
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by a local bandwidth multiplication factor generated by the square-root law. In Figure 12 the 

bandwidth of the adaptive kernel bandwidth algorithm is the base bandwidth we choose. 

Although adaptive kernel bandwidth is for probability density function estimation, the same 

bandwidth is used to interpolate the probabilities during the kernel regression stage. 

From Figure 12 we can see that for a good kernel bandwidth selection, e.g., 2D, adaptive kernel 

bandwidth performs almost the same as the fixed kernel bandwidth. While for a bad kernel 

bandwidth, e.g., 0.1D, adaptive kernel bandwidth actually performs worse. Though the reason for 

this is not justified yet, we use fixed kernel bandwidth in the left experiments.  
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Figure 12 Fixed kernel bandwidth vs. adaptive kernel bandwidth.  

Finally we want to see the effect of choosing different weights for the prior probability in 

the biased kernel regression (Equation (12)). The results are shown in Figure 13. All the other 

settings are the same as the first experiment in this section. Surprisingly, weight does not change 

the performance of the system too much. Although not significant, two interesting phenomena 

can be observed from the figure. First, there is a small divergence of the performance when very 

few objects are annotated (e.g., when only 50 models are annotated) and a convergence of the 

performance when more and more objects are annotated. This is because when more and more 

objects are annotated, there will be always enough effective annotated neighboring objects found 

during the kernel regression, and the bias to the prior probability will be ignored. Second, there is 

a performance intercrossing at the very beginning of the curves. Namely, when very few objects 

in the database are annotated, a larger bias weight gives better performance because it is resistant 

to overfitting. When more and more objects are annotated, a smaller weight will give better 

performance because it is easier to quickly adapt to the local probability changes. This 
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phenomenon suggests an adaptive weighting scheme across the annotation process, which can be 

our future work. Nevertheless, the difference of the performance is rather small and can be 

ignored in the current stage.  
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Figure 13 The selection of the weight for the prior probability in the biased kernel regression.  

We then test our algorithm on a real retrieval system. This is a 3D model database in 

which most of the 3D models are downloaded from the Internet. The database consists of 1750 

objects, whose categories are highly biased. More than one third of the objects are aircrafts. 3D 

model retrieval is a relatively new research area and not too much work has been published. 

Some features for comparing 3D models has been proposed in the literature, e.g., those in 

[16][17][18][19][20][21]. In our system, we have 10 features extracted for each object. They are 

region-based features proposed in [21], including the volume-surface ratio, the aspect ratio, 

moment invariants and Fourier transform coefficients. The features are normalized to be within 

range ( )1  ,1− . 

The low-level features for 3D models proposed so far are far from satisfying. That’s the 

reason why we want to integrate hidden annotation to improve the retrieval performance. In this 

experiment, we use our active learning algorithm to distinguish between aircrafts and non-

aircrafts. Because some of the 3D models contain multiple objects, 100 of them are annotated as 

both aircraft and non-aircraft.  

The performance comparison between our active learning algorithm and the random 

sampling algorithm on the 3D model database is given in Figure 14. To start the algorithms, 50 

models are randomly chosen and annotated. The setting of our algorithm is the same as that of the 

synthetic database. That is, we use fixed bandwidth for kernel density estimation and kernel 
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regression. The bandwidth is set to be twice the maximum distance from any object to its closest 

neighboring object. In the biased kernel regression, we choose the weight of the prior probability 

as 2−e . Only the performance on the top 20 retrieved results are reported. From Figure 14, it is 

obvious that our active learning algorithm works much better than the random sampling 

approach.  
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Figure 14 Performance comparison between our algorithm and random sampling  
for the 3D model database.  
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Figure 15 Select the kernel bandwidth on the real 3D model database.  

 Since the choice of the kernel bandwidth is important for density estimation and kernel 

regression, we test the retrieval performance with respect to bandwidth changing again. The 
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results are shown in Figure 15. We can see that although the variation of the performance is larger 

than that of the synthetic database (Figure 11), larger kernel bandwidth still provides better results 

in general. However the bandwidth cannot be infinite, because too large bandwidth will smooth 

out too much details in the feature space. Another thing to notice is that the larger the kernel 

bandwidth employed, the more computational cost we have to pay during the probability list 

updating. We need to have some tradeoff between performance and speed.   

VI. Conclusions and Discussions 

In this paper, we proposed a general approach to make hidden annotation with active 

learning for information retrieval.  We considered a natural attribute tree structure for the 

annotation. The object to be annotated next was determined by the knowledge gain of the system 

by annotating it.  We defined the knowledge gain as the product of the probability density 

function and the uncertainty measurement.  In order to evaluate the uncertainty of an object, we 

gave each object a list of attribute probabilities, computed based on its neighboring annotated 

objects through kernel regression.  We obtained the uncertainty of an object by giving an explicit 

function on these probabilities.  The proposed algorithm outperforms the random sampling 

algorithm in all the experiments, which shows that hidden annotation with active learning is a 

very powerful tool to help improve the performance of content-based information retrieval.  

The relationship between relevance feedback and hidden annotation is worth discussing.  

In Section I, we mentioned that we treat them as two separate stages of a retrieval system.  This is 

because the user’s measurement for similarity may change from time to time and from user to 

user.  If every user’s feedback is taken as annotation, some of them may even deteriorate the 

overall system performance.  Hidden annotation through active learning has shown its 

effectiveness on improving the within-database query results.  However, with only a few 

annotated models, there are typically not enough data to train the system well on every attribute. 

Over-fitting to the small amount of training data is possible. Experiments show that for an 

outsider query of the database, the improvement of the performance is not significant.  Therefore, 

relevance feedback is still necessary in a retrieval system. 

 The relevance feedback and hidden annotation are two different learning strategies. 

Relevance feedback can adapt to the query very quickly and is designed to work specifically for 

each query.  Hidden annotation with active learning is more like a student who tries to learn as 

much as possible and as fast as possible, and the result is an improvement for the overall 

performance.  Whether or not to accumulate previously learned knowledge is one of the major 

differences between relevance feedback and hidden annotation.  As a result, if the user who gives 
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the feedback is trustworthy, this feedback can be accumulated and added to the knowledge of the 

system, as was done in [12].  Otherwise, we would better separate hidden annotation and 

relevance feedback completely and give the privilege of annotation only to the system designer or 

the annotator.   

 

 
(a) retrieval results without annotation 

 

 
(b) retrieval results with 1/3 models annotated 

Figure 16   Retrieval results for the 3D model database with/without partial annotation.  

One may have the concern whether the annotator’s preference is always the same as a 

user.  Although the annotator may be an expert, the user may have his/her own criteria for 

similarity.  We can modify our algorithm to allow user feedback.  Because we define the overall 
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distance as a weighted sum of the semantic distance and the low-level feature distance as in (26), 

where the weights between semantic distance and low-level feature distance can also be adjusted 

by the relevance feedback.  This is part of our future work.  

To compare our approach with Lewis and Gale’s approach in [25], their approach is 

designed for text classification, while ours is for information retrieval.  A two-class problem is 

considered in their paper, while our approach deals with multiple attributes forming complex tree 

structure.  They estimate the conditional probabilities through a simple logistic predictor, and we 

use kernel regression.  Probability density function is considered in our approach, while they do 

not consider it.  Note that despite all these differences, our approach can be easily modified to be 

used in classification problems. 
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