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Abstract— In heterogeneousnetworks such as today’s Inter net, TCP
must be made to handle links and paths with vastly differ ent character-
istics, including longer delays and dynamically changing available band-
width. In this reseach, we first analyzethe performance of TCP under
networks with TCP-unfrie ndly characteristi csand intr oducean architec-
tur e to tackle the performanceproblemsin suchnetworks.

|. INTRODUCTION

OME networks cannot be easily incorporated into the

preseh TCP domnated Interret infrastrudure transpa
ently sincethey possessiew link techndogiesthathave char
acteristicavhich canseriouslyimpair the perfamane of TCP
flows, e.g. networks with long delaylinks and/orwith highly
varialle bandvidth. TCP periormsverywell in networks with
fixed bandwidhs and small delays. However, the bandwidh
availableto aTCPflow in todays Interretis oftenvariabe. For
exampe, in aQoSnetwork whereTCP flows aremultiplex-ed
in the best effort category, the available bandwidh fluctuates
whenhigherpriority flows andotherTCP flows comeandgo;
in wirelessnetworks wherefrequentmobility leadingto verti-
cal handoffs, both bandvidth anddelaychang from anend-
to-end[1] perspetive. We call suchnetworks with highvaria-
tionsin bardwidth andlarge delaysasbeing TCP-unfriendly.

In this researchwe study the behaior of TCP underthe

abore unfriendly network conditins anddevelop an arctlitec-
tural solutionto improve its performarce through router as-
sisteddynanic congestioncontol. In particular we usePer-
formance Enhancement Proxies (PEP).

Il. PROBLEM DESCRIPTION

In this sectionwe first explore the effectsof unfriendly net-
work condtions on TCP flows with NS2 simulationg2]. Our
testnetworkis illustratedin Figurel. Thelinks betweend and
C andbetweenD and B simulatethe local accessetworks
andthey arefixedat 10Mbps with 10mrs lateng. Thelink be-
tweenC and D simulatesthe paththroudh the heterogneous
networks in the Interret, andit haslonge delay(paraneterd)
anddynamically variablebandwidh. We also male this link
bottlenek part of the network so thatits characteristicgon-
trolsthetheend{o-endperfamancebetweend andB.

We implement the variale bandwidh link with a new link
objectthat we introducedin NS2. It calculateshe instanta-
neots bandvidth whenever a paclet is transmittecthrough it.
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Fig. 1. TheSimuldion Network for Our Experimenél Study

Thecalculations basecbnsomemathematicalundions(such
assine) to mocel bandvidth oscillations. While a sinefunc-
tion may not be the mostsuitableappoximationfor studyirg
the bandvidth dynanics in the Internd, its versatility allows
usto seequicky how TCP respond to slow or fastcharging
bandvidth. For example the oscillationsthat we usedin our
expeaiments(seeFigure?) aregeneratedy fixing themeanat
1Mbps, theamplitwde at 0.5Mbps, the phaseat zero,andvary-
ing only theangularfrequengy (k) from 0.0to 1.0(secondl.
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Fig. 2. Modeling Bandwidh Oscillationwith Sinein NS2

We conside onelong TCP flow from A to B. We usestan-
dardTCP configuration,i.e., TCP NewRenowith window size
20, the initial congestion window 1, and Droptail queuesize
50for everylink. We compae theeffective throughpu asseen
by therecever (at B).

A. TCP Sufferswith Long Delays and Variable Bandwidth

We first look at the behaior of TCP flows underdifferent
delaysbut with no bandwidh oscillation. From Fig. 3(a) we
clearly seethat as the delay becomedonger the throughput
beconeslower. Thisis becageoncethedelaysbecanehigh,
we will needa larger TCP window, anda larger buffer at the
bottlenek link to reachthemaxinumthroudchputlevel allowed
by the availablebandwidh. In fact TCP mockling tells usthat
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Fig. 3. Effectof Link Delayd on TCP Performane

throughpu T asfunction of thewindow sizeWW andthe Rourd
Trip Time RTT isgivenby T = W/RTT

Therateof dow start [3] alsoincreaseswith endto endde-
lays. As the delaybeconeslonger the slow startperiodlasts
longe, resultingin sub-gtimal performane at the beginning.
This is vety significantbecagethe slow startperiodplaysa
major role in short TCP sessionsgspeciallyin web traffic.
Thuslarge delaysaffect TCP performarce.

In the secondsetof simulatiors, the purpceis to seehow
TCPresponlsto thesamebardwidth oscillationwhenthe net-
work delaybecaneslarger Fig. 3(b) illustratesthe resultson
TCPthroudhput. Thisgraph shavsthat,asthedelayincreases,
the TCP sessiondecone lessandlessresposive to the band
width oscillation. All the spacebetweenthe maximum link
bandvidth curve andthe throughputmeasurerant curve rep-
resentghewastedbandvidth.

Thesesimulatiors validateour prognostication- TCP does
not respol effectively to very long delays,and,moreimpor-
tantly, variatilnsin availablebandvidth. The intrinsic reason
for this behaior lies in the TCP’s endto-endcorgestioncon-
trol model[3]. Sandard TCP usesthetiming of ACK paclets
to estimatethecurrer availablebandwidh in theforwardpath,
andresporlsby applyirg linearincreasendmultiplicative de-
creasdo the sendemwindow size. Giventhe small buffer size
of standard TCP, this probe-and-stimatemethodcanbecone
largdy ineffective becase the respoise time can be slowver
thanthe rate of chan@ of bandvidth. The buffers may not
be ableto handlethis delay and/orthe bandvidth estimation
may bestale.Theresultis thatthe TCP perfamancesuffers.

I1l. NEW ARCHITECTURAL SOLUTION

Our appoachfor improving TCP perfamanceis to deploy
TCP PerformanceEnhanceProxes (PEP [4]) at the edges of
TCP-unfiendly networks (seeFig. 4) to contrd the TCP flows
passinghroudh them. The basicideais for the PEPelement
at an edgerouterto monita the available bandvidth of the
network, andto manipulatethe ACK pacletsof a passingthru
TCPflow accordimly. By delibaatelyspeedig up or slowing
down TCP ACKs, the PEPelementcan rewrite the behaior
of a TCP flow andhelp achieve bettercongestiorcontrd and
improvedthroughput.

netwo_rk
cp (TCP unfriendly)

Fig. 4. A PEP-Based\rchitectue for Improving TCP Performaice

The philosofy behird this apprach is as follows. As
we have showvn earlie; TCP’s openloop congestion contiol
becones ineffective when the network delay becanes sig-
nificantly large and when the available bandvidth becanes
volatile. Therdore, if a network can provide more accurate
hints on the current congestioncondtion, the TCP sendersat
theendpoints canrespmd moreeffectively.

First, suchhints canonly comefrom ACK maripulations
insidethe network becauseve areconstraird from chamging
TCP endpoints(alsoseediscussiorin SectionV). Whenever
thenetwork changsthetiming of ACK arriva atthesenderit
changsthesubsequerbehaior of the TCP flow.

Second these manipulations should only come from the
TCP-unfiendly networks becausea network should always
know its own condtion betterthanary othernode or endpoirt.
Furtherlimiting chargesto only thosenetworks thatneedsuch
chang@shasanobviousadwartageof beingscalable.

Finally, theingressrouter atthe edgeof a network/sutmetis
thebestplacefor ACK manipulationsfor thatnetwork/subnet,
becaus¢hecontrd loop(sendrto PEPto sendeycanbeshort-
enedbefor it passthrouch the TCP-unfiendly links. More-
over, the PEP elementcan couge with other traffic contiol
elementsat the ingressroute, suchasadmissioncontroland
schedulig, to provide abettercongestion contiol.

A. Congestion Control in the PEP Element

In thebig picture,thePEPelementtthenetwork edgemon
itorsall TCPflows goingin andoutof the network (Fig. 4) and
manipuatesthe TCPACK pacletsfor perfomancegains.Our
designassumeshat congestiorusuallyhappes at the edges.
Hencewe do notruninto scalabilityissues.

A basictechniquefor TCPACK manipuldionsis theprema-
ture ACK — a TCP acknavledgmen paclet mandacturedby
the PEPelemenm but identicalto the actualACK generéed by
the TCPrecever. Usually a TCP datasggment mustreachthe
destinatiorto triggerthe recever to senda TCP ACK paclet
backto the sender By contrast,a prematue ACK is usually
mandacturedwvhenthe correspondilg datasegmen passedy
the PEPelemet; thatmears, while the datasegmentis still in
transitto therecever, thesendemayalreadyhavereceved the
ACK. Thisway, theprematue ACK techniqiegereratesanef-
fectthatmalesthenetwork delaysignificantlylower, allowing
the TCP congestioncontiol to resporl faster

Whentheprematue ACK techniguieis usedtheburdenfalls
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uponPEPto recover ary datathatmight be lost afterthe PEP
elementacknavledgesit. Therebre, the PEP elemen must
keepa buffer for all suchsegmentsthathave beenprematurely
ACKed but for which the correspndingreal ACKs have not
arrived from therecevers. Whenareal ACK arrives,the PEP
elementmust clear the correspading datasegmen from its
buffer anddrop thisreal ACK (becaisethe sendeshouldhave
gottentheprematureACK earlier).It mustalsowatchfor other
condtions thatmay indicatedatalosses suchastimeoutsand
three-diplicatedACKs. Furthermore,the PEP elementmust
contrd the rateof prenatureACKs sothatthe TCP sendrate
will notbeoverly aggressie asto overunthe PEPbuffer.

For every TCPflow passinghroudh thePEPelementjt uses
aflow classifierto selectheflows thatneedPEPenhaicement.
Theselectionpolicy canbedefinedusingout-ofbourd mech
anismsandit is outsidethe scopeof this study For eachTCP
flow thatneed PEPenhancment,the PEPelementmaintains
astatefor theflow. Thestateconsistof asharedufferto store
TCP sggmentsanda watermak index. This stateinformation
will beusedin the ACK manipdation for the TCPflow.

Whena TCPflow first starts the PEPelemem quaiesother
traffic contrd elementgsuchasthe admissiorcontrd) to find
out the maximum bandwidh availableto this flow. If the net-
work is anintegratedservicenetwork, suchinformationmay
beavailableatthe RSVPtable[5]. Or, if thenetworkis abest-
effort-only network, the maximum bandwidh will bethetotal
capacityof the bottlenek link. Oncethis numkeris obtained
thePEPelementhenaccordimly setthemaximum sizefor the
sharecbuffer andaninitial value for thewatermak index.

WhenaTCPdatasegmert arrives attheedgerouter, the PEP
elemenwill do oneof thefollowing, depenéhg onthecurrent
buffer lengthandthewatermarkindex:

« If thecurrent buffer lengthis lessthanthewatermarkindex,
PEPmalkesa copy of this segmert to storein the buffer, and
geneatesa prematue ACK for the sender PEP marksthis
segmen as“p-acked”

« If the current buffer lengh is greaterthan or equalto the
watermarkindex, but lessthanthe the maxinum buffer size,
PEPalsomakesa copy to storein the buffer, but it doesnot
geneatea prematureACK. It marks this segmentas“stored’
« If the current buffer lengh is greaterthan or equalto the
maximun buffer size(i.e.,thebufferis full), PEPdoes nothing
(i.e.,let thedatasggmernts passasif therewereno PEP).

Whenareal TCP ACK paclet arrives at the PEPelement,
the corresponthg data segment (and ary segmentswith a
lower sequene numbe unlessthe sessionusesselective ac-
knowledgmer) will be fetchal and purged from the buffer.
If this data segmert is already “p-acked”, the router will
dropthis ACK paclet. In additian, sincethis canredwce the
buffer length somedatasegmerts thatarepreviously marked
“stored” maynow fall belov thewatermark The PEPelement
will thengeneate a nev premature ACK for thesesggments
andchang their statedrom “stored”to “p-acked” Thatis, the
PEPelementsendshints” to thesendetto sendmoredata.

B. The Watermark

From the above discussiornwe canseethat the watermak
index is animpottant variable in the PEPcongestioncontrd.
The watermak is a centra point of our design. The water
mark index divides the PEPbuffer into two parts. Whenthe
buffer lengthfalls belov the watermark,it indicatesthat the
TCP sendrate is over pessimistic. Thewefore, the PEP ele-
ment always geneatesprenature ACKs in this case. When
the buffer lengthrisesabove the watermark it indicatesthat
the TCP sendrateis over optimistic. Thus,the PEPelement
withholds subsequemnprenature ACKs. Thereleaseof these
tempoarily withheld prematue ACKs will be clocked by the
arrivas of actualACKs. This way, the PEPelemen canuse
TCPsendess self-clockng to controlits sendrate.

In somesensethewatermarksetsthe optimalrateat which
the active network elementwould expectthe sendetrto inject
pacletsinto the network. To basethis optimal rate on the
bandvidth currertly availableto the TCP flow, the watermak
shouldbedynanical andnotfixed A fixedwatermarkhresh-
old to decick to geneate premaure ACKs or not yields sub-
optimal perfamanceor seriouscongestion. For exanple, as-
sumingthatthe buffer lengthis below the watermak andthe
available bardwidth goes down, with a fixed watermak the
PEPelementvouldstill sendoutprematue ACKsto causethe
senderto sendmoredata. This could leadto buffer overflow
andcongestion.Onthe otherhand,if the availablebandwidh
goesup but the watermarkdoesnot charge accordngly, the
PEPelememn maywithhold prematue ACKs althowgh the net-
work cantransmitmore,resultingin sub-gtimal periormane.

To summarizehis architectue, the PEPcorgestioncontiol
augnentsTCP’s end-mint congestiorcontrd. Whenconges-
tion hapgensin a TCP-unfiendly network, it cantake along
time for the endpointsto noticesuchchangsin the available
bandvidth. The PEPcongestiorcontrd attemptgo avoid this
prodem by shorteing TCP’s feedlack contrd loop with pre-
matureACKs, andby feedirg a moreaccuateindicationwith
the control of thewatermark Thewatermarkcanfurtheralle-
viatecongestionby delayirg ACKs henceslowing down flows.

IV. SIMULATION RESULTS

We have implementd our PEP archite¢ure in NS2. The
simulationsetupis the sameasin Sectionll-A, excef thata
PEPagents placeatnodeC (seeFig. 1). C istheingressedge
routerfor the simulatecheterogneos network. After we col-
lectedthe datafor the new simulationruns, we comparethem
with the previous results(whentherewas no PEP).We have
plottedthe datain a seriesof charts.Whena cune is labeled
“TCP” in thechartsjt presentshe datafrom the previoussim-
ulations;whena cune is labeledwith “PEP”, it presentghe
datafrom the new simulationswith PEPelementsn place.

A. Sow Sart

We first investigae the effect of PEPduiing the slow start
period We useconstanbandwidh for this studyandfocus on
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thefirst few second of eachTCP flow. Fig. 5 compaesthe
basebandvidths betweerregular TCP andTCP flows passing
through a PEPelement. The resultsshav that PEP givesus
a higherthroughput with 150%improvemen over TCP. This
is primarily dueto a quicker slow-start. In the simulationnet-
work, the PEPelementeceves datasegmentsrom thesender
in 10ms.Sofor every 20ms, a prematue ACK canreachback
the senderto doube its congestionwindow, while normally
TCP would take 220ns (if d=10ms)or 420ms (if d=200ms)
to receve thefirst ACK andto dowble the congestionwindow.
Therebre, PEP avoids the prablem of long slow-start periad
for networks with TCP-unfiendly charateristics.
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Fig.5. ThroughputComparsonbetwee TCPandPEP

B. Variable Bandwidth

We theninvestigae theeffectof PEPon TCP’s perfomance
unde bandwidh oscillations. We choosek=0.2 asthe angu
lar frequeng in our sineoscillationfundion, asit is realistic
to have arourd 30 secondger oscillationcycle. Fig. 6 com-
pareghe TCPthroughpu without PEPandwith PER whenthe
network delayis 100msor 200ms.
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Fig. 6. ThroughputComparsonunderVarigble Bandvidth

The figures shav that when the bandwidh reachs its
troudh, the throudhput for both PEP and TCP casesis low.
However, whenthe bandvidth goesup, TCPwithout PEPfails
to adjustits rate quick enoudn and its perfamancesufers.
On the otherhand,with the help for PER TCP cancatchup
the bandwidh increaseandthe throwghpu is improved. This

shaws that, by adjustingthe watermarkaccordimly, the PEP
elementcan improve the performarce of a TCP flow even
thoudh the network hasTCP-unfiendly chaacteristics.

C. Very High Delays

Next, we increaethe bandvidth d to 300ms and400ns to
study the effect of very high delays. The resultsare dravn
in Fig. 7. Similarly to the previous case,TCP perfamsworse
without PEPthanwith PER Thereasoris similartoo: standad
TCP canrot predetemine the high delaysbefaehandandthe
sendingateis low even thowgh thereis enogh bandwidth.
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Fig. 7. ThroughputComparism underVery High Delays

Whenthebandvidth is variedsinusoiddy (seefFig.8), TCP
canna utilize thebandwdth whenit goesup. Essentiallywhat
the TCP senderreceves from the ACK clocking is the aver-
agebandvidth during arourd-trip time. Coupledwith thefact
that TCP hasa limited buffer spacejt tendsto slow down its
sendingrate. PER on the otherhand,usesthe dynamic water
mark mechanisndescribedn previous sectionto ensurethat
the ACK timing reflectsthe actualbandvidth available. The
chartshawvs thatthewatermarktechnigqie succeedi smooth
ing the sendingrateto matchthe bardwidth variation.
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D. Very Fast Bandwidth Oscillation

Finally, we varythefrequeng of sinusoidabandwdth from
k=0.2to k=33, which correspadsto an oscillation period of
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arourd 200ms. Fig. 9 compmresthe throughputmeasuredin-
derthis setup.lt shavs thatPEPS performarceimprovements
areevenhighe. ThisfurtherprovesthatPEPcancorrectTCP’s
lack of respomsivenesgo fastbardwidth oscillation.
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Fig. 9. ThroughputComparsonunderVery High Bandwidth Variaion

V. CONCLUSION AND DISCUSSION

In this paper we have first shovn that TCP perfomance
falls shortof theidealwhenthedelaysarelarge andthe avail-
able bandvidth varieswith time. We thenintroduceda new
PEP-basedrchtectureto tacklethe prodems. Our archtec-
tureusepremaure-ACK anddynanic watermak meclanisms
to ensurea rate basedflow betweenthe senderandrecever,
andto moddate this rate by the variance of the dynamically
varying bandwidh of the network. Throughsimulationexper-
iments,we have shavn that our PEParchitectue malkes TCP
flows more adaptale to long delaysand varigble bandvidth.
In mary casesthe perfaomanceof thesePEP-assisteflows
matchewwith the calculatedevels.

While work hasbeendore elsevhereto improve slow start
and congestionavoidancemechanismsto deal with the long
delayprodems(seerefererte [6] for a goodsuney), thereis
little work thataddesseghe variale bardwidth problens di-
rectly. Ourwork is amory thefirst attemptsthrowh anarchi-
tecturalsolution Further it is innovative to usethe adaptve
watermarkmechaism for TCP congestiorcontrd.

Our appoachhasdeviatedfrom the traditioral apgoaches
to the TCP perfomance prodems, which often requre
chan@s to TCP end-mints by adopiing either a new TCP
mechaism (e.g. TCP extersionsand new algorithms as de-
scribedin literature[7], [8], [9], [10]) or a non-stadardcon-
figuration (e.g. with extraadinary large window size). There
is no doubtthat thesesolutionscanimprove the TCP perfa-
mance,but the biggest disadwartage is that we would need
to ascertairthe stateof the intermedate networks at the out-
setto decideupa anapprgriate configuration. Furthernore,
changng TCP at the end-mints is not only somehw unreal-
istic (it would requre upgadingalmostall the compuersin
the world), but alsovery risky. Despiteits ineffectivenessn
networks with unfriendly condtions, the currert TCP conges-
tion contrd hasbeenproven, both theoreticallyand through

20+ yearsof pradice on the Interret, to be extremelyrobust
andresilient. Sincecharging thatmay causeunexpectedcon-
sequeneslike corgestioncollapse we hadchosenalocalized
solution— onethat strictly limits the changego thoseTCP-
unfriendly networks themseles.

While mary have criticized the PEParchtecturefor violat-
ing the endto-endprinciple [1], we argue that, althowghiit is
more preferdle to uselink layer mechamsmsto correctthe
TCP-unfiendly charateristicsin a TCP-unfiendly network,
thereexist certainervironmens wheresuchconpensations
not available or too costly The two network conditians that
we areaddrasingin this pager, networkswith long delaysand
networks with highly volatile bandwidh, aretwo suchexam
ples. Moreover, PEPhave beenproven practicalandeffective
for otherlink characteristicaswell, suchasthe TCPsnoging
techniquefor lossywirelesslinks [11] andtheprotocd bocster
idea[12]. Comparedo snoop our PEPdoeselaborateconges-
tion contrd.

Oneof ourconjecuresis thatwith ourproxy, we canprovide
betterQoSwith betterjitter anddelayguaanteedy finetuning
thewatermark.n otherwords thewatermarkwould becone a
function of QoSrequiranentslik e jitter, boundson delayand
threshdd bandwidhs. Suchproxieswould becone invaluable
in QoS networks suchasdiffserv Thatis one of the future
directiors of thiswork.

Above all, our appoachhasachiesed the goal of improv-
ing TCP perfamancefor TCP-unfiendly networks. Besides,
with the potertial wide-speadof active contrd andmanag-
mentelementsnsidethe networks, our architectue will coex-
ist harmaniouslywith themandhelp managig traffic without
sacrificingtheperformane.
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