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#### Abstract

We propose an adaptive framework for computing multiple paths in temporal and spatial domains to transmit a large volume of data packets from a source $s$ to a destination $d$ in ad hoc wireless networks. The objective is to achieve quality of service (QoS) by minimizing end-to-end delay for packet delivery. We consider two aspects in this framework. The first aspect is to perform preemptive route rediscoveries before the occurrence of route errors while transmitting a large volume of data from $s$ to $d$. This helps us to find out dynamically a series of possible paths in temporal domain to complete the data transfer. The second aspect is to select multiple paths in spatial domain for data transfer at any instant of time, and to distribute the data packets in sequential blocks over those paths in order to reduce congestion and end-to-end delay. A notion of link stability and path stability is also defined, and a unified mechanism is proposed to address the above two aspects that relies on evaluating a path based on link and path stability. Our solution method uses Lagrangean relaxation and subgradient heuristics to solve an optimization formulation of the problem in order to compute the paths and the corresponding data distribution, both in temporal and spatial domains. Simulation experiments demonstrate that the proposed framework helps in significantly reducing the end-to-end delay and the required number of routerediscoveries.
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## 1. Introduction

There has been a growing interest in ad hoc networks in recent years [2,4,10,13]. An ad hoc network can be envisioned as a collection of mobile nodes or routers (each equipped with a wireless transceiver), which are free to move about arbitrarily. Two nodes, willing to communicate, may be outside the transmission range of each other; however, they can communicate via multiple
hops, if other nodes in the network are willing to forward packets from them.

An important problem associated with routing in networks, particularly in ad hoc networks, is to employ methods that will ensure better quality of service (QoS). The successful operation of an ad hoc network is disturbed, if an intermediate node, supporting communication between an ( $s-d$ ) pair, moves out of range of either source $s$ or destination $d$ during data transfer. This interruption in communication results in degraded QoS because the user has to wait for a subsequent rediscovery of another route between this ( $s-d$ ) pair. Some path-maintenance algorithm has to be invoked to prevent the disruption of communication, which eventually increases the end-to-end delay.

The majority of the existing schemes proposed for ad hoc networks uses single-path routing [8,10,18], which
might not reduce the average end-to-end delay. However, once a set of $(s-d)$ paths is discovered in anticipation, in some cases, it is useful to employ the concept of multipath communication [3]. In fact, earlier research $[5,11,14]$ have shown that it is possible to improve end-to-end performance by taking recourse to simultaneous data transfer over these paths. This parallelism in transmission is achieved by splitting the original data volume into smaller blocks and sending these blocks of data via selected multiple paths from $s$ to $d$, which in turn reduces congestion as well as end-toend delay. Although utilization of multiple paths has been explored in the wired networks [1,3,11], in order to provide improved performance against single path, it has also been shown in [14] that deployment of multiple paths does not necessarily result in a lower end-to-end delay. Furthermore, most of the existing work considers only spatial multipath, whereas our work takes into account both spatial and temporal multipaths.

In this paper, we propose an adaptive framework for computing multiple paths (both in temporal and spatial domains) to transmit a large volume of data between ( $s$ d) pairs in ad hoc wireless networks. Data transmission in the spatial domain balances traffic load in the network, whereas that in the temporal domain gives the continuity of data transfer from $s$ to $d$. We have considered two different aspects in this framework. The first aspect performs preemptive route rediscoveries before the occurrence of route errors while transmitting a large volume of data from $s$ to $d$. Consequently, this helps us find out dynamically a series of paths in the temporal domain to complete the data transfer. The second aspect of the framework selects multiple paths in the spatial domain for data transfer at any instant of time and to distribute the data packets in sequential blocks over those paths in order to reduce further congestion and end-to-end delay. We also define a notion of link stability and path stability, based on which are computed paths in the proposed framework. Lagrangean relaxation [7] and subgradient heuristics [9] methods are used to compute multiple paths and data distribution along them, both in temporal and spatial domains. Simulation experiments demonstrate that the proposed framework helps in reducing the end-to-end delay by a factor of 0.7 . The number of routerediscoveries due to route errors is also reduced, which in turn reduces the network congestion due to control packets.

A preliminary version of this work has been presented in [5].

The organization of this paper is as follows. Section 2 describes a stability-based framework for QoS routing in ad hoc wireless networks. Section 3 enhances this framework to introduce an adaptive mechanism for multipath routing. Section 4 explains the simulation results followed by concluding remarks in Section 5.

## 2. A stability-based framework for QoS routing

Let us assume that the node pair ( $s-d$ ) needs to communicate and the routing scheme has detected a path $(s-x-d)$, where $x$ is an intermediate node. However, if $x$ is highly mobile and tends to move outside the transmission range of $s$ and/or $d$, the routing scheme soon has to find an alternative path ( $s-y-z-d$ ), say. This interruption in service eventually degrades the quality of service [6]. Instead, if the routing scheme considered the mobility pattern of the intermediate nodes and also the traffic congestion, it might be able to find better paths a priori, having a longer life and perhaps less congestion in a specific context.

Before proceeding further, let us introduce the following notations used to describe the framework.

### 2.1. Notations

$N$ set of nodes
$L \quad$ set of directed links
$s, d \quad$ source and destination, where $s, d \in N$
$l_{m n} \quad$ link from node $m$ to node $n$, where $m, n \in N$ and $l_{m n} \in L$
$P$ super set of a set of stable paths, i.e., $P=$ $\left\{P_{1}, P_{2}, P_{3}, \ldots\right\}=\left\{P_{i} \mid i \in[1, \infty)\right\}$
$P_{i} \quad i$ th set of stable paths, $P_{i} \in P$, for $i \in[1, \infty)$
$p_{i j} \quad$ binary indication variable for $j$ th path in $P_{i} \in P$ where $i \in[1, \infty)$ and $j \in\left[1,\left|P_{i}\right|\right]$, such that
$p_{i j}= \begin{cases}1, & \text { where path } p_{i j} \text { is selected between } s, d \\ & \text { for the set } P_{i}, \\ 0 & \text { otherwise. }\end{cases}$
$D \quad$ super set of a set of data volume in packets, i.e., $D=\left\{D_{1}, D_{2}, D_{3}, \ldots\right\}=\left\{D_{i} \mid i \in[1, \infty)\right\}$
$D_{i} \quad i$ th set of data volume in packets, where $D_{i} \in D$ for $i \in[1, \infty)$
$\Delta_{i j} \quad$ data distribution for the $j$ th path in the set $P_{i}$ and $\sum_{j \in P_{i}} \Delta_{j}=\left|D_{i}\right|$ for $i \in[1, \infty)$
$R \quad$ transmission range of nodes (assumed to be equal for all nodes)
$M \quad$ average velocity of nodes
$a_{m n} \quad$ affinity of a link $l_{m n} \in L$
$B \quad$ link bandwidth in packets/ms (assumed to be identical for all links)
$H_{i j} \quad$ number of hops traversed by $j$ th path in the set $P_{i}$, where $1 \leqslant j \leqslant\left|P_{i}\right|$
$H_{i j}^{\text {ave }} \quad$ average number of hops traversed by any $j$ th path in any set $P_{i}$
$H_{\text {stab(j) }}^{i}$ number of hops traversed by the most stable $j$ th path in the set $P_{i}$
$\tau_{i j} \quad$ average delay per hop per packet for $j$ th path in the set $P_{i}$
$\tau_{s t a b(j)}^{i} \quad$ average delay per hop per packet for the most stable $j$ th path in the set $P_{i}$
$r_{i j} \quad$ route discovery time for $j$ th path in the set $P_{i}$
$q_{i j} \quad$ average queuing delay per packet per node for $j$ th path in the set $P_{i}$
$T_{i j} \quad$ average path delay per packet for $j$ th path in the set $P_{i}$ such that $T_{i j}=H_{i j} * \tau_{i j}$
$S_{i j} \quad$ stability for $j$ th path in the set $P_{i}$
$r_{\text {stab }(j)}^{i} \quad$ route discovery time for the most stable $j$ th path in the set $P_{i}$
$T_{\text {disc }}$ route-request-time-out for any source node waiting for route reply packets after issuing a route-request.

### 2.2. System description

The network is modeled as a graph $G=(N, L)$ where $N$ is a finite set of nodes and $L$ is a finite set of directed links. Each node $n \in N$ has a unique identifier. Two nodes $n$ and $m$ are connected by two unidirectional links $l_{n m} \in L$ and $l_{m n} \in L$ such that $n$ can send message to $m$ via $l_{n m}$ and $m$ can send message to $n$ via $l_{m n}$. In this paper, for the sake of simplicity, we have assumed symmmetric link with same capacity between $n$ and $m$.

In a wireless environment, each node $n$ is characterized by a transmission range, $R_{n}$, which is assumed to be the same as $R$ for all nodes. The neighbors of $n$ are the set of nodes within its transmission range. It is assumed that when node $n$ transmits a packet, it is broadcast to all of its neighbors. However, the strength of connections to all members of the neighbor set with respect to any node $n$ may not be uniform. For example, a node $m$ in the periphery of the transmission range of $n$ is weakly connected to $n$ compared to another node, say $u$, which is closer to $n$. Thus, the probability of $m$ going out of the transmission range of $n$ due to an outward mobility of either $m$ or $n$ is more than that of $u$.

The strength of relationship between two nodes over a period of time is defined as node-affinity or simply affinity which is defined in terms of link affinity. Informally speaking, link-affinity, $a_{n m(t)}$, associated with a link $l_{n m}$ at time $t$, estimates the life span of the link $l_{n m}$. It is a function of the current distance $\left(\delta_{n m}\right)$ between nodes $n$ and $m$, the relative mobility of $m$ with respect to $n$, and the transmission range of $n$. If the transmission range of $n$ and $m$ are different, $a_{n m(t)}$ may not be equal to $a_{m n(t)}$. The node-affinity, $\eta_{n m(t)}$, between $n$ and its neighbor $m$ is then defined as $\eta_{n m(t)}=\min \left[a_{n m(t)}, a_{m n(t)}\right]$ which determines the stability of connectivity between them. The unit of affinity is in seconds.

To compute the link-affinity, $a_{n m(t)}$, at any instant of time, node $n$ sends a periodic beacon and node $m$ samples periodically the signal strength received from node $n$. Since the signal strength of $n$ as perceived by $m$ is a function $f\left(R_{n}, \delta_{n m}\right)$, the node $m$ can predict the current distance $\delta_{n m}$. If $M$ is the average velocity of the nodes, the worst-case link-affinity is given by $a_{n m(t)}=\left(R_{n}-\right.$
$\left.d_{n m}\right) / M$, assuming that at time $t$, the node $m$ has started moving outwards with an average velocity $M$. For example, if the transmission range of $n$ is $R=300 \mathrm{~m}$, the average velocity is $M=10 \mathrm{~m} / \mathrm{s}, \delta_{n m}=100 \mathrm{~m}$, then he life span of link $l_{n m}$ (worst-case) is $a_{n m(t)}=20 \mathrm{~s}$, assuming that the node $m$ is moving away from $n$ in a direction obtained by joining $n$ and $m$.

The above method is simple, but based on an optimistic assumption that node-distance can be deduced from signal strength. In reality, however, even if the transceivers have the same transmission range, the signal strength varies because of the differences in battery power. Therefore, a node $m$ may also need to monitor the change in signal strength of $n$ over time to estimate the link-affinity. (This idea was originally described in [12].)

Let $\Delta S_{n m}(t)$ be the change in signal strength at time $t$. Then $\Delta S_{n m}(t)=S_{n m}(t)-S_{n m}(t-\Delta t)$, where $S_{n m}(t)$ is the current sample value of the signal strength of node $n$ as perceived by node $m$ at time $t ; S_{n m}(t-\Delta t)$ is the previous sample value at time $(t-\Delta t)$; and $\Delta t$ is the sampling interval. Let $S_{n m}^{\prime}(t)=\left(\Delta S_{n m}(t) / \Delta t\right)$ be the rate of change of signal strength at time $t$ and let $S_{n m}^{\prime}(t)_{\text {avg }}$ be the average rate of change of signal strength at time $t$ over the past few samples. Let $S_{t}$ be the threshold-signalstrength such that when the $S_{n m}$ associated with $l_{n m}$ goes below $S_{t}$, we assume that the link $l_{n m}$ is disconnected. Furthermore, we define
$a_{n m}(t)= \begin{cases}\text { high } & \text { if } S_{n m}^{\prime}(t)_{\text {avg }} \geqslant 0, \\ \left(S_{t}-S_{n m}(t)\right) / S_{n m}^{\prime}(t)_{\text {avg }} & \text { if } S_{n m}^{\prime}(t)_{\text {avg }}<0 .\end{cases}$
If $\Delta S_{n m}(t)_{\text {avg }} \geqslant 0$, it indicates that the link-affinity is either increasing or constant and the two nodes are either coming closer or static. Hence, link-affinity is termed as high at that instant of time. The value for high is computed as the ratio of the transmission range to the average node velocity, and is approximately equal to the time taken by a node $m$ to cross the average transmission range of node $n$ with an average velocity. However, as indicated earlier, even if $S_{n m}^{\prime}(t)_{\text {avg }}$ is positive, a node $m$ in the periphery of the transmission range of $n$ is weakly connected to $n$ compared to a node $u$ which is closer to $n$. Hence, the chance of $m$ going out of the transmission range of $n$ due to a sudden outward mobility of either $m$ or $n$ is more than that of $u$. Therefore, if $S_{n m}^{\prime}(t)_{\text {avg }}>0$, a correction factor, $\mu$, is used to moderate this high value. This correction factor is given by $\mu=\left(1-S_{t} / S_{n m}(t)\right)$, implying $a_{n m}(t)=\mu *$ high if $S_{n m}^{\prime}(t)_{\text {avg }}$ is positive. This indicates that if $S_{n m}(t) \approx S_{t}$, then $\mu \rightarrow 0$ and consequently $a_{n m}(t) \rightarrow 0$, even if $S_{n m}^{\prime}(t)_{\mathrm{avg}}>0$. Recall that the node-affinity or affinity between two adjacent nodes $n$ and $m$ is defined as $\eta_{n m}(t)=\min \left[a_{n m}(t), a_{m n}(t)\right]$.

Given a path $\mathscr{P}=\left(s, i_{1}, i_{2}, \ldots, i_{k}, d\right)$ between $s$ and $d$, its stability will be determined by the lowest-affinity link
(since that is the bottleneck for the path). It is defined as $\eta_{s d}^{\mathscr{P}}(t)=\min \left[\eta_{s_{i}}(t), \eta_{i_{1} i_{2}}(t), . ., \eta_{i_{k} d}(t)\right]$.

However, the notion of path stability is dynamic and service-specific. It is dynamic because the stability of a path is its life span from a given instant of time. Moreover, stability has to be seen in the context of providing service. A path between $s$ and $d$ is said to be stable at an instant of time, if its span of life is sufficient to complete such service as transferring the required volume of data between $s$ and $d$.

If a path is not stable enough to carry a large volume of data between $s$ and $d$ but yet a communication is initiated, some form of route maintenance scheme has to be deployed to repair the path or find out an alternative path in case of a route error. This interruption in service and its resumption after route re-discovery eventually degrades the average QoS. Instead, if it is possible to predict the life span of a path between $s$ and $d$, and accordingly preempt the process of route re-discovery so as to discover a new ( $s-d$ ) path before the existing path breaks, it may be possible to provide an uninterrupted (better quality) service of data communication between $s$ and $d$.

Additionally, once a set of paths between $s$ and $d$ has been discovered, in some cases, it is possible to improve the end-to-end delay by splitting the volume of data further into different blocks and send them via selected multiple paths between these two nodes. This eventually reduces the congestion and end-to-end delay. Of course, depending on the topology, we need to decide dynamically whether or not multipath is a preferred mode of communication.

### 2.3. Communication delay

To start with, let us assume a static network setting where nodes are not mobile. In this section, for simplicity, we will omit $i$ from the subscripts (as defined in Section 2.1) when a generic path will be used and there will be no ambiguity.

If $q_{j}$ is the average queuing delay (in ms) per packet per node in the $j$ th path from $s$ to $d, B$ is the bandwidth (in packets $/ \mathrm{ms}$ ) and $\tau_{j}$ is the average delay (in ms ) per hop per packet of a traffic stream for $j$ th path from $s$ to $d$, then $\tau_{j}=q_{j}+1 / B$, ignoring propagation and processing delays.

The first component $q_{j}$ is the queuing delay and the second component $1 / B$ is the delay due to packet transmission. We assume that the queuing delay is the most prominent factor in determining the overall QoS. If $T_{j}$ is the total average delay per packet for the $j$ th path from $s$ to $d$ with $H_{j}$ number of hops, then $T_{j}=H_{j} \tau_{j}$.

As an example, consider the network in Fig. 1 where a source (14) is sending data to a destination (5) at 4 hops away from the source (say, via the path 14-1-2-3-5)


Fig. 1. Data communication from source (14) to destination (5).
using RTS/CTS/ACK protocol. When node 14 is transmitting a data packet, node 1 has to accept if it is in the mode of receiving packet; node 2 cannot transmit packet to avoid interference with node 1's reception. However, 3 can transmit simultaneously to node 5 , if node 3 has any data packet to send. Thus, there is a possibility of establishing a transmission in pipelined fashion, if the number of hops is more than three. Furthermore, there is also a chance that node 14 will complete its entire data transfer activity to node 1 before the latter gets chance to transmit. So, the worst-case delay per packet is $H_{j} \tau_{j}$.

Next, let us consider a dynamic scenario where nodes are mobile. It implies that an intermediate node in the $j$ th path participating in a communication between $s$ and $d$, may suddenly move out of range or switch itself off in between transfer of a message. In other words, the $j$ th path between $s$ and $d$ may not be stable enough to complete the desired communication and we may need to rediscover another path to complete the transfer of data. Let $D$ be the number of packets to be sent between $s$ and $d$; let $T_{s d}$ be the average path delay per packet between them; $r_{s d}$ be the average route discovery time for discovering a set of paths between them; $k$ be the number of times the route rediscovery is required for completing data transfer; and let $t_{s d}$ be the average time taken by the source to detect the occurrence of a route error. Then the total delay to complete $|D|$ packets of data transfer along the ( $s-d$ ) path is given by $|D| T_{s d}+$ $k r_{s d}+k t_{s d}$

In the proposed framework, we try to minimize the end-to-end delay by using the following conditions:

- It performs preemptive route rediscoveries that overlap with data communication in temporal domain. In other words, $|D| T_{s d}$ and $k r_{s d}$ overlap in time domain.
- Since the framework avoids the occurrence of routeerrors, $t_{s d}=0$.
- Because multiple paths are used in spatial domain, $T_{s d}$ can be reduced significantly, as explained below.


## 3. Framework for multipath routing

This section describes an adaptive framework for multipath routing using a solution method based on Lagrangean relaxation and subgradient heuristics.

### 3.1. Problem formulation

Let us consider that the volume $|D|$ of data packets needs to be routed from a source $s$ to a destination $d$. If $|D|$ is very large, then it may not always be possible to send data along a single path in the mobile environment. This is because of the fact that the stability of the path is not high enough to keep the connectivity during the routing of the entire data volume. So, the total data volume $|D|$ is divided into smaller size packets $\left|D_{1}\right|,\left|D_{2}\right|, \ldots$ called as temporal data sets, which are obtained dynamically at different time intervals. The $i$ th temporal data set, $D_{i}$, corresponds to the $i$ th temporal stable path set $P_{i}$, in which data packets are routed from $s$ to $d$. Clearly, the corresponding temporal stable path sets $\left\{P_{1}, P_{2}, \ldots\right\}$ form the set $P$. That is, $P$ and $D$ are sets of temporal sets $\left\{P_{1}, P_{2}, \ldots\right\}$ and $\left\{D_{1}, D_{2}, \ldots\right\}$, respectively.

Each temporal stable path set, say $P_{i}$, has a number of stable paths $p_{i j}$ for $j=1,2 \ldots,\left|P_{i}\right|$. The $j$ th stable path is selected when $p_{i j}=1$ and the maximum number of paths selected in the set $P_{i}$ is equal to $\left|P_{i}\right|$. We call these as spatial paths in the temporal path set $P_{i}$. On these paths, the data volume $\left|D_{i}\right|$ is further distributed into $\Delta_{i j}$ (for $j=1,2 \ldots$ ), called spatial data volume, and the sum of all $\Delta_{i j}$ 's is equal to $\left|D_{i}\right|$. The parameters $S_{i j}, r_{i j}$ and $H_{i j}$ for the path $p_{i j}$ are as explained earlier.

In order to perform a preemptive route rediscovery before the occurrence of route error, the source is able to initiate the route rediscovery in such a manner that the next set of paths is available before the completion of current data volume. Let us assume that $T_{\text {disc }}$ (in ms) is the route-request-time-out, i.e., the maximum time interval allocated from generating a route-request from a source and getting route replies back to source for any set $P_{i}$. Let us also assume that $B$ is the bandwidth measured in terms of the number of packets per ms, and let $H^{\text {ave }}$ be the average number of hops traversed by any $j$ th path in any set $P_{i}$. For any set $P_{i}$ of paths with data volume $\left|D_{i}\right|$ to be communicated, the route-rediscovery for the next set $P_{i+1}$ are initiated after transmitting $\left(\left|D_{i}\right|-T_{\text {disc }} B / H^{\text {ave }}\right)$ amount of data packets which ensure that the next set $P_{i+1}$ is available to source just before completion of transmitting $\left|D_{i}\right|$ volume of data packets. For simplicity, we assume $B=1$ packet/ms.

Based on the above notations and terminology, let us formally describe the problem as follows:

Minimize the average delay of a wireless mobile ad hoc network by distributing data packets into a set of
temporal paths for each source-destination pair ( $s-$ d). Each of these paths is further divided into a number of spatial paths through which smaller data blocks are sent. A set of stabilized paths with route discovery time and a number of hops traversed along these paths have been taken as input to the problem.

Formally, this optimization problem is defined as Minimize
$Z=\left(\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right)\right)^{\alpha}$
for each $(s-d)$ pair, where $\alpha$ is the degree of the complexity of the optimization problem,

Subject to

$$
\begin{align*}
& \sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right) \\
& \quad<\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{s t a b(j)}^{i}+\left|D_{i}\right| H_{s t a b(j)}^{i} \tau_{s t a b(j)}^{i} p_{i j}\right)  \tag{2}\\
& \forall i \in[1, \infty)\left[\forall j \in P_{i}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right)\right. \\
& \left.\quad<S_{i j}-\sum_{k=1}^{j-1}\left(r_{i k}+\Delta_{i k} H_{i k} \tau_{i k} p_{i k}\right)\right] \tag{3}
\end{align*}
$$

$\sum_{j \in P_{i}} \Delta_{i j}=\left|D_{i}\right|$
and
$\sum_{i \in[1, \infty)}\left|D_{i}\right|=|D|$,
where
$0 \leqslant p_{i j} \leqslant 1$
for each
$j \in P_{i}, i \in[1, \infty)$ and $\sum_{j \in P_{i}} p_{i j} \leqslant\left|P_{i}\right|$.
The objective function (1) determines the average network delay for each source-destination pair. Constraint (2) guarantees that the data distribution for each $(s-d)$ pair in a set of paths be less than that over a single, most stable path. Constraint (3) assures that the data distribution in multiple paths reaches the destination within the life of those paths. Constraint equation (4) mentions that the total data packets for each sourcedestination must be distributed in a set of paths. Constraint (5) indicates that the number of paths selected must not exceed the cardinality of the set $P_{i}$.

### 3.2. Path finding algorithm

In this scheme, a source initiates a route discovery request when it needs to send data to a destination. The source broadcasts route request packet to all neighboring nodes. Each route request packet contains source id,
destination id, a request id with a locally maintained time stamp, a route record to accumulate the sequence of hops through which the request is propagated during the route discovery, and a count of maximum hop (maximum hop $=4$ is taken as an initial value in the simulation) which is decremented at each hop as it propagates. When maximum $h o p=0$, the search process terminates. The count of maximum hop thus limits the number of intermediate nodes (hop count) in a path.

When any node receives a route request packet, it decrements maximum hop by 1 and performs the following steps:

1. If the node is the destination, a route reply packet is returned to the source along the selected route, as given in the route record that now contains the complete path information between $s$ and $d$.
2. If maximum hop $=0$, the route request packet is discarded.
3. If this node id is already listed in the route record in the request, the route request packet (to avoid looping) is discarded.
4. The node id to the route record in the route request packet is appended and the request is rebroadcast.

When any node receives a route reply packet, it performs the following steps:
$1^{\prime}$ If the node is the source, it records the path to destination along with its time of arrival from locally maintained time. Thus, the time delay between route request and route reply for a path is determined. This is the time required for the route discovery $\left(r_{j}\right)$ between $s$ and $d$. This is an indicator of the delay caused due to traffic congestion, packet transmission time and number of hops in the path under consideration.
$2^{\prime}$ If it is an intermediate node, it appends the value of affinity and propagates the packet to the next node listed in the route record to reach the source node.

The above path-searching mechanism is the same as described in [10] with three differences:

- the search is not restricted to finding the shortest path only; if multiple paths exist between source and destination, the source receives multiple path information from destination in sequence;
- the route reply packet from destination to source would collect the most recent value of affinity $a_{m n}$ for all intermediate nodes $m, n, \ldots$; and
- each path between source and destination is associated with a time delay to estimate the delay associated with that path due to traffic congestion.


### 3.3. Multipath algorithm for data communication

The multipath routing algorithm is described as follows.

Step 1: Initialize sets $\left\{D_{i}\right\}=\Phi$ and $\left\{P_{i}\right\}=\Phi$, where $i \in[1, \infty)$.

Step 2: While $\sum_{i \in[1, \infty)}\left|D_{i}\right| \leqslant|D|$.
Step 3: Call the path-finding algorithm (as given in Section 3.2) that gives a set of stable paths with routediscovery time and number of hop-counts for those paths. This is the set of input variables to the optimization problem.

Step 4: Call the optimization problem $Z$ with the set of input variables.

Step 5: The paths $p_{i j}$ (for $j=1,2, \ldots$ ) are selected for the set $P_{i}$.

Step 6: $\Delta_{i j}$ 's are determined for all paths $p_{i j}(j=$ $1,2, \ldots)$ for the set $P_{i}$ such that $\sum_{j \in P_{i}} \Delta_{i j}=\left|D_{i}\right|$ for $i \in[1, \infty)$.

Step 7: If $\sum_{i \in[1, \infty)}\left|D_{i}\right|=|D|$ then Stop.
Step 8: Go to Step 3 after transmitting $\left(\left|D_{i}\right|-\right.$ $\left.T_{\text {disc }}^{i} B / H^{\text {ave }}\right)$ packets.

Step 9: Stop.

### 3.4. An illustrative example

Let us assume that the total data volume is $|D|=5000$ packets that needs to be routed from source $s=14$ to destination $d=5$, as shown in the network in Fig. 1. We call a path-finding algorithm that selects an initial set of stable paths with route discovery time and number of hop-counts. In our example network, the path-finding algorithm results in five paths having route discovery time $r_{j}=68,138,201,262$, and 273 ms , respectively. Let these five paths be $p_{1}=14-8-5, p_{2}=14-1-2-5$, $p_{3}=14-9-13-10-5, p_{4}=14-8-4-9-5$ and $p_{5}=14-1-2-$ $3-5$. Let they be stable for $1122,1682,3216,4228$, and 5011 ms with hop counts $2,3,4,4$ and 4 , respectively. The optimization algorithm selects the path set $P_{1}=$ $\left\{p_{1}, p_{2}\right.$ and $\left.p_{5}\right\}$ to route data packets from source to destination. The set of data packets $D_{1}=\left\{527\left(=\Delta_{1}\right)\right.$, $140\left(=\Delta_{2}\right)$ and $\left.764\left(=\Delta_{5}\right)\right\}$ is distributed into the corresponding paths $p_{1}, p_{2}$ and $p_{5}$. A total $\left|D_{1}\right|=1431$ packets of data is routed in the first iteration. Now $\left.|D|-\left|D_{1}\right|=\sum_{i} \Delta_{i}\right)=(5000-1431)=569$ packets will be distributed in the next few iterations. The pathfinding algorithm is again called to find out a set of paths with route discovery time and number of hops traversed in those paths for the next iteration after transmitting $(1431-300 / 2)=1281$ packets where $\left|D_{1}\right|=1431, \quad T^{\text {disc }}=300 \mathrm{~ms}, B=1$ packet $/ \mathrm{ms} \quad$ and $H^{\text {ave }}=2$.

The multipath algorithm distributes the remaining volume of data packets from source to destination into the next few iterations in the same way as described
above. The algorithm terminates when $|D|=\left|D_{1}\right|+$ $\left|D_{2}\right|+\left|D_{3}\right|+\cdots$.

### 3.5. Solution using Lagrangean relaxation and subgradient heuristics

In this section we develop a heuristic solution to the (nonlinear) optimization formulation of our multipath algorithm. (Note that a decision analog of this formulation is an NP-hard problem.) The techniques used are Lagrangean relaxation [7] and subgradient heuristics [9,15].

The Lagrangean relaxation $(L)$ of the optimization problem ( Z ) in Section 3.1 is obtained by multiplying constraints (2), (4) and (5) with vectors of Lagrangean multipliers $\lambda_{j}, \mu_{j}$ and $\beta_{j}$, respectively, and then adding them to the objective function. Thus,

$$
\begin{aligned}
L= & \left(\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right)\right)^{\alpha} \\
& +\lambda_{j}\left(\sum_{i \in[1, \infty)} \sum_{j \in P_{i}} r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right) \\
& \left.-\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{s t a b(j)}^{i}+\left|D_{i}\right| H_{s t a b(j)}^{i} \tau_{s t a b(j)}^{i} * p_{i j}\right)\right) \\
& +\mu_{j}\left(\sum_{j \in P_{i}} \Delta_{i j}-\left|D_{i}\right|\right)+\beta_{j}\left(\sum_{j \in P_{i}} p_{i j}-\left|P_{i}\right|\right)
\end{aligned}
$$

subject to constraint (3).
The set of feasible solutions for the Lagrangean relaxation, $L$, of the problem (Eq. (1)) is a super set of the set of feasible solutions for the problem. For the given vectors $\Gamma_{j}=\left\{\lambda_{j}, \mu_{j}, \beta_{j}\right\}$, if the problem has a feasible solution $\Delta_{j}$ and $p_{j}$ for a given set $P_{i}$, then the following relationship holds:
$L\left(\Delta_{j}, p_{j}, \Gamma_{j}\right)<Z\left(\Delta_{j}, p_{j}, \Gamma_{j}\right)$.
Thus, $L\left(\Delta_{j}, p_{j}, \Gamma_{i}\right)$ is the lower bound on $Z\left(\Delta_{j}, p_{j}, \Gamma_{j}\right)$ for each $\Gamma_{j}$. The best possible bound for such procedure is given by the vector $\Gamma_{R}$ satisfying the following conditions:
$L\left(\Delta_{j}^{*}, p_{j}^{*}, \Gamma_{j}\right)<L\left(\Delta_{j}^{*}, p_{j}^{*}, \Gamma_{j}^{*}\right)<L\left(\Delta_{j}, p_{j}, \Gamma_{j}^{*}\right)$.
The point $\left(\Delta_{j}^{*}, p_{j}^{*}, \Gamma_{j}^{*}\right)$ is called the optimal point of the Lagrangean because, for a unique point $\left(\Delta_{j}, p_{j}\right)$ the following relation holds:
$L\left(\Delta_{j}^{*}, p_{j}^{*}, \Gamma_{j}\right)<L\left(\Delta_{j}^{*}, p_{j}^{*}, \Gamma_{j}^{*}\right)$.
The solution of Lagrangean relaxation can be obtained by solving $\nabla \Delta_{j} L=0$ and $\nabla p_{j} L=0$, which computes $\Delta_{j}$ and $p_{j}$, respectively. A detailed description is given in [15]. The subgradient heuristic technique is outlined in the appendix. A flowchart is shown in Fig. 2.


Fig. 2. Flow chart of subgradient algorithm.

## 4. Simulation results

We note that existing simulators for wireless mobile networks are by and large either wireless link simulators to model wireless link characteristics, or network simulators to study algorithms and protocols in a static setting. Some efforts have recently been made to combine these two classes of simulators [16,17]. They are not inadequate to model and study multihop, ad hoc wireless networks. Although a recent release [2] of the network simulator, $n s$, provides support for modeling wireless LANs, it cannot be used directly for our purpose.

In order to study the performance of our proposed framework, we have developed a simulator [12] with the capability to model and study the following characteristics: (i) node mobility, (ii) link stability (affinity), (iii) affinity-based path search, (iv) pre-emptive route discovery with multipath routing, (v) dynamic network topology depending on mobility and transmission range, and (vi) physical and data link layers in wireless environment.

The proposed framework has been evaluated under a variety of conditions. The simulated environment is assumed to be a closed area of $1000 \times 1000 \mathrm{~m}^{2}$ in which the mobile nodes are distributed randomly. We have run simulations for networks with $10,20,30$ and 40 mobile
hosts, operating at transmission ranges $(R)$ varying from 150 to 400 m . The bandwidth $(B)$ for transmitting data is assumed to be 1000 packets/s. The packet size is dependent on the actual bandwidth of the system. The propagation and processing delays are considered negligible.

In order to study the delay, throughput and other time-related parameters, every simulated action is associated with a simulated clock. The clock period (time-tick) is assumed to be 1 m (simulated). For example, if the bandwidth is assumed to be 1000 packets/s and the volume of data to be transmitted from one node to its neighbor is 100 packets, it will be assumed that 100 time-ticks ( 100 ms ) are required to complete the task. The size of both control and data packets are same and one packet per time-tick will be transmitted from a source to its neighbors.

The speed of movement of individual nodes ranges from 5 to $20 \mathrm{~m} / \mathrm{s}$. Each node starts from a home location, selects a random location as its destination and moves with a uniform, predetermined random velocity towards the destination. Once it reaches the destination, it waits there for a pre-specified amount of time, selects randomly another location and moves towards that. However, in the present study, we have assumed zero waiting time to analyze the worst-case scenario and a uniform node velocity of $10 \mathrm{~m} / \mathrm{s}$.

### 4.1. Unipath routing scheme

This section presents some observations on unipath routing scheme using a shortest path and a stable path algorithm. A shortest path algorithm captures the behavior of the general class of routing algorithms in the context of ad hoc networks. Whereas a stable path algorithm relies on evaluating a path based on both link stability and path stability before initiating data communication.

Once the route discovery is successful and the data communication is initiated, the completion of data communication depends on the stability of the selected path. Communication efficiency is defined as the ratio of the number of successful data communication to the number of data communications initiated. We have taken several run of the simulator, each time with a
particular setting of number of nodes $(N)$, transmission range $(R)$, mobility $(M)$ and data volume in packets $(D)$. The values $N=4, R=6, M=3$ and $D=3$ give rise to $(4 \times 6 \times 3 \times 3)=216$ time steps. With each such step, we have studied shortest- and stable-path algorithms with 10 communication events per minute $(C)$, initiated in the simulated environment with source and destination selected randomly. Thus, a total of 2160 communication events in the uni-path routing have been studied with shortest-path and stable-path algorithms.

At each data volume (100 packets, 1000 packets, 3000 packets), we have evaluated the communication efficiency for both shortest-path and stable path algorithms, as shown in Table 1, and observe that the communication efficiency is much higher in the stablepath algorithm. The advantage is more pronounced in case of higher data volumes. As an example, the number of route error generated in shortest-path algorithm with high data volume ( 3000 packets) is about $32 \%$.

However, it is also noted that the number of successful route discoveries is much less in the stablepath algorithm as compared to the shortest path algorithm. This is due to the fact that the stable-path algorithm evaluates the path for sufficient stability before initiating data communication. For instance, the possibility of finding a stable path for sending 3000 packets of data is far less ( 214 out of 720 initiations in our case) as compared to that for sending 100 packets of data ( 416 out of 720 initiations).

These results indicate the effectiveness of stable-path algorithm in terms of reducing the route errors. However, we cannot send a large volume of data at a stretch in the unipath routing scheme. In fact, in order to get uninterrupted connectivity between $s$ and $d$, we need to use a multipath scheme, as discussed below.

### 4.2. Proposed multipath routing framework

The success of the framework relies on the fact that nodes $s$ and $d$ are always connected through some intermediate nodes, in spite of their mobility. In other words, the intermediate nodes through which $s$ and $d$ are connected, may change with time but the ( $s-d$ ) path should remain connected. The connectivity efficiency has been defined as the ratio of the total number of

Table 1
Communication efficiency for unipath routing

| Data volume (packets) | Shortest-path routing <br> Route <br> discovery <br> initiated | Route <br> discovery <br> successful | Comm <br> successful | Comm <br> efficiency <br> $(\%)$ | Stable-path routing <br> Route- <br> discovery <br> initiated | Route- <br> discovery <br> successful | Comm <br> successful |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Comm <br> efficiency <br> $(\%)$ |  |  |  |  |  |  |
| 100 | 720 | 441 | 428 | 97.1 | 720 | 416 | 414 |
| 1000 | 720 | 434 | 371 | 85.5 | 720 | 315 | 312 |
| 3000 | 720 | 389 | 266 | 68.4 | 720 | 214 | 210 |

connected node pairs (in single or multiple hops) and the total number of active node pairs at any instant of time. This fraction captures the degree of connectivity among the nodes in any snapshot of the mobile environment. The efficiency values obtained over several snapshots (taken at intervals of one second from the simulator) of the dynamic environment have been finally averaged to yield the average connectivity efficiency of the network. A network in which all node-pairs are always connected in single or multiple hops, has an average connectivity efficiency of $100 \%$. Based on our observation shown in Fig. 3, we have selected a transmission range of $R=300$ meters for $N=30$ nodes in the following analysis to get $100 \%$ average connectivity efficiency.

The transmission range cannot be allowed to increase further due to other two overheads. First, the cost (power consumption due to battery usage) increases as the transmission range is increased. Second, congestion and collision of control packets are the inevitable outcome of higher transmission range during data communication. Fig. 4 shows the variation of the average number of control packets generated per communication with transmission range for max $_{\text {hop }}=$ 4. For $N=30$, the control packets grows drastically beyond $R=300$. In Fig. 5, we have shown the stability of the most stable path between two arbitrary sourcedestination (14 and 5) pair as depicted in Fig. 1, sampled at every 5 s interval of time. At each 5 s , a route discovery process is initiated from node 14 and the paths obtained after route-request-time-out ( 300 ms ) is evaluated to compute the most stable path.

As shown in Fig. 5, no single path is stable throughout the span of 30 s . However, a sustained stability is obtained between nodes 14 and 5 through different intermediate nodes. This establishes the viability of our scheme. In other words, if we can perform preemptive


Fig. 3. Average connectivity efficiency vs. transmission range for different number of nodes.


Fig. 4. Average number of control packets generated per communication vs. transmission range.


Fig. 5. Stability of maximum stable path between nodes 14 and 5, sampled at each 5-s interval of time (the path is given in the boxes).

Table 2
Total time required for sending 10,000 data packets using temporal multipaths only $(|D|=10,000)$

| $P_{i}$ | $\left\|D_{i}\right\|$ | Time (in ms) required for <br> sending <br> $\left\|D_{i}\right\|$ packets of data <br> (assuming <br> $\tau_{j}=1 \mathrm{~ms} /$ packet) |
| :--- | :--- | :--- |
| $\left\{r_{j}, S_{j}, p_{j}\right\}$ |  | 11673 |
| $249,11922,24-31-16-5\}$ | 3891 | 4137 |
| $251,4388,24-32-39-5\}$ | 1379 | 2606 |
| $238,2845,24-25-5\}$ | 1303 | 6164 |
| $272,6437,24-31-37-33-5\}$ | 1541 | 2661 |
| $297,2958,24-11-9-5\}$ | 887 | 2997 |
| $247,3358,24-10-9-5\}$ | 999 | $30,238 \mathrm{~ms}$ |
| Total | $D=$ |  |
|  | $\sum\left\|D_{i}\right\|=$ |  |
|  | 10,000 |  |

Table 3
Improvement in total time required for sending 10,000 data packets using both spatial and temporal multipaths $(|D|=10,000)$

| $P_{i}\left\{d_{j}, S_{j}, p_{j}\right\}$ |  | $\Lambda_{j}$ |  |  | $\left\|D_{i}\right\|$ | Time for <br> sending $D_{i}$ pkts <br> of data $\left(\tau_{j}=\right.$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \mathrm{lms} / \mathrm{pkt})$ |  |  |  |  |  |  |

route re-discoveries before the occurrence of route errors while transmitting a large volume of data from $s$ to $d$, it is possible to find out dynamically a sequence of multiple paths in temporal domain to complete a large volume of data transfer.

Table 2 shows an example to illustrate the advantage of using temporal multipath only, disregarding the spatial multipath for the time being. The set $P_{i}$ in this case consists of only one path, which is the most stable path. The total data volume of $D=10,000$ packets from source (node 24) to destination (node 5) in a 30 -node network with an average mobility of $10 \mathrm{~m} / \mathrm{s}$, is communicated. No single path is found to be sufficiently stable to complete this large volume of data transfer. Thus, the source 24 needs to perform preemptive route discovery 6 times at different intervals to find out dynamically a series of multiple paths in the temporal domain to complete the data transfer. Each route given in the table is the most stable one at that instant of time.

Table 3 shows the same example using both spatial and temporal multipaths. It shows significant improvement over the first scheme that uses temporal multipath alone. First, the number of route discovery required to complete the data transfer process has been reduced to four (from six in the earlier case), which implies creation of less congestion due to control packet propagation. Second, the time required to complete the data transfer is now $21,114 \mathrm{~ms}$, which is significantly less than that without spatial multipath ( $30,283 \mathrm{~ms}$ ). Therefore, the average delay per packet decreases from 3 to 2.1 s . This illustrates the efficacy of our proposed scheme in reducing end-to-end delay while transmitting a large volume of data. It is worth noting that the addition of spatial multipath (Table 3) eliminates the longest path (viz., 24-31-37-33-5 in the fourth row of Table 2) used in the temporal multipath. This is another good indication of QoS improvement because longer paths are more vulnerable in ad hoc networks. Also, the shorter the paths used, the lesser is the chance of blocking perceived by the end-users.

## 5. Conclusions

In this paper, we have introduced a notion of temporal and spatial multipath routing in ad hoc wireless networks and described an adaptive framework to evaluate the suitability of using spatial multiple paths with an objective to minimize the end-to-end delay. We have observed that (i) use of temporal multipaths allows a source to transmit a large volume of data to a destination without much degradation of performance due to route-errors, and (ii) use of spatial multipaths helps reduce route-rediscovery and end-to-end delay significantly. The average per-hop delay per packet $\left(\tau_{j}\right)$ has been assumed to be $1 \mathrm{~ms} /$ packet, which might increase because of different load situation at different nodes. Currently, we are simulating the multipath algorithm under different load situations to see the effect on end-to-end delay. However, even if $\tau_{j}$ is more, it is not expected to affect the effectiveness of the proposed scheme.
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## Appendix. Subgradient heuristic technique

Let us suppose that $\Gamma_{j}^{*}$ is an optimal solution of the Lagrangean relaxation, L. A subgradient optimization algorithm is used to derive lower bounds on the optimal primal objective value using $L$. In this approach, a
gradient method is adapted by replacing the gradients with subgradients. If an initial multiplier vector $\Gamma_{j}^{0}$ is given, a sequence of multipliers is generated using the following expressions:

$$
\begin{aligned}
\lambda_{j}^{m+1}= & \lambda_{j}^{m}+t_{m}\left(\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right)\right. \\
& \left.-\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{s t a b(j)}^{i}+\left|D_{i}\right| H_{s t a b(j)}^{i} \tau_{s t a b(j)}^{i} p_{i j}\right)\right) \\
\mu_{j}^{m+1}= & \mu_{j}^{m}+t_{m}\left(\sum_{j \in P_{i}} \Delta_{i j}-\left|D_{i}\right|\right) \\
\eta_{j}^{m+1}= & \eta_{j}^{m}+t_{m}\left(\sum_{j \in P_{i}} p_{i j}-\left|P_{i}\right|\right)
\end{aligned}
$$

where $\left(r_{i j}, p_{i j}\right)$ are obtained from an optimal solution to Lagrangean relaxation $L$. The positive scalar, $t_{m}$, is a stepsize and given as

$$
\begin{aligned}
t_{m}= & \psi_{m}(Z-L) /\left[\left\{\left(\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right)\right.\right.\right. \\
& \left.-\sum_{i \in[1, \infty)} \sum_{j \in P_{i}}\left(r_{s t a b(j)}^{i}+\left|D_{i}\right| H_{s t a b(j)}^{i} \tau_{s t a b(j)}^{i} p_{i j}\right)\right)^{2} \\
& \left.+\left(\sum_{j \epsilon_{i}} \Delta_{i j}-\left|D_{i}\right|\right)^{2}+\left(\sum_{j \epsilon_{i}} p_{i j}-\left|P_{i}\right|\right)^{2}\right]^{1 / 2}
\end{aligned}
$$

where $\psi_{m}$ is a scalar satisfying $0<\psi_{m}<2$. Initially, this scalar is set equal to 2 , and then halved when the lower bound does not improve in a given number of consecutive iterations. The subgradient algorithm is terminated, if either the gap between the upper bound (the value of $L$ ) and the best primal feasible solution value are within a given specified limit. The algorithm for subgradient optimization problem is given below.

## Algorithm of subgradient optimization problem

## Step 0: Initialization

set $Z$ to an arbitrary large value;
select an initial set of multipliers $\lambda_{j}, \mu_{j}$ and $\beta_{j}$; initialize the iteration counter $n$ to 0 ;
set improvement counter $\mathscr{C}$ to 0 ;
set $\lambda_{j}^{*}, \mu_{j}^{*}$ and $\eta_{j}^{*}$ to $\lambda_{j}, \mu_{j}$ and $\beta_{j}$ respectively;
set the current best value of $L\left(\lambda_{j}, \mu_{j}\right.$ and $\left.\eta_{j}\right)$ to 0 ; set stepsize $\psi_{m}$ to $\psi_{m}^{0}$;
Step $k(k \geqslant 1)$ : Solving the Lagrangean Relaxation.
(k.1) increment the improvement counter $\mathscr{C} \leftarrow \mathscr{C}+1$;
(k.2) find out $\left(\Delta_{j}, p_{j}\right)$ by solving $L\left(\lambda_{j}, \mu_{j}\right.$ and $\left.\beta_{j}\right)$;
(k.3) Updating the parameters;
(k.3.1) If $L\left(\lambda_{j}^{n}, \mu_{j}^{n}\right.$ and $\left.\eta_{j}^{n}\right)$ is greater than the current best value of $L\left(\lambda_{j}, \mu_{j}, \beta_{j}\right)$, then $L\left(\lambda_{j}, \mu_{j}, \beta_{j}\right)$ is replaced by $L\left(\lambda_{j}^{n}, \mu_{j}^{n}, \beta_{j}^{n}\right)$. Also set $\lambda_{j}^{*}, \mu_{j}^{*}$ and $\beta_{j}^{*}$ to $\lambda_{j}^{n}, \mu_{j}^{n}$ and $\beta_{j}^{n}$, respectively, where $n$ is the iteration number.
(k.3.2) If $\left(\Delta_{j}, P_{j}\right)$ is feasible to the minimization problem, then it its associated objective function for the minimization problem is computed. If this value is less than the current best value of $Z$, then $Z$ is set to this value.
(k.3.3) If improvement has reached a prespecified upper limit, then set $\psi_{m}$ by $\psi_{m} / 2$ and the improvement counter $\mathscr{C}$ is set to 0 and the procedure restarts from Step (k.1).
(k.3.4) If iteration counter $>$ a prespecified limit
or, if $\psi_{m}<a$ prespecified limit
or, if $t_{m}<a$ prespecified limit
or, if $Z-L\left(\Lambda_{j}, p_{j}, \Gamma_{j}\right) /\left\|L\left(\Lambda_{j}, p_{j}, \Gamma_{j}\right)\right\|^{2}<$ a prespeci-
fied error tolerance then the process terminates.
(k.4) Upgrading the multipliers.
(k.4.1) Compute the new subgradients as

$$
\begin{aligned}
\gamma_{m}^{A}= & \left(\sum _ { j \in P _ { i } } \left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right.\right. \\
& \left.-\sum_{j \in P_{i}}\left(r_{s t a b(j)}^{i}+\left|D_{i}\right| H_{s t a b(j)}^{i} \tau_{s t a b(j)}^{i} p_{i j}\right)\right) \\
& \gamma_{m}^{B}=\left(\sum_{j \in P_{i}} \Delta_{i j}-\left|D_{i}\right|\right) \\
& \gamma_{m}^{C}=\left(\sum_{j \in P_{i}}\left\lceil p_{j}\right\rceil-\left|P_{i}\right|\right)
\end{aligned}
$$

(k.4.2) Compute the stepsize as

$$
\begin{aligned}
t_{m}= & \psi_{m}(Z-L) /\left[\left\{\left(\sum_{j \in P_{i}}\left(r_{i j}+\Delta_{i j} H_{i j} \tau_{i j} p_{i j}\right)\right.\right.\right. \\
& \left.-\sum_{j \in P_{i}}\left(r_{s t a b(j)}^{i}+\left|D_{i}\right| H_{s t a b(j)}^{i} \tau_{s t a b(j)}^{i} p_{i j}\right)\right)^{2} \\
& \left.+\left(\sum_{j \in P_{i}} \Delta_{i j}-\left|D_{i}\right|\right)^{2}+\left(\sum_{j \in P_{i}} p_{j}-\left|P_{i}\right|\right)^{2}\right]^{1 / 2}
\end{aligned}
$$

(k.4.3) Compute the new multipliers as
$\lambda_{i, m+1}=\min \left(-1, \lambda_{i, m}+t_{m} \gamma_{m}^{A}\right)$,
$\mu_{i, m+1}=\min \left(-1, \mu_{i, m}+t_{m} \gamma_{m}^{B}\right)$,
$\beta_{i, m+1}=\min \left(-1, \beta_{i, m}+t_{m} \gamma_{m}^{C}\right)$.
(k.4.4) Increment iteration counter by 1.
$(k .5)$ go to Step (k.1).
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