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An Adaptive Noise Canceller with Low
Signal Distortion for Speech Codecs

Shigeji Ikeda and Akihiko Sugiyama,Member, IEEE

Abstract—This paper proposes an adaptive noise canceller
(ANC) with low signal distortion for speech codecs. The proposed
ANC has two adaptive filters: a main filter (MF) and a subfilter
(SF). The signal-to-noise ratio (SNR) of input signals is estimated
using the SF. To reduce signal distortion in the output signal of
the ANC, a step size for coefficient update in the MF is controlled
according to the estimated SNR. Computer simulation results
using speech and diesel engine noise recorded in a special-purpose
vehicle show that the proposed ANC reduces signal distortion in
the output signal by up to 15 dB compared with a conventional
ANC. Results of subjective listening tests show that the mean
opinion scores (MOS’s) for the proposed ANC with and without
a speech codec are one point higher than the scores for the
conventional ANC.

I. INTRODUCTION

EXTRACTING a desired speech signal from noisy speech
corrupted by additive noise is an important problem in

digital voice communication systems. The background noise
encountered in such environments as fighter jets, helicopters,
tanks, and automobiles affects the performance of narrowband
speech codecs based on the linear predictive coding (LPC)
technique [1], [2]. For code excited linear predictive (CELP)
coders with vector quantization (VQ), the intelligibility of
coded speech is most significantly reduced by the presence
of the additive noise. This is caused by the VQ codebooks,
which are designed for noise-free speech.

There have been a number of single-microphone approaches
for noise cancellation based on speech-enhancement tech-
niques such as Kalman filtering [3], [4]. These methods
are applicable even when only a noise-corrupted signal is
available. However, the performance of noise reduction is
degraded for a low signal-to-noise ratio (SNR) below 0 dB.

Adaptive noise cancellation [5]–[15] is another approach
for powerful noise reduction. In an adaptive noise canceller
(ANC), there are two microphones: the primary microphone
to obtain the noise-corrupted speech and the reference mi-
crophone to obtain only a correlated component of the noise
present in the primary microphone. The noise in the reference
microphone is processed by an adaptive filter to generate a
replica of the noise component in the primary input.
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Although the ANC is an effective technique for lower SNR
signals, the quality of the processed speech may be degraded
by uncorrelated additive noise components, signal distortion,
and reverberation. The uncorrelated additive noise components
appear, in an equivalent model, at the output of the primary
and the reference microphone. The uncorrelated noise at the
output of the primary microphone cannot be canceled by the
ANC and remains at the output terminal. It serves as an
interference for adaptation of the ANC. The other uncorrelated
noise has the same effect on ANC adaptation. As a result,
performance of the ANC is limited [5]. In the application that
is dealt with this paper, the ratio of the speech to the above
uncorrelated noise components is generally over 40 dB, which
is true for most of ANC’s applied to speech communications.
Therefore, performance limitation comes from the other two
factors: distortion and reverbaration.

The signal distortion is caused when the reference signal
includes a correlated component of the speech in the pri-
mary microphone, which is called “crosstalk.” The crosstalk
makes the adaptive filter partially cancel the speech in the
primary microphone, resulting in distortion. The reverberation
is caused by misadjustment errors in the adaptive filter. A
large number of taps may cause large misadjustment errors,
which lead to audible reverberation in the processed speech
due to the feedback nature of the speech through adaptation of
the adaptive filter [14]. Although there have been a numerous
studies [7]–[13] on the crosstalk problem, they cannot resolve
the reverberation problem.

Another important key to ANC’s is reduction of the conver-
gence time. For this purpose, a fast convergence algorithm for
ANC’s has been reported [15]. This algorithm estimates the
speech power and subtracts it from the error signal to obtain
a better estimate of misadjustment power. The step size for
coefficient update is controlled according to the estimate of the
misadjustment power. Thanks to the estimation of the speech
power, this algorithm can achieve fast convergence. The step-
size control in this algorithm is effective for reduction of the
reverberation since the step size is not affected by the speech
power. However, audible distortion can still be detected in
the beginning of an utterance. Since the reverberation has as
significant an influence on the coded-speech quality as the
background noise, it must always be reduced as much as
possible.

This paper proposes a new ANC that reduces the rever-
beration in the processed speech continuously. In Section II,
the basic concept of the ANC’s with the normalized LMS
(NLMS) algorithm [16] and the adaptive step-size algorithm
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Fig. 1. Block diagram of classical ANC.

[15] are reviewed. Section III explains the proposed ANC in
detail. Finally, in Section IV, experimental results including
computer simulations and listening tests are shown.

II. A DAPTIVE NOISE CANCELLATION

A. Principle of ANC

Fig. 1 shows a block diagram of the classical ANC.
and are the signal, the noise, and the noise

component in the primary microphone, all with a time index
is the impulse response of the noise path from the

noise source to the primary microphone. The primary signal
and the reference signal can be written as

(1)

(2)

where is the number of taps. The output of the ANC
is given by

(3)

(4)

where is the output of the adaptive filter, and is
the th filter coefficient of the adaptive filter.

Assuming that the noise path is estimated with the
NLMS algorithm [16], the update of is given by

(5)

where is a step size. From (3), it can be seen that the
error signal is nearly equal to when approx-
imates after convergence. Therefore, is updated
according to , resulting in signal-distortion such as the
reverberation [14]. This distortion can be removed if the
coefficient update is performed only in the absence of the
speech However, it requires an accurate speech detector.
An alternative is to use a small step sizeso that reverberation
is kept minimum. An adaptive step-size algorithm should be

Fig. 2. Block diagram of proposed ANC.

considered to avoid slow convergence associated with the
small

B. Adaptive Step-Size Algorithm [14]

The estimation of speech power is an effective approach
to reduce the influence of the speech. An adaptive step-size
algorithm for fast convergence with a small misadjustment has
been proposed [15]. This algorithm estimates the speech power
and subtracts it to obtain a better estimate of misadjustment
power for adaptation. The step size is controlled by the
estimate of the misadjustment power as

(6)

(7)

(8)

where and are leakage factors for first-order integrations
in (6) and (7), and is a constant that determines a final mis-
adjustment. Because the noise component is more stationary
than speech, in (6) can be interpreted as a speech-power
estimate extracted by averaging operation with a small time
constant. The first term in the right-hand side of (7) gives
an estimated power of the instantaneous error, which is then
averaged with a large time constant. The averaged error power

is scaled by so that it gives a good time-varying step
size.

The th filter coefficient of the adaptive filter is updated by

(9)

where is the number of taps for the adaptive filter. Thanks
to the step-size adaptation, this algorithm can achieve fast
convergence. However, audible distortion can be detected in
the beginning of an utterance. This is because the estimation
of the speech power is incorrect due to large leakage factors
for the integrations.

III. PROPOSEDNOISE CANCELLER

The proposed noise canceller shown in Fig. 2 has two
adaptive filters (MF and SF) that are operated in parallel to
generate a noise replica. The SF is used to estimate the SNR of
the primary input signal. The step size for the MF is controlled
based on the estimated SNR.
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A. SNR Estimation by Subfilter

The SF works in the same way as the classical ANC. Filter
coefficients are updated by the NLMS [16]. The step size
is set large and fixed for fast convergence and rapid tracking
of the noise-path change. A small value of results in
more precise estimation; however, it is over the specifications
required for a rough estimate of the SNR. For the estimation
of SNR, an average power of the noise replica and the
power of the error signal are calculated by

(10)

(11)

where and are the SF output and the primary
signal. is the number of samples used for estimation of

and From and , the SNR of
the primary signal is calculated by

dB (12)

Implementation complexity for calculating an estimated
SNR largely depends on its own implementation. As an
example, use of a 32-bit floating-point digital signal processor
(DSP) (the ADSP-21 020 [6]) is assumed, as it will actually
be used in implementation. The division is performed with
seven steps. A of the quotient and the scaling by 10
are implemented by table look-up, which requires three steps.
Therefore, the number of steps for calculation of (12) is 10.
For a case where 64 taps are necessary for both the MF and the
SF, as is the case in Section IV, 642 2 256 steps are
spent on these adaptive filters. This means that the increase
in computation is less than 4% of that used for adaptive
filtering only. It should be noted that there are other steps
to be consumed for the rest of the ANC. Therefore, the actual
increase can be smaller than 4% of the total number of steps.

B. Step-Size Control in Main Filter

The step size in the MF is controlled by the estimated
SNR If is low, the step size is set large for fast
convergence because low means small disturbance for
coefficient adaptation. Otherwise, the step size is set small
for less signal distortion in the ANC’s output. The following
equation shows the function that determines the step size

based on

(13)

where and are the maximum and the min-
imum step sizes and a function of , respectively. It is
natural that is a decreasing function since small step size

Fig. 3. Impulse response of noise path.

is suitable for a large SNR. For simplicity, let us assume that
is a first-order function of Then, it may be given by

(14)

where and are constants. determines the signal
distortion in the utterance. If is set to zero, the adaptation
is skipped when is greater than In this case, the
proposed algorithm works as the adaptation-stop method [7]
with a speech detector.

C. Delay Compensation for Main Filter

The estimated SNR is given with time delay, which
depends on the number of samplesused for estimation of

and This time delay directly raises signal dis-
tortion in the processed speech because the step size remains
large in the beginning of the utterance. To compensate for this
delay, the delay unit is incorporated only in the MF side.

is set to since the time delay is half of

IV. EXPERIMENTAL RESULTS

Performance of the proposed ANC was evaluated by com-
puter simulations in comparison with that of the conventional
algorithm [15]. A diesel engine noise recorded in a special-
purpose vehicle was used as a noise source. It is worthwhile
to note that this recorded noise naturally has the uncorrelated
noise component that exists in the acoustical environment used
for the recording. Thus, the simulation results reflect the real
situation in terms of the uncorrelated noise component. Fig. 3
shows a noise-path impulse response measured in a room
with a dimension of 3.05 m (width) 2.85 m (depth)
1.80 m (height). In order to evaluate tracking capability, the
polarity of the noise path was inverted at 12.5 s.1 The noise
component, which was generated by convolution of the noise
source and the noise path, was added to the speech source
to make the noise-corrupted signal. This speech contains
the uncorrelated noise component, which should exist in the
recording environment. The sampling frequency was 8 KHz.

and are shown in
Table I. A first-order function in Fig. 4 was used
for step-size control. and of the conventional algorithm
[15] were set to 2 15 and 2 14 for the fastest convergence,
and was set to 40.0 so that the final misadjustment error is
equivalent to that of the proposed algorithm.

1This is nothing more than an example. An abrupt polarity change was
imposed as an extreme example. Path changes in the real environment are
slower and less significant and, thus, easier to track.
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TABLE I
PARAMETERS FOR PROPOSEDANC

Fig. 4. Step-size function.

Fig. 5. Original speech.

Fig. 6. Noise-corrupted speech.

A. Basic Characteristics

Figs. 5–7 illustrate the original speech, the noise-corrupted
speech, and the noise-cancelled speech, respectively. The SNR
in the primary signal was around 0 dB in the utterance. The
proposed ANC successfully cancels the noise and tracks the
noise-path change at 12.5 s.

The original SNR and the SNR estimated by the SF are
compared in Figs. 8 and 9. Since the peaks of the estimated

Fig. 7. Noise-cancelled speech.

Fig. 8. Original SNR.

Fig. 9. Estimated SNR.

SNR well approximate those of the original SNR, it is con-
sidered reliable. Fig. 10 exhibits the step-size behaviors in
the proposed ANC and in the adaptive step-size algorithm
[15]. The step size in the proposed ANC remains small in the
utterance, whereas the other becomes larger in the beginning
of the utterance.

Fig. 11 shows the residual noise defined by

dB (15)

(16)

(17)

where and are the number of samples used for
estimation of and , which are the output of the
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Fig. 10. Step-size behavior.

Fig. 11. Residual noise.

ANC and the primary signal, respectively. and
were calculated with The proposed ANC reduces
the residual noise by up to 10 dB in the utterance compared
with the conventional algorithm.

Fig. 12 gives the signal distortion in the output defined
by

dB (18)

(19)

(20)

where is the original speech. The proposed ANC reduces
the signal distortion by up to 15 dB compared with the
conventional algorithm in the utterance.

Fig. 13 shows the impulse response estimation ratio (IRER)
defined by

dB (21)

Fig. 12. Signal distortion of output.

Fig. 13. IRER.

Fig. 14. Original SNR (SNR= 6 dB, 0 dB,�6 dB).

where and are the noise-path impulse response
and the filter coefficient of the adaptive filter, respectively.
The increase of IRER in the proposed ANC is slower than
that in the conventional ANC because the step size in the
proposed ANC remains small during the utterance. However,
a large step size during the silent intervals speeds up the IRER
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Fig. 15. Estimated SNR (SNR= 6 dB, 0 dB,�6 dB).

Fig. 16. Residual noise (SNR= 6 dB).

Fig. 17. Residual noise (SNR= 0 dB).

growth. The final IRER in the proposed ANC is larger by 30
dB than that in the conventional ANC.

B. Robustness Against Different SNR’s

To demonstrate robustness of the proposed ANC, three
different SNR values of the input signal were evaluated. These
evaluations were carried out using 10 s of signals without the
noise-path change. Fig. 14 illustrates the original SNR in the
three cases where SNR in the utterance was set to 6, 0, and6

Fig. 18. Residual noise (SNR= �6 dB).

Fig. 19. Signal distortion (SNR= 6 dB).

Fig. 20. Signal distortion (SNR= 0 dB).

Fig. 21. Signal distortion (SNR= �6 dB).



IKEDA AND SUGIYAMA: ADAPTIVE NOISE CANCELLER WITH LOW SIGNAL DISTORTION FOR SPEECH CODECS 671

Fig. 22. IRER (SNR= 6 dB).

Fig. 23. IRER (SNR= 0 dB).

Fig. 24. IRER (SNR= �6 dB).

Fig. 25. MOS result in Case I (no coded speech).

Fig. 26. MOS result in Case II (coded speech).

Fig. 27. Implemented ANC.

Fig. 28. Layout of microphones and speakers.

dB. The estimated SNR by the SF in the three cases is given in
Fig. 15. The SF well estimates the original SNR. Figs. 16–18
and 19–21 show the residual noise and the signal distortion.
The performance in the proposed ANC does not change for
different SNR’s. The IRER’s are shown in Figs. 22–24. The
IRER’s of the proposed ANC reach 40 dB, whereas those of
the conventional ANC achieve 12 dB. The proposed ANC
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Fig. 29. Power spectra of noise-corrupted speech and noise-cancelled speech (diesel-engine noise).

achieves a good IRER independent of the SNR demonstrating
its robustness.

C. Subjective Listening Test

To evaluate the subjective performance of the proposed
ANC, a listening test was carried out. The NLMS [16] algo-
rithm, the adaptive step-size algorithm [15], and the proposed
algorithm were compared for the case where the SNR in the
primary signal is 0 dB. The mean opinion scores (MOS’s) by
20 listeners were evaluated. The MOS tests were performed
in two cases. In the first case (Case I) and the second
case (Case II), samples of the ANC’s output and samples
of the coded speech of the ANC’s output were evaluated,
respectively. In both cases, a noise-free speech sample and a
noisy speech sample before noise cancellation were included
as the highest and the lowest anchors. The same speech source
as in Sections IV-A and B was employed for the subjective
test. A 4-kb/s CELP [17] was used as the algorithm of the
speech codec. Figs. 25 and 26 show the MOS results in Cases
I and II. The vertical line centered in the shaded area and
the numeral are the mean value of the MOS. The width of
the shaded area corresponds to the standard deviation. In both
cases, the mean values of the MOS for the proposed ANC are
higher than the adaptive step-size algorithm and the NLMS
by about one point.

V. IMPLEMENTATION BY DSP

The proposed ANC has been implemented by using a 32-bit
floating-point DSP: the ADSP-21 020 [6]. Fig. 27 is a picture
of the implemented ANC that is controlled by a personal
computer. The number of taps of the MF and the SF are both

up to 460 with a sampling frequency of 8 KHz. Sixteen-bit
analog-to-digital (A/D) and digital-to-analog (D/A) converters
are used.

The performance of the implemented ANC was evaluated
in a meeting room with a dimension of 12.9 m (width)7.2
m (depth) 3.4 m (height). As a personal computer controls
the ANC board, there was noise generated by its cooling fan.
This noise served as the uncorrelated noise components for
the primary and the reference microphone. Room noise was
masked by this noise and was negligible. Fig. 28 illustrates
the layout of microphones and speakers in the room. Two
one-directional microphones were used as the primary and
the reference microphones. These microphones were located
in parallel 0.6 m apart. Two speakers were used for speech
and noise generation. The speaker for the speech and that for
the noise were located in front of the primary microphone
and in front of the reference microphone, respectively. Both
of the distances between the primary microphone and the
speech speaker and between the reference microphone and
the noise speaker were 0.1 m. There were uncorrelated noise
components andcrosstalkin this environment.

Fig. 29 compares the power spectra of the noise-corrupted
speech with a diesel-engine noise and that of the noise-
cancelled speech measured by a spectrum analyzer. The hor-
izontal axis is frequency with 400 Hz per scale. The vertical
axis is power spectrum with 5 dB per scale. The upper line is
the power spectrum of the noise-corrupted speech, and the
other is that of the noise-cancelled speech. The significant
peaks of the power spectrum for the diesel-engine noise are
between 800 and 1200 Hz. From this figure, it is apparent
that the noise spectra for this frequency range are reduced
by up to 30 dB, and that for the other frequency range are
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Fig. 30. Power spectra of noise-corrupted speech and noise-cancelled speech (white Gaussian noise).

cancelled by 10 dB. Fig. 30 illustrates the power spectra in a
white-Gaussian noise case. In this case, the noise spectra are
uniformly reduced by up to 10 dB for the entire frequency
range. Since the room used for the experiment is echoic,
average noise reduction is not as good as that in the simulation
results presented in the previous section.

VI. CONCLUSION

A new adaptive noise canceller (ANC) with low signal
distortion for speech codecs has been proposed. It has two
adaptive filters: a main filter (MF) and a subfilter (SF). The
SNR of the input signals is estimated using the SF. The step
size for coefficient update in the MF is controlled by the
estimated SNR. Results of computer simulations show that
the proposed ANC reduces signal distortion by up to 15 dB
compared with the conventional ANC. Results of subjective
listening tests show that the mean opinion scores (MOS’s) for
the proposed ANC are one point higher than the conventional
ANC for the coded speech and the noncoded speech at the
ANC’s output.
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