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We present a newmethod for object tracking; we use an e
cient local search scheme based on the Kalman �lter and the probability
product kernel (KFPPK) to �nd the image regionwith a histogrammost similar to the histogramof the tracked target. Experimental
results verify the e�ectiveness of this proposed system.

1. Introduction

Real time object tracking is one of the most active research
areas in computer vision. 	e goal of object tracking is to
estimate the locations and motion parameters of the target
in a video sequence given the initialized position in the �rst
frame. Research in tracking plays a key role in understanding
motion and structure of objects. It �nds numerous applica-
tions including surveillance [1], human-computer interaction
[2], tra
c pattern analysis [3], recognition [4], and medical
image processing [5], to name a few. Although object tracking
has been studied for several decades and numerous tracking
algorithms have been proposed for di�erent tasks, it remains
to be a very challenging problem.One of themost challenging
factors in object tracking is to account for appearance vari-
ation of the target object caused by change of illumination,
deformation, and pose. In addition, occlusion, motion blur,
and camera view angle also pose signi�cant di
culties for
algorithms to track target objects. Furthermore, there exists
no single tracking method that can be successfully applied to
all tasks and situations.

In this paper we present a new method for real time
tracking of complex nonrigid objects. 	is new method
successfully coped with camera motion, partial occlusions,
and target scale variations. 	e scale/shape of the object is

approximated by an ellipse and its appearance by histogram-
based features derived from local image properties. We use
an e
cient search scheme (Kalman �lter [6, 7], using the
probability product kernels [8–11] and integral image [12] as a
similaritymeasure) to �nd the image region with a histogram
most similar to the target of the object tracker. In this work,
we address the problem of scale/shape adaptation and orien-
tation changes of the target.	e proposed approach (KFPPK)
is compared with MKF [13]. In [13] the authors build a
color histogram-based visual representation regularized by
a spatially smooth isotropic kernel. Using the Bhattacharyya
kernel [8] as the similarity measure, a mean shi� procedure
is performed for object localization by �nding the basin of
attraction of the local maxima. However, the tracker MKF
only considers color information and therefore ignores other
useful information such as target scale variations, resulting
in the sensitivity to background clutters and occlusions.
Extensive experiments are performed to testify the proposed
method and validate its robustness and e�ectiveness to track
the scale and orientation changes of the target in real time.

	e rest of the paper is organized as follows: Section 2
presents the probability product kernels. Section 3 introduces
basic Kalman �lter for object tracking. Section 4 presents
scale estimation. Section 5 presents the proposed approach
and Section 6 the experiment result. Section 7 concludes the
paper.
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2. Probability Product Kernel

In this paper we de�ne a class of kernels �� : � × � → R

on the space of normalized discrete distributions over some
index set Ω. Speci�cally, we de�ne the general probability
product kernel [8, 9] between distributions � and � as

�� (�, �) = ∑
�
� (�)� � (�)� , (1)

where � is a parameter and �(�) and �(�) are probabil-
ity distributions de�ned on the space Ω, since, for any�1, �2, �3, . . . , �� ∈ Ω, the Gram matrix � consisting of
elements��� = ��(��, ��) is positive semide�nite:

∑
�
∑
�
������ (��, ��) = ∑

�
(∑
�
���� (�)�)

2

≥ 0, (2)

for �1, �2, �3, . . . , �� ∈ R. Di�erent � values correspond to
di�erent types of probability product kernels. For � = 1, we
have

�1 (�, �) = ∑
�
� (�) � (�) = ��� [� (�)] = ��� [� (�)] . (3)

We call this the probability product kernels de�ned by�(�, �) = ∑� �(�)�(�). We denote the histogram of target of
object tracking � as ℎ	 and the number of pixels inside � as|�|, which is also equal to the sum over bins |�| = ∑� ℎ	(�).
Let � be the normalized version of ℎ	 given by � = ℎ	/|�|, so
we can consider � as a discrete distribution, with∑� �(�) = 1.
Let � be the normalized histogram obtained in the frames of
the video sequence. For the �-bin of ℎ	, its value is obtained
by counting the pixels that are mapped to the index �:

ℎ	 (�) = ∑

∈	
� [� (�) − �] , (4)

where �[�] is the Kronecker delta with �[�] = 1 if � = 0
and �[�] = 0 otherwise. 	e mapping function �(�) maps a
pixel � to its corresponding bin index. 	e computation of
the probability product kernels can be expressed as

�(�, �) = ∑
�
� (�) � (�)

= ∑
�
� (�)( 1|�| ∑
∈	� [� (�) − �])

= 1|�| ∑
∈	∑� � (�) � [� (�) − �]
= 1|�| ∑
∈	� (� (�)) .

(5)

	erefore, the computation of the probability product
kernels can be done by taking the sum of values �(�(�))
within target �. 	e output of the following algorithm is a
support map using integral image to compute the similarity
measure between target and candidate region from each
frame of the video sequence.

3. Kalman Filter

	e Kalman �lter has many uses, including applications
in control [14], navigation [15], and computer vision. One
important �eld of computer vision is the object tracking.
Di�erent movement conditions and occlusions can hinder
the vision tracking of an object. In this paper, we present
the use of the Kalman �lter in the object tracking. We
considered using the capacity of the Kalman �lter to allow
small occlusions and complex movements of objects [16].
Furthermore, the Kalman �lter is a framework for predicting
a process state andusingmeasurements to correct or “update”
these predictions.

3.1. State Prediction. For each time step �, a Kalman �lter �rst
makes a prediction �̂� of the state at this time step:

�̂� = � × ��−1, (6)

where ��−1 is a vector representing process state at time � −1 and � is a process transition matrix. 	e Kalman �lter
concludes the state prediction steps by projecting estimate
error covariance �−� forward one time step:

�−� = � × ��−1 × �� + , (7)

where ��−1 is a matrix representing error covariance in the
state prediction at time � − 1 and  is the process noise
covariance (or the uncertainty in our model of the process).

3.2. State Correction. A�er predicting the state �̂� (and its
error covariance) at time � using the state prediction steps,
the Kalman �lter next uses measurements to “correct” its
prediction during the measurement update steps.

First, the Kalman �lter computes a Kalman gain ��,
which is later used to correct the state estimate �̂�:

�� = �−� × (�−� + !�)−1 , (8)

where ! is measurement noise covariance. Determining !�
for a set of measurements is o�en di
cult. In our contri-
bution we calculated ! dynamically from the measurement
algorithms state.

Using Kalman gain �� and measurements "� from time
step �, we can update the state estimate:

�̂� = �̂� + �� × ("� − �̂�) . (9)

Conventionally, the measurements "� are o�en derived from
sensors. In our approach, measurements "� are instead the
output of the tracking algorithm given the same input: one
frame of a streaming video and the most likely � and #
coordinates of the target object in this frame (taking the �rst
two dimensions of �̂�).

	e �nal step of the Kalman �lter iteration is to update
the error covariance �−� into ��:

�� = (� − ��) × �−� . (10)

	e updated error covariance will be signi�cantly decreased
if the measurements are accurate (some entries in !� are low)
or only slightly decreased if the measurements are noisy (all
of !� is high).
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4. Target Model Update

A target is represented by an ellipsoidal region in the image in
order to eliminate the in�uence of di�erent target dimensions
[13]. We will denote a dataset of independent samples by$ = {�1, . . . , ��}. Let us assume that the probability
density function Gaussian �(�) = ℵ(��, �(��), &) is a good
generative model for our data [17]. Gaussian density function
is proposed to automatically determine the number of density
functions and their associated parameters, including the pixel
locations ��, covariance &, and location of the target �(��).
	e advantages of using the covariancematrix representation
are as follows:

(i) It is robust to illumination changes, occlusion, and
shape deformations.

(ii) It can capture the intrinsic self-correlation properties
of object appearance.

(iii) It is low dimensional.

	ose advantages lead to the computational e
ciency:

&0 = ∑
�
(�� − � (��)) (�� − � (��))� . (11)

We represent an object ' = [*1, . . . , *�]� by modeling the
spatial-color joint probability distribution of the correspond-
ing region with a Gaussian density function. We de�ne �(��):!2 → 1, . . . , � to be the function that assigns a color value
of the pixel at location ��. We employ the normalized RGB
color space as the color feature in our case; we have used
a normalized RGB histogram to provide some robustness
to illumination change. We can write the features of spatial
position and the color as

'� =
�

V0∑
�=1
ℵ(��, � (��) , &0) � [� (��) − �] , (12)

where � is the Kronecker delta function.We use the Gaussian
kernel- to rely more on the pixels in themiddle of the object
and to assign smaller weights to the less reliable pixels at the
borders of the objects.We use only the-

V0
pixels from a �nite

neighborhood of the kernel and the pixels further.
	e color histogram that describes the appearance of the

region is 2�(�(�), &) and the value of the �-bins is calculated
by

2� (� (�) , &) =
�

V∑
�=1
ℵ(��, � (��) , &) � [� (��) − �] . (13)

	e weights of the value of �-bins in object are calculated
by

3� = ∑
�=1
√ '�2� (� (�) , &)� [� (��) − �] . (14)

	e new distribution of color histogram� is calculated by
�� = 3�ℵ(��, � (��) , &)∑��=1ℵ(��, � (��) , &) . (15)
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Figure 1: Flowchart for the proposed approach (KFPPK).

	e covariancematrix update can be used to approximate
the new shape of the object and it is calculated by

& = 5 �∑
�=1
�� (��, � (��)) (��, � (��))� , (16)

and we should use 5 = 1.5. 	e correct value for 5 depends
on the noise that is present in the image sequence.

5. Proposed Approach

To ensure good organization of the progress of the work,
we used the bene�ts of modular design in our implemented
approach using MATLAB. 	e goal of object tracking is to
generate the trajectory of an object over time by discovering
its exact position in every frame of the video sequence. 	e
steps of the object tracking system are shown in Figure 1.

	e proposed approach (KFPPK) for object tracking
is composed of �ve blocks named block processing, block
prediction, block tracking, block correction, and block result.
	e functions of these blocks are as follows.

Block Processing. 	e algorithm starts the video sequence
and converts it into images processing for extracting color
information of images and the target of the object tracking.

Block Prediction. 	is step attempts to evaluate how the
state of the target will change by feeding it through a state
prediction of the Kalman �lter. 	e state prediction serves
two purposes: the time update equations are responsible for
projecting forward (in time) the current state and the error
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covariance estimates for obtaining the a priori estimate for
the next time step.

Block Tracking. In this block we use the probability product
kernels combined with integral image as a similarity measure
to �nd the image region with a histogram most similar to
the target of the object tracker. Furthermore, we estimate the
scale/shape and orientation of the object tracker using target
model update.

Block Correction. 	e block correction update equations are
responsible for the feedback. 	at is used for incorporating
a new measurement into the a priori estimate to obtain an
improved a posteriori estimate. 	e time update equations
can also be considered as predictor equations, while the
measurement update equations can be thought of as corrector
equations based on block tracking.

Block Result. Tracking trajectory of the object is done on the
basis of the region properties of the object such as scale/shape
and centroid.

	e algorithm of the proposed approach (KFPPK) can be
explained as follows.

Step 1. Start video sequence and select the target of the object
tracker in the �rst frame.

Step 2. In this stage we use state prediction of Kalman �lter
to estimate how the state of a target will change by feeding
it through a current state and error covariance estimates to
obtain a priori estimate for the next time step. 	is step uses
(1) and (2).

Step 3. Calculate the similarity measure (�(�(�))) between
the targetmodel and candidate regions using (5) and estimate
the shape and orientation of the object tracker using (13).

Step 4. Correct and update equations into a priori estimate to
obtain an improved a posteriori estimate, using (9) and (10).

Step 5. Draw trajectory. And go to Step 2 in the next frame.

6. Experimental Results

	is section mainly shows the tracking results using the
proposed approach (KFPPK). Experiments on real video
sequences have been carried out to evaluate the perfor-
mance of the proposed algorithm. In these experiments, we
compared our system with existing algorithms MKF [13].
	e proposed algorithm achieves good estimation accuracy
of the scale and orientation of the object in the video
sequence. We used di�erent sequences; each has its own
characteristics but the use of a single object in movement is a
commonality between these di�erent sequences. We then set
up experiments to list the estimated width, height, trajectory,
and orientation of the object.

In this work, we selected normalized RGB color space as
the feature space and it was quantised into 16 × 16 × 16 bins to
compare between algorithms. One synthetic video sequence
and one real video sequence are used in the experiments.

Table 1: 	e average time by di�erent methods on the videos
sequences.

Methods/sequences KFPPK MKF [13]

Ellipse (77 frames) 0.07 s 0.48 s

Occlusion (193 frames) 0.08 s 0.56 s

We �rst use a synthetic ellipse sequence (where the
resolution is 352 × 240, the frame rate is 25 fps, and the
number of frames is 77) which is used to verify the e
ciency
of the KFPPK. As shown in Figure 2, the external ellipses
represent the target candidate regions, which are used to
estimate the real targets, that is, the inner ellipses. 	e
experimental results show that the KFPPK is reliable for
estimating the mean position and trajectory (as shown in
Figure 3) of the ellipse with scale and orientation changes.
Meanwhile, the results by the MKF [13] algorithm are not
as performant as the proposed approach KFPPK because of
signi�cant scale and orientation changes of the object tracker.

	e second test is an occlusion sequence (where the
resolution is 320 × 240, the frame rate is 25 fps, and there
are 193 frames) which is used to verify the e
ciency of the
KFPPK on a more complex sequence. 	e object exhibits
large scale changes with partial occlusion. We can see the
results by the proposed approach (KFPPK) and the MKF [13]
in Figure 4. We observe that the KFPPK works much better
in estimating the scale and orientation of the target, especially
when occlusion occurs.

Table 1 lists the average time on the videos sequences.
We notice that our proposed approach (KFPPK) has a better
average time of execution than MKF [13] algorithm.

6.1. Tracking Performance Evaluation. 	e main objective in
this section is to evaluate the performance of our method
using Receiver Operator Characteristic (ROC) curves. 	e
ROC curves show how the number of correctly classi�ed
positive examples varies with the number of incorrectly
classi�ed negative examples. ROC curves are de�ned via two
major rates expressed as follows:

True Positive Rate = TP

TP + FN ,
False Positive Rate = FP

FP + TN ,
(17)

where TP (true positives) are examples correctly labeled
as positives, FP (false positives) refer to negative examples
incorrectly labeled as positive, TN (true negatives) corre-
spond to negatives correctly labeled as negative, and FN (false
negatives) refer to positive examples incorrectly labeled as
negative.

We studied the ROC curves of the proposed algorithm
and compared them with the MKF [13] algorithm. Figure 5
compares the performance of the algorithms using ROC
curves for each video sequence. 	e KFPPK algorithm has
a higher performance in regard to the MKF [13] algorithm.

	e experimental results demonstrate that the KFPPK is
robust in the tracking of the trajectory of objects in di�erent
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(a) Proposed approach (KFPPK)

#1 #9 #28 #77

(b) MKF approach

Figure 2: Tracking results of the synthetic ellipse sequence by di�erent tracking algorithms. Frames 1, 9, 28, and 77 are displayed.
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Figure 3: Trajectory results in the synthetic ellipse video sequence by the proposed approach KFPPK and the MKF tracking algorithms. We
can see the KFPPK is closer to the real trajectory than the MKF tracking algorithm.
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#1 #31 #35

#44 #148 #193

(a) Proposed approach (KFPPK)

#1 #31 #35

#44 #148 #193

(b) MKF approach

Figure 4: Tracking results of the occlusion sequence by di�erent tracking algorithms. Frames 1, 31, 35, 44, 148, and 193 are displayed.

situations (scale variation, pose, rotation, and occlusion).
It can be seen that the KFPPK achieves good estimation
accuracy in real time of the scale and orientation of the target.

7. Conclusion

In this paper, the proposed approach (KFPPK) has been
presented for tracking a single moving object in the video

sequence using color information. In this approach we
combine the Kalman �lter and probability product kernel
as a similarity measure using integral image to compute the
histograms of all possible target regions of object tracking
in the video sequence. 	e new KFPPK has been compared
with the state-of-the-art algorithm on a very large dataset
of tracking sequences and it exceeds in performance in the
processing speed. 	e extensive experiments are performed
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Figure 5: ROC curves by di�erent algorithms on the di�erent videos sequences.

to testify the KFPPK and validate its robustness to the scale
and orientation changes of the target in real time. 	is
implemented system can be applied to any computer vision
application for moving object detection and tracking.
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’05), Guadalajara, México, October 2005.

[17] H. Wang, D. Suter, K. Schindler, and C. Shen, “Adaptive
object tracking based on an e�ective appearance �lter,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol.
29, no. 9, pp. 1661–1667, 2007.



International Journal of

Aerospace
Engineering
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Robotics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Active and Passive  
Electronic Components

Control Science
and Engineering

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 International Journal of

 Rotating
Machinery

Hindawi Publishing Corporation

http://www.hindawi.com Volume 2014
Hindawi Publishing Corporation 

http://www.hindawi.com

 Journal ofEngineering
Volume 2014

Submit your manuscripts at

http://www.hindawi.com

VLSI Design

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Shock and Vibration

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Civil Engineering
Advances in

Acoustics and Vibration

Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Electrical and Computer 
Engineering

Journal of

Advances in

OptoElectronics

Hindawi Publishing Corporation 
http://www.hindawi.com

Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Sensors
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Modelling & 
Simulation 
in Engineering
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Chemical Engineering
International Journal of  Antennas and

Propagation

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Navigation and 
 Observation

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Distributed
Sensor Networks

International Journal of


