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An Adaptive Successive Cancellation List Decoder for
Polar Codes with Cyclic Redundancy Check
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Abstract—In this letter, we propose an adaptive SC (Successive
Cancellation)-List decoder for polar codes with CRC. This
adaptive SC-List decoder iteratively increases the list size until
at least one survival path can pass CRC. Simulation shows
that the adaptive SC-List decoder provides significant complexity
reduction. We also demonstrate that polar code (2048, 1024) with
24-bit CRC decoded by our proposed adaptive SC-List decoder
with very large maximum list size can achieve a frame error rate
FER ≤ 10−3 at Eb/No = 1.1dB, which is about 0.25dB from the
information theoretic limit at this block length.

Index Terms—Polar codes, list decoder.

I. INTRODUCTION

POLAR codes are a major breakthrough in coding theory
[1]. They can achieve Shannon capacity with a simple

encoder and a simple successive cancellation decoder, both
with low complexity of the order of O (N logN), where N is
the code block length. But for short and moderate lengths, the
error rate performance of polar codes with the SC decoding is
not as good as LDPC or turbo codes. A new SC-list decoding
algorithm was proposed for polar codes recently [2], which
performs better than the simple SC decoder and performs
almost the same as the optimal ML (maximum likelihood)
decoding at high SNR. In order to improve the low minimum
distance of polar codes, the concatenation of polar codes with
simple CRC was proposed [2], and it was shown that a simple
concatenation scheme of polar code (2048, 1024) with a 16-
bit CRC using the SC-List decoding can outperform Turbo
and LDPC codes. In this letter, we make the observation
that, with the concatenation of CRC, the required list size to
approach ML performance is much larger than when there
is no concatenation. The complexity of the above SC-List
decoder would be very high for such large list sizes. To
overcome this issue, we propose an adaptive SC-List decoder
whose average complexity essentially does not increase with
the list size. Average complexity, as opposed to worst-case
complexity, is a meaningful metric in several settings. Low
average complexity means low processing energy consump-
tion, which is important for example in a handset. In a base
station where multiple users are simultaneously decoded, low
average complexity to decode each user means the ability to
statistically and efficiently share the processing of the users.
Similarly, the processing among different decoding blocks can
be shared over time.
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In section II, we review both the simple SC decoder and the
SC-List decoder, and in section III we propose a new adaptive
SC-List decoder. Finally we draw some conclusions.

II. SC-LIST DECODING OF POLAR CODES

A. Polar Codes

Let F =

[
1 0
1 1

]
, F⊗n is a N × N matrix, where

N = 2n, ⊗n denotes nth Kronecker power, and F⊗n =
F ⊗F⊗(n−1). Let the n-bit binary representation of integer i
be bn−1, bn−2, ..., b0. The n-bit representation b0, b1, ..., bn−1

is a bit-reversal order of i. The generator matrix of polar code
is defined as GN = BNF⊗n, where BN is a bit-reversal
permutation matrix. The polar code is generated by

xN
1 = uN

1 GN = uN
1 BNF⊗n (1)

where xN
1 = (x1, x2, ..., xN ) is the encoded bit sequence, and

uN
1 = (u1, u2, ..., uN) is the encoding bit sequence. The bit

indexes of uN
1 are divided into two subsets: the one containing

the information bits represented by A and the other containing
the frozen bits represented by Ac. The polar code can be
further expressed as

xN
1 = uAGN (A)⊕ uAcGN (Ac) (2)

where GN (A) denotes the submatrix of GN formed by the
rows with indices in A , and GN (Ac) denotes the submatrix
of GN formed by the rows with indices in Ac. uA are the
information bits, and uAc are the frozen bits. Polar codes can
be decoded with the very efficient SC decoder, which has a
decoding complexity of O (N logN) and can achieve capacity
when N is very large.

B. SC-List Decoder for Polar Codes

Though the SC decoder approaches Shannon capacity, it
does not perform well for polar codes with small and medium
block lengths. A more powerful SC-List decoder was proposed
in [2] and performs much better than the SC decoder. Instead
of keeping only one survival path as in the SC decoder, the SC-
List decoder keeps L survival paths. At each decoding time,
the SC-List decoder splits each current decoding path into two
paths attempting both ûi = 0 and ûi = 1 (if ui is an unfrozen
bit). When the number of paths grows beyond a predefined
threshold L, the SC-List decoder discards the worst (least
probable) paths, and only keeps the L best paths. Simulations
show that the SC-List decoder with L=32 performs much
better than the simple SC decoder and it can achieve the same
performance as the optimal ML decoder at high SNR for the
polar code with coding rate R = 1/2, and N=2048 and 8192
[2].
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Fig. 1. The FER performance of the SC-List decoding with L = 32 for
polar code (2048, 1024).

Fig. 1 shows the frame error rate (FER) of polar code
(2048, 1024) using the SC-List decoding with L=32, where the
signal is BPSK modulated and transmitted over the additive
white Gaussian noise (AWGN) channel. The ML bound is
also simulated in the same way as in [2]. To obtain a more
analytical understanding of the ML bound performance, we
plot an approximate union bound using the minimum distance
d0 = 16 and the second least distance d1 = 24, and the
numbers of codewords at these distances are N16 = 11648
and N24 = 215040, respectively. We see that this approximate
union bound matches the ML lower bound quite well. The
parameters d0, d1, N16 and N24 are obtained as follows. We
set very high SNR → ∞ and use very large list sizes for
the list decoder. We postulate that in this regime the list most
likely contains only the codewords with the least weights when
the all-zero codeword is transmitted. Fig. 2 shows the number
of codewords at each weight versus the list size. We find that
there are only codewords of weight 16, 24 and 32 in the list,
and we also find that L = N16 + N24 + N32 + 1 for all
simulated values of L. To give further evidence that we found
all the codewords of weight 16 and weight 24, we see in the
plot that the number of the weight-16 codewords saturates at
11648 and does not increase when L ≥ 11648 + 1, and the
number of the weight-24 codewords saturates at 215040 and
does not increase when L ≥ 11648 + 215040+ 1.

III. A NEW ADAPTIVE SC-LIST FOR POLAR CODES WITH

CRC

To improve the performance of polar codes, the concate-
nation of polar codes with CRC was proposed in [2]. The
decoder performs SC-List decoding and then performs a CRC
on each of the survival paths remaining in the list at the end
of SC-List decoding. The CRC eliminates the wrong paths.

To understand why the concatenation of polar codes with
CRC provides a performance gain, we did the following
experiment. We took the 11648 information sequences that
generate the weight-16 codewords and the 215040 information
sequences that generate the weight-24 codewords we found for
the polar code, and run all the 16-bit CRC’s in [3] on them.
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Fig. 2. The number of the least weight codewords versus the list size.

We found that for five of the six CRC’s (except CRC-16-
DNP), ALL of the weight-16 and weight-24 codewords are
eliminated by the CRC. Therefore, the 16-bit CRC’s improve
the minimum Hamming distance of the polar code (2048,
1024) from 16 to 32. Therefore significant improvement can
be obtained. Indeed, simulations show that this concatenation
of the polar code (2048, 1024) with a 16-bit CRC using the
SC-List decoder performs much better than the purely non-
concatenated polar codes.

Although the SC-List decoder with L=32 can achieve ML
performance for the polar code (2048, 1024) without CRC, it
turns out, for reasons to be explained later, that with CRC,
a larger L would be needed to exploit the increased distance
benefit. Indeed, simulations show that the performance of the
SC-List decoding of the polar code (2048, 1024) with a 16-bit
CRC has not reached the ML bound even when L is of the
order of a million. Hence, in order to achieve ML performance,
the polar code (2048, 1024) with a 16-bit CRC needs very
large L, which leads to very high decoding complexity.

We observed that for most of the received frames, the SC-
List decoder with very small L can successfully decode the
information bits, and there are very few frames that need large
L for successful decoding. Therefore, in order to reduce the
decoding complexity, we propose an adaptive SC-List decoder
for polar codes with CRC. The adaptive SC-List decoder
initially uses very small L, and then iteratively increases L
(if there is no survival path passing CRC), until L reaches a
predefined number Lmax.

Adaptive SC-List Decoder:
1. Initialize L = 1 for the SC-list decoder.
2. Perform the SC-List decoding, and then perform CRC

on each survival path at the end of SC-List decoding.
3. If there is one or more than one paths passing

CRC, output the path passing CRC and with highest
probability, and exit decoding; otherwise go to 4;

4. Update L to 2×L. If L ≤ Lmax , go to 2; otherwise
output the path with the highest probability and exit
decoding;

Fig. 3 shows the FER performance of the adaptive SC-List
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Fig. 3. The FER performance of the polar code (2048, 1024) with 16-bit
CRC using the adaptive SIC-List decoder with different Lmax.

TABLE I
THE MEAN OF L OF THE ADAPTIVE SC-LIST DECODER

Eb/No(dB) 1.0 1.2 1.4 1.6 1.8 2.0

Lmax=32 16.64 8.03 3.86 2.04 1.39 1.14

Lmax=128 35.31 12.16 4.52 2.17 1.41

Lmax=512 70.41 19.14 5.45 2.27

Lmax=2048 133.40 30.80 6.64 2.36

Lmax=8192 271.07 52.59 7.88 2.47

decoder for the polar code (2048, 1024) with a 16-bit CRC.
The channel is an AWGN channel, and the signal is modulated
by BPSK modulation. It is shown that there is about 0.4dB
gain of Lmax = 8192 over Lmax = 32 at FER = 10−3.
Since the list most likely contains the weight-16 and weight-
24 codewords, and the information sequences generating these
codewords cannot pass CRC, the frame error rate is in fact
dominated by the probability that the correct path is not in
the list. When we increase L, we essentially increase the
probability that the correct path is in the list, and therefore
we can get better performance. We predict that, in order to
achieve ML decoding, L > N16 +N24 + 1.

Let us compare the error probability performance of the
adaptive list decoder with maximum list size Lmax and that
of the non-adaptive decoder with fixed list size Lmax. If the
correct path is in the list generated by the adaptive decoder
with a list size L strictly less than Lmax, it is very likely
that the correct path is also in the list generated by the non-
adaptive decoder with a larger list size of Lmax, so both
decoders can successfully decode. On the other hand, if the
adaptive decoder’s list does not contain the correct path, it will
increase L until L = Lmax, and this leads to both decoders
using the same L = Lmax and the two decoders perform
identically. Therefore the two decoders perform similarly
and the performance of the adaptive SC-List decoder with
Lmax = 32 and Lmax = 8192 should be very close to the non-
adaptive SC-List decoder with constant L = 32 and L = 8192,
respectively.

Table I shows the mean L for different Eb/No and different

Lmax. With increasing Eb/No, the SC-List decoder is more
likely to successfully decode the received frames with the
same L, and therefore the mean of L becomes smaller for
the adaptive SC-List decoder. Since the complexity of the SC-
List decoder is linear in the list size, the SC-List decoder with
constant L has a complexity of the order of O (LN logN) and
our adaptive SC-List decoder has an average complexity of the
order of O

(
L̄N logN

)
. It is seen that under Lmax = 32, the

mean of L is L̄ = 2.04 for Eb/No = 1.6dB; this is about
16 times complexity reduction but with similar performance
compared with the constant L = 32. The mean of L under
Lmax = 8192 is L̄ = 2.47 for Eb/No = 1.6dB; this is
about 3316 times complexity reduction but with the similar
performance compared with the constant L = 8192.

It is interesting to mention that we simulated the adaptive
SC-List decoder with very large Lmax = 262144 for the polar
code (2048, 1024) with a 24-bit CRC, the mean L̄ = 818.5.
We found that this concatenated code can achieve FER ≤
10−3 at Eb/No = 1.1dB. To compare this performance to the
Shannon limit at the same block length, we use a result from
[4]. It says that for a wide range of channels, the maximum
rate that can be achieved at block length N and FER ε can
be well-approximated by the formula:

R = C −
√

V

N
Q−1(ε) (3)

Here C is the channel capacity and V is a quantity called
the channel dispersion that can be computed from the channel
statistics, using the formula:

V = Var

[
log

f(Y |X)

f(Y )

]
(4)

where f(y|x) is the conditional probability density of the
channel output given the input, f(y) is the probability density
of the output when the input is distributed as the capacity-
achieving distribution, and the random variable X is dis-
tributed as the capacity-achieving distribution with the random
variable Y the corresponding channel output. For the binary
input AWGN channel with input X = +1 and −1 and noise
variance σ2,

f(y|x) = 1√
2πσ

exp

[
− (y − x)2

2σ2

]
(5)

and with the capacity-achieving distribution to be equally
likely +1 and −1, the output density is given by

f(y) =
1

2
[f(y|1) + f(y| − 1)] (6)

Using (3), we calculated that to achieve a rate R = (1024−
24)/2048 = 0.488 and ε = 10−3 , the minimum Eb/No

required is 0.85dB. Hence our system is only 0.25 dB from the
Shannon limit. This performance is much more difficult to be
simulated by the SC-List decoder with constant L = 262144.

IV. CONCLUSION

In this letter, we propose an adaptive SC-List decoder
which uses adaptive list size L instead of constant L for
decoding. Compared with the conventional SC-List decoder
with constant L, the adaptive SC-List decoder can achieve
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similar performance but with significantly lower complexity;
alternatively it can achieve much better performance but with
the same decoding complexity. Using this adaptive SC-List
decoder with very large Lmax = 262144 (with L̄ = 818.5 )
for the polar code (2048, 1024) with a 24-bit CRC, we can
achieve FER ≤ 10−3 at Eb/No = 1.1dB, which is about 0.25
dB from the information theoretic limit at the same block
length.
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