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ABSTRACT: 
 An accurate segmentation is critical, especially when the tumor 

morphological changes remain subtle, irregular and difficult to 

assess by clinical examination. This quantitative measurement 

depends on the accuracy of the segmentation method used. The 

undesired partial volume effect, which lies on a boundary 

between a high intensity region and low intensity region, makes 

unerring boundary determination a difficult task.  A new 

approach to segmentation is proposed that removes the adverse 

effect on the boundary, which is unwanted especially from the 

point of view of volume rendering. This approach gives more 

accurate boundary detection and holes filling after segmentation. 

A semi-automatic calculation of volumetric size of brain tumor 

has been implemented in this approach. A comparative analysis 

of manual, seeded region growing and this advance approach 

shows more accurate and better performance for 3D volume 

measurements. This method is tested by two patients of different 
tumor type and shape, and better results are reported. 

Key words: 
 Brain tumor segmentation, MRI, seeded region-growing 

segmentation and advanced gradient magnitude region growing 

technique. 

 

1. INTRODUCTION  
Brain tissue and tumor segmentation in MR images has been an 

active area of research today [1-3]. In general the problem of 

image segmentation involves clustering of similar feature vectors 

[4-5]. Extraction of good features is thus fundamental to 

successful image segmentation. The segmentation task becomes 

more challenging when one wants to derive common decision 

boundaries on  

different object types in a set of images. Due to the complex 

structure of different tissues such  as white matter (WM), gray 

matter (GM) and cerebrospinal fluid (CSF) in the brain images, 

extraction of useful feature is a fundamental task. Intensity is an 

important feature in discriminating different tissue types in brain 

MR images. However, using intensity feature alone to segment 

complex brain tissue and tumor in a single modality MR image 

has been proved to be insufficient [2-8].  

  The MR imaging method is the best due to its higher resolution 

than the other methods. Its resolution is approximately 100 

microns [9-10]. MR imaging is currently the method of choice for 

early detection of brain tumor in human brain. However, the 

interpretation of MRI is largely based on radiologist‟s opinion. 

Generalization of brain screening programs requires efficient  

 

 

 

double reading of MR image, which allows reduction of false  

negative interpretations, but it may be difficult to achieve. 

Computer aided detection systems are dramatically improving 

and can now assist in the detection of suspicious brain lesions, 

suspicious masses. The task of manually segmenting brain tumors 

from MR imaging is generally time consuming and difficult. An 

automated segmentation method is desirable because it reduces 

the load on the operator and generates satisfactory results [11].                   

  The region growing segmentation is used to segment the brain 

tumors due to its wide range of applications and automatic 

features. After taking the image of the tumorous brain there is a 

need to process it. The image clearly shows the place of the 

tumorous portion of the brain. The image does not give the 

information about the numerical parameters such as area and 

volume of the tumorous portion of the brain. After segmentation 

the desired tumor area is selected from the segmented image. This 

selected region is used to calculate the area and volume of the 

tumor present in the MR image [10-16, 20].  

  Manual volumetric method is gold standard approach for 3D 

quantitative measurements. The main disadvantage of this method 

is that it is labor intensive and time consuming. Segmentation of 

region of interest in volumetric medical images is still a 

challenging problem. Current survey proves that region growing 

is an effective approach for image segmentation especially for the 

homogenous regions. The disadvantage of region growing is the 

partial volume effect [45]. The partial volume effect limits the 

accuracy of MRI brain image segmentation. It blurs the intensity 

distinction between tissues classes at the border of the two tissues 

types because voxel may represent more than one kind of tissue 

types. M. Sato et al., developed a suitable modification in region 

growing technique. This modification is called advanced gradient 

magnitude region growing technique (AGMRGT) used to remove 

the partial volume effects and to incorporate gradient information 

for more accurate boundary detection and filling holes occurred 

after segmentation [45-46].           

  The remainder of this paper is organized as follows. Section II 

reviews the relevant previous literature and highlights the 

research motivation. Section-III presents materials and methods 

of the problem. Section-IV discusses results and Section-V draws 

the conclusions.    

 
2. LITERATURE REVIEW 
The segmentation task can be region-based or edge-based. 

However majority of MRI-based segmentation methods in the 

literature are region-based. The recent methods involving 

deformable models also come under the edge-based category. In 

the case of MRI segmentation, uncertainty is introduced due to 

factors such as partial volume effects, integration of multi-
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protocol image data and observer variability. Most of the 

segmentation methods appear in the statistical framework, 

providing a classification of the image data into different tissue 

types, while there exist only a few using the deterministic 

approach. 

 

Deterministic Approaches 
Gibbs et al. [18] introduced a morphological edge detection 

technique combined with simple region growing to segment 

enhancing tumors on T1 MRI data. Based on an initial sample of 

the enhanced tumor signal and the surrounding tissues, provided 

manually, an initial segmentation is performed combining pixel 

thresholding, fitting to an edge map of the image data and 

morphological opening and closing, inspired by the work 

proposed by Kennedy et al. [19]. The tumor area is defined based 

on pixel values in the range of 4 standard deviations around the 

mean value, constrained by the edge map. Letteboer et al. [20], 

proposed an interactive segmentation method for three types of 

tumors: full enhancing, ring enhancing and non-enhancing. After 

manual tracing of an initial slice, a series of morphological 

filtering operations based on the watershed algorithm is applied to 

partition the MRI volume data into homogeneous areas. A 

multiscale framework is employed to correlate segmented regions 

across different scales. Droske et al. [21], proposed to use a 

deformable model, implemented with a level set formulation, to 

partition the MRI data into regions with similar image properties, 

based on prior intensity-based pixel likelihoods for tumor tissues. 

The deformable model optimization is performed on a spatially 

adaptive grid, only refined in inhomogeneous regions. 

Homogeneity measures included gray value intervals, defined 

from a user input and image gradient values. Some manual 

supervision of the deformable model is required, so that 

incremental segmented areas are proposed to the user who 

controlled the final segmentation results.  

 

Statistical Approaches 
Vaiddynathan et al. [22] compared two supervised multispectral 

classification methods: k nearest neighbour (kNN) and spectral 

fuzzy C-means (FCM). For these two classification approaches, 

nine tissue classes are considered (background, CSF, WM, GM, 

fat, muscle, tumor, edema and necrosis). The authors also tested 

an interactive seed-growing segmentation approach on T1E MRI 

data. The seed-growing algorithm only segmented tumor tissue 

based on a sample pixel population manually selected by the user. 

Clark et al. [23] introduced a knowledge-based (KB) automated 

segmentation method for glioblastomas on multispectral data 

combining T1E, PD and T2 weighted data. A training phase is 

performed on 17 slices from seven patients, extracting tumor size 

and enhancement level characteristics. Slices are first 

characterized as normal or abnormal via a fuzzy C-means (FCM) 

classification and the analysis is of the clustering result through 

an expert system. A final processing stage is performed, based on 

histogram analysis of the tumor pixels and heuristics on the 

density of intensity features of non-tumor tissues. Indeed, based 

on the observation that tumors can show different levels of 

enhancement and very complex shapes, the final KB approach is 

focused on characterizing non- 

 

tumoral tissues. Kaus et al. [24] presented a complete validation 

of an automated segmentation method on T1E data from twenty  

 

patients with meningiomas and low-grade gliomas. The 

segmentation method, called an adaptive template-moderated 

classification and described in [25-26] is based on an iterative 

process. It alternated between a kNN classification of voxels into 

five hierarchical tissue types (background, skin-fat-bone, brain, 

ventricles and tumor) and a nonlinear registration of the data with 

an anatomical atlas to align the data with the template. The kNN 

classification used features from data intensity values and 

anatomical priors on the tissue location from the atlas. This 

method performed extraction of the five tissues in a pre-

determined hierarchical order. Tissue mean values are learned on 

the patients data via manual selection of three or four points for 

each tissue. To handle the presence of the tumor in the 

registration process, voxels assigned to the tumor class are 

masked with brain labels prior to registration with the atlas. This 

method obviously relied on a strong homogeneity assumption of 

the tumors appearance on MRI data, which is reinforced by the 

use of anisotropic diffusion filtering. 

  Moonis et al. [27] proposed a segmentation framework based on 

fuzzy connectedness (FC), which optimally clustered voxels into 

classes of high connectivity. The method is applied to T1, T1E 

and T2 data and initialized with an MRI data standardization of 

the gray levels based on non-linear transformation of the 

histograms [28]. Liu et al. [29], from the same group, used a 

similar approach based on a volume of interest on co-registered 

T1 and T2 data, to process only slices containing the tumor. A set 

of points inside the tumor is selected to initialize the statistics 

used in the FC. The threshold level applied to the FC maps to 

define the final segmentation result is determined empirically on 

five datasets and then fixed once for all. Segmentation is 

performed separately on the T2, T1E and subtracted (T1-T1E) 

data sets in 3D. Experts perform manual corrections of the 

segmentation results. Fletcher-Heath et al. [30], proposed a 

combination of unsupervised classification with FCM and 

knowledge-based (KB) image processing for segmentation of 

non-enhancing tumors. The FCM is run on spectral data (T1, T2 

and PD). As the authors pointed out, FCM tended to define 

clusters with similar sizes, which required an initial classification 

in ten classes. A KB system is then designed to re-cluster the 

segmentation results into seven classes based on a training phase. 

Difficulties principally arose in the separation of CSF and tumor 

signals. Mazzara et al. [31-32], compared the kNN approach from 

and the KG-based approach from [22-23] for growth tumor 

volume (GTV) measurements on eleven patients with high and 

low-grade gliomas. As used in oncology radiation therapy, GTV 

corresponded to the area enclosing several contiguous clusters of 

enhancing pixels. The study showed severe limitations of the KG-

system in handling particular cases such as non-enhancing tumor 

margins or the presence of non-enhancing cystic necrotic tissues 

at the center of the tumor. On the other hand, the kNN 

segmentation method, trained with sample data from MRI slices 

to segment, lead to robust segmentation results on all patients. 

Beyer et al. [32], from the same group, presented a similar and 

more recent comparative study, extracting GTV with the same 

two segmentation methods and evaluating the results in terms of 

predictive dose measurement for therapy planning. 

  Zou et al. [33], proposed a continuous probabilistic 

segmentation framework, based on mixture modeling for two 

classes: tumor and non-tumor tissues. After initialization of the 

segmentation with the semi-automated method from Kaus et al. 

[24], the segmentation process involved estimation of the 

distribution parameters and probability values thresholding. Three 
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metrics are proposed and evaluated to optimize the threshold 

selection: Receiver operating curve (ROC), which weights the 

sensitivity versus the specificity of the segmentation result, a dice 

similarity coefficient, which is also a function of sensitivity and 

specificity and mutual information that directly compares the 

segmentation result to a ground truth. Prastawa et al. [34] 

proposed a segmentation framework based on outlier detection on 

T2 data. The abnormal tumor region is detected via registration 

on a normal brain atlas. Statistical clustering of the abnormal 

voxels, followed by a deformable model, is then used to isolate 

the tumor and the edema.  

  A technique that enables automatic accurate (54%) and robust 

segmentation and separation the pelvis and the femur, more 

specifically, of the acetabulum and the femoral head in the hip 

joint from 3-D CT images is presented by Zoroofi et al [35]. 

Vertebral extraction from digital videofluoroscopic (DVF) images 

has been a popular goal for a considerable time. However, this 

has been proved to be very difficult due to the poor image quality. 

Vertebral extraction is an image-processing problem and 

consequently, algorithms from the field of computer vision could 

have a valuable role to play. The Hough transform (HT) has many 

desirable properties, especially good resistance against noise and 

might be suitable for coping with the problems inherent with 

DVF images. Y. Zheng et al. [36] applied it to vivo DVF lumbar 

spine images and gave promising results. The great advantage of 

the HT is that it can locate the same vertebral contour in the 

sequences and thus, contour shape will not change, which is 

important when the vertebral image suffers noise or occlusion. 

This paper only shows the changing pattern of the lumbar spine 

vertebral centers. This can provide clinicians with valuable 

information for diagnosis of spinal disorders. A refined 

segmentation-by-registration scheme is propose in which an atlas 

based segmentation of the pathological lungs is refined by 

applying voxel classification to the border volume of the 

transformed probabilistic atlas. It is shown that this refinement 

step introduces a significant improvement in segmentation 

accuracy compared to a standard segmentation-by-registration 

approach. No statistical difference in performance is found 

between voxel classification and the registration method. The 

registration however gives more visually pleasing results than the 

voxel classification due to its implicit lung model [37].  

  Y. Zia et al. [38] presented an automated algorithm driven by 

MR data and anatomic knowledge to extract the caudate nucleus 

(CN), which has a simple shape but lacks clearly defined MRI 

intensity boundaries, from human MR brain images. A high level 

of consistency between results generated by the algorithm and 

those by expert tracing is demonstrated for CN volume and 

spatial characteristics. The algorithm presented here has several 

advantages for the neuroimaging researcher. First, it is highly 

automated, only requiring the user to designate the locations of 

the anterior and posterior commissures (AC and PC) as initial 

input. No manual supervision or intervention is required after this 

initial input step. Second, it is rapid and efficient, extracting the 

CN nucleus within half a minute, while expert delineation takes 

on average 30 minutes. The method mainly includes three steps: 

structure element subdivision, feature extraction, feature selection 

and classification. Experimental results demonstrate the feature 

selected by this method can contribute effective and 

complementary information to discriminating tumor and normal 

tissues. The selected features include intensity, symmetry and 

texture based features extracted from multi-protocol MR images. 

By the comparison with kNN and support vector machine (SVM) 

methods, it shows that feature selection reduces the 

dimensionality of the feature space and improves the performance 

of the classifier. The proposed method can perform better than the 

existing segmentation methods such as active contour model 

(ACM) and fuzzy connectedness   based method and achieves 

very accurate segmentation results. On the basis of the available 

tumor segmentation results from MRI data it is extremely 

difficult to conclude which one is the best method. [39-42].   
 

3. MATERIALS AND METHODS 
 
Implementation of this novel approach contains various 

processing steps, like raw image collection, image preprocessing, 

thresholding, image segmentation and volume calculation. The 

sequences of the processing steps are arranged in a meaningful 

manner as shown in Fig.1.  

 

 

Fig.1: The Proposed methodology. 

 

3.1. MRI Data: The MR images are acquired on a 1.5T using 

T2-weighted axial contrast images. The other specifications of 

image are: thickness of image slice-0.5 cm, number of images per 

data set –23 and image format- Gif. 

3.2. Preprocessing:  Image preprocessing is the very first 

step in the image processing. In this process the image is 

converted into the accessible form. Also image „intensity 

adjustment‟ and „noise reduction‟ processes are carried out. After 

this the Gaussian image filtering is performed. Filtering is 

necessary because it reduces the noise present in the image.   
3.3. Seeded region growing  
Region growing group‟s pixels or sub regions into larger regions 

based on predefined criteria.  The basic idea is to start with a 

pixel or a group of pixels and examine the neighboring pixels. If a 

neighboring pixel meets a certain criteria, it is added to the group 

and if it does not meet the criteria, it is not added. This process is 

continued until no more neighboring pixels can be added to the 

group. Thus, a region is defined. In this method, the point is to 

group pixels of the same or similar brightness or color into region 

according to the given membership criteria. The membership 

criteria are based on some threshold value. The membership in a 

region can be based on multiple criteria.  

, vol. 22, no. 
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  The confidence connected region-growing algorithm based on 

extraction of connected set of pixels whose pixel intensities   are 

consistent with the pixel of a seed point. First, the mean and 

variance across an 8-connected neighborhood are calculated for a 

seed point. The pixels connected to this seed point whose values 

are within the confidence interval for the seed point are grouped. 

The width of this confidence interval is controlled by the user 

defied factor f according to equation (1). 
 

               (1) 

Where m and σ are the mean and standard deviation of the region 

intensities, f is a factor defined by the user. Small values of the 

factor f will restrict the inclusion of pixels to those having very 

similar intensities to those in the current region. Larger values of 

this multiplier factor will relax the accepting condition and will 

result in more generous growth of the region. I is the image and x 

is the position of the particular neighbor pixel being considered 

for inclusion in the region [43-44]. 

 

3.4. Advanced gradient magnitude region growing 

technique (AGMRGT) 
In the first step proper threshold is chosen in order to distinguish 

the interior area from other organs in the whole volumetric image 

dataset. Then advanced gradient magnitude region growing 

algorithm is applied, in which gradient magnitude is computed by 

Sobel operator and employed as the definition of homogeneity 

criterion. This implementation allowed stable boundary detection 

when the gradient suffers from intersection variations and gaps. 

By analyzing the gradient magnitude, the sufficient contrast 

present on the boundary region that increases the accuracy of 

segmentation [45].  

  To calculate the size of segmented tumor the relabeled method 

based on remaps the labels associated with object in a segmented 

image such that the label numbers are consecutive with no gaps 

between the label numbers used. Any object can be extracted 

from the relabeled output using a binary threshold. Here, the 

algorithm is adjusted to extract and relabeled the tumor and then 

find its size in pixels. The algorithm works well in two stages. 

The first stage is to determine the input image labels and the 

number of pixels in each label. The second stage is to determine 

the output requested region to get total number of pixels accessed.  

From the whole slices we can calculate the number of pixels into 

the 3D volume. Segmented areas are automatically calculated and 

multiplied by the MRI slice thickness plus the interslice gap to 

calculate a per- slice tumor volume. The total tumor volume is 

obtained by summing the tumor bearing slices [45-46]. 

 

4. RESULTS 
The developed algorithm is used to know about the location and 

size of the tumor for volume calculation. It takes one image at a 

time for processing and shows the output  

 
            
S. 

No. 

         
Data 

Set 

Tumor 
Area 

(cm2) 

Tumor 
volume 

(cm3) 

1 1 1.1746  0.5872 

2       2 2.1858  1.0929 

 
Table 1:  Measurement of volume using AGMRGT 

image at every step. The data set 1 has tumor 

 

 
in the three images while the data set 2 has five tumorous images. 

These tumorous images are clearly visible in the dataset 1 and 2. 

When algorithm executes, the results of processing for raw input 

images of data set 1 and 2 are shown in Fig.2 and Fig.3 

respectively. Volumetric calculation for brain tumor using the 

different calculation methods and the relative errors for each 

method compared with manual segmentation method is tabulated 

in Table 2.  

  The Relative Error (RE) for tumor volume can be calculated as   

RE (%) =          (2) 

Where P tumor volume using 3D semi-automatic region growing 

method, P‟ is tumor volume calculated using manual method.     

 

 

 
 

 

 
 

 

 
 

 

 

Table 2:  Comparison of seeded region growing, semi-automatic AGMRGT with manual segmentation technique. 

 

 

 

 

Dataset AGMRGT  
Tumor  

Volume (cm3) 

Seeded 
region 

growing 

(SRG) 
Tumor 

Volume 

(cm3) 

Manual 
Volume 

(cm3) 

Relative 
Error (%) 

(AGMRGT) 

Relative 
Error (%) 

(SRG) 

First 

Second                    

0..5872 

1.0929 

0.4330 

0.9753 

0.6320 

1.1234 

7.08 % 

1.80  % 

31.5 % 

14.07 % 
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Fig. 2 (a): Original input MR image of dataset 1. 

     

Fig.2 (b): Gaussian filtered image of dataset 1. 

     

Fig. 2(c): Intensity adjusted image of dataset 1.  

             

Fig. 2(d): Segmented image of dataset 1. 

 

     

Fig.2 (e): Extracted tumor of dataset 1.       

Fig. 2: The results after segmentation for data set 1.  

   

         

    

Fig. 3 (a): Original input MR image of dataset 2. 
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Fig. 3 (b): Gaussian filtered image of dataset 2. 

          

   

Fig. 3 (c): Intensity adjusted image of dataset 2.  

         

    

Fig. 3 (d): Segmented image of dataset 2. 

         

   

Fig. 3 (e): Extracted tumor of dataset 2.       

Fig. 3: The results after segmentation for data set 2. 

                     

5. CONCLUSIONS  
 
Imaging plays a central role in the diagnosis and treatment 

planning of brain tumor. Tumor volume is an important 

diagnostic indicator in treatment planning and results assessment 

for brain tumor. The measurement of brain tumor volume can 

assist tumor staging for  

 

 

effective treatment surgical planning. The measurement of tumor 

volume using manual method is although gold standards approach 

but tedious, labor intensive and time consuming. It involves the 

tracing the tumor outline and tumor volume is derived by 

summation of total slices area. Whether this process is done by a 

radiologists or by a technologist, there is always and important 

element of subjectivity that results in both intra and inter-operator 

performance. In this study, a semi-automated AGMRGT system 
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for brain tumor volume measurements is developed which 

overcome the problem of inter-operator variance, besides partial 

volume effects and shows satisfactory performance for 

segmentation. This method is applied to 8-tumor contained MRI 

slices from 2 brain tumor patients‟ data sets of different tumor 

type and shape, and better segmentation results are achieved.   

   The attention has been given to improve the accuracy of 

segmentation by implementing essential modification in the 

region growing algorithm as advanced gradient magnitude region 

growing technique (AGMRGT). The Sobel gradient magnitude 

based region growing algorithm eliminates the partial volume 

effect problem on the boundary. In AGMRGT algorithm, a 

gradient magnitude is applied to its homogeneity criterion. This 

algorithm seriously considers the gradient of the boundary and its 

neighborhood for partial volume effect and allows us to conduct 

accurate segmentation based on gradient magnitude in addition to 

the intensity value.  These modifications overcome the partial 

volume effect artifacts. Hence, applying AGMRGT to segment 

brain tumors has increased the accuracy of the volumetric 

measurements. The comparisons of volume measurement by 

manual, seeded region growing and AGMRGT ensures that tumor 

accuracy have been improved using AGMRGT. The results show 

that volume measurements obtained using AGMRGT method is 

in good agreement with manually segmented data. Further work 

is in progress to test larger set of tumor datasets to improve the 

accuracy of segmentation. 
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