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Abstract—In this paper, a high-resolution fractional-N RF Phase Detector Loop Filter
frequency synthesizer is presented which is controlled by a fourth- Ber®)
order digital sigma—delta modulator. The high resolution allows
the synthesizer to be digitally modulated directly at RF. A Phas
simplified digital filter which makes use of sigma—delta quantized
tap coefficients is included which provides built-in GMSK pulse
shaping for data transmission. Quantization of the tap coefficients
to single-bit values not only simplifies the filter architecture, but
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the fourth-order digital sigma—delta modulator as well. Divider
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Fig. 1. Sigma—delta modulator controlled phase-locked loop.
I. INTRODUCTION 9 9 P P

REQUENCY synthesizers for use in mobile radio appli-
cations must be well suited for VLSI implementation andoefficients for such a filter could be quantized to single-

have low power consumption. In addition to providing a fixelit values, using a software sigma—delta modulator, prior to
local oscillator (LO) in a receiver, a frequency synthesiz&torage in a read-only memory (ROM) [5] with the potential
may be called on to be agile in its frequency control, fdior greatly reducing the required storage space and simplifying
instance, in spread-spectrum applications. Synthesizers ugesimultiplications required to single-bit operations. Although
in such applications must have fast settling times and gotite work presented in [5] showed the feasibility of this
spurious performance. Direct modulation capability is also anethod, the demonstration was partly done at the software
asset. level, and a hardware modulator was never combined with

It has been shown that sigma—delta controlled fractionaln integrated sigma—delta controlled synthesizer. A recent
N frequency synthesis can meet these requirements [1]-[8)nthesizer presented in [3] allows high-speed modulation
Unlike direct digital synthesis (DDS), no up-conversion isutside the loop bandwidth through the use of a preemphasis
required, and the modulated signal can be synthesized filter, but the data filter was not integrated along with the
rectly at the RF frequency with comparable performancgynthesizer. In this paper, it will be shown, using experimental
The high resolution achieved allows accurate continuougsults, that through careful design and consideration, a low-
phase constant-amplitude modulation of the carrier at Rfewer transmitter can be built by combining the above two
frequencies. Such a synthesizer is shown in Fig. 1. techniques. Also, an error in the work presented in [5] has

In order to transmit digital data efficiently, some formbeen corrected. The filter response stored in the ROM should
of baseband pulse shaping is required to control the Riave been that of a Gaussian pulse convolved with a square
bandwidth [4]. This pulse shaping can be achieved usingpalse. Instead, the nonconvolved pulse was used. The design
digital filter. A method has been presented whereby the tagakes use of custom VLS| with only a few external com-
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Dual-Modulus Divider every reference cycle, providing digital control of the output
| frequency. The amount of phase added or subtracted would
I depend on the digital input to the D/P. The output of this D/P
:Bout could be seen to quantize phase in the same way that a D/A
— e R converter quantizes voltage. The resolution achieved would
; depend on the number of phase quantization levels and their
[ linearity. Building an accurate multibit phase quantizer is a
: difficult design problem. However, single-bit phase quantizers
A | are readily available in the form of dual-modulus dividers. The
1
!
{

input to the divider can be seen as a single control bit which
allows 0 or 2r rad of phase (0 or 1 period of the VCO in
Rl Sl - Fig. 1) to be subtracted once every reference cycle from the
b(t) input signal. This subtraction is followed by a fixed divide
by N. This divider model is shown in Fig. 2. The sampled
Fig. 2. Model of dual-modulus divider. data integrators shown represent conversion from frequency to
phase. Using oversampling and noise-shaping techniques, high
resolution can be achieved using this single-bit phase quantizer
in the same way that high resolution is obtained from single-
bit amplitude quantizers [6], [7]. Thus, the large knowledge
base available on the design of sigma—delta modulators is
also applicable to the design of high-resolution frequency
synthesizers.

Input

Ill. MASH A RCHITECTURE SIGMA—DELTA MODULATORS

Sigma—delta modulators achieve high resolution from a
single-bit quantizer through the use of noise-shaping and
oversampling techniques. Higher order modulators have fewer
limit cycle tones, and higher in-band signal-to-noise ratios.
When designing higher order sigma—delta modulators, stability
becomes a concern due to high-order feedback around the loop,
and the design can be quite challenging. An alternative to this
Y ) approach is to use a MASH architecture [8].

A J

1)1 | ey RS ; ) . .
’ 7 Nl2T) | IZ( 17D \ | (1-zhHm ‘ A MASH architecture sigma—delta modulator is shown in
+ [ Fig. 3. In this case, it consists of a cascade of first-order
+ + | . . .
777777 a sigma—delta modulators. The quantization error of each stage

is fed forward to the next stage, whose output bitstream is a

sigma—delta quantized estimate of the error from the previous
Output stage. The outputs are then combined in a noise-shaping block
which cancels the noise from the first- 1 stages, producing

Fig. 3. MASH architecture sigma—delta modulator. . . . . .
a multibit output which hasth-order noise shaping given as

ll. SIGMA—DELTA CONTROLLED N(z)=(1—-z"H"™ (1)

FRACTIONAL-N FREQUENCY SYNTHESIS ) . . .
The advantage of this modulator architecture is that it is

The synthesizer shown in Fig. 1 operates as follows. Th@conditionally stable since neth-order feedback is present
desired output frequency is fed into a digital sigma-deligng the first-order stages have been proven to be stable [8].
modulator as a digital word. The resulting output bitstrééth  The main disadvantage is that the output isits wide, making
is used to control the dual-modulus divider in the PLL. Thg multibit decimator necessary in data converter applications
average value of the bitstream is the division ratio required #d a multimodulus divider necessary in PLL applications, as
synthesize the desired output frequency. The noise shaping gage.
oversampling of the modulator push the quantization noise toAnalog implementations of MASH architectures suffer from
higher frequencies. This high-frequency noise is then filterg@in mismatches between stages which result in incomplete
out by the PLL. cancellation of the quantization noise generated in the first

To understand the operation of the dual-modulus divider— 1 stages. Digital implementations of MASH architectures
in Fig. 1, consider a phase-locked loop (PLL) with a fixedo not suffer from these mismatches. Thus, digital MASH
divide by IV in the feedback loop. We could postulate a digitalarchitectures are capable of achieving complete cancellation
to-phase (D/P) converter which would allow a fixed amoundf the quantization noise produced in the finst 1 stages of
of phase to be added or subtracted from the divider outghte modulator.
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Fig. 4. Block diagram of synthesizer architecture.

It can be shown [1] that a digital accumulator is equivalefty the GMSK data filter to be described later, to shape
to a first-order sigma—delta modulator, as in one of the staghe transmitted frequency spectrum. The synthesizer transmit
of Fig. 3, where the parallel input to the accumulator is thigequency is controlled via a 3-bit serial interface (the control
input to the modulator and the carry output is the sigma—deltgput in Fig. 4). This control interface reduces the number
modulated bitstream. The parallel output of the accumulatof pads required for the digital CMOS chip, and allows easy
is a measure of the quantization noise. In this paper, a simpicroprocessor interfacing for synthesizer control.
and low-power fourth-order digital MASH architecture formed In order to achieve good spurious performance and low-
from four digital accumulators is used to control an ECL/CMIphase-noise levels in the synthesizer, the interactions among

bipolar multimodulus divider circuit. the loop bandwidth, settling time, data rate, reference fre-
guency, quantization noise, and VCO phase noise were con-
IV. SYNTHESIZER DESIGN sidered carefully in the design, as follows.

. : . The settling time of a PLL can be approximated as being
A block diagram of the frequency synthesizer is ShOWéqual to four times the inverse of the closed-loop bandwidth

in Fig. 4. While the ultimate goal is to integrate the entir Theref : der t hi ling ti £l h
synthesizer onto a single BICMOS chip, the design presen % eretore, in orderto achieve a settiing time ot less than

here was partitioned such that the high-frequency compone §HS: .the loop bandwidth must be at lleas'g 80 .kHZ yvide.
of the PLL are implemented in a high-quality bipolar proces@ so, since the loop used in the.synthesaer is being dlrecFIy
and the digital sections are implemented in a high-qualiﬂ)OdUIated Wlth_ data, th_e bandwidth must be at Ieast as wide
CMOS process. This partitioning allows the best features g the mod.ulat|0n rate in order to av0|q unwanted filtering of
both technologies to be exploited while avoiding the problent@€ transmitted data. The loop bandwidth was chosen to be
that arise when mixing noisy digital circuits with sensitive-C0 kKHz. This is wide enough to achieve fast settling times
analog circuits. The two custom chips were mounted on a fo@2d accommodate the transmitted data. If faster settling times
layer printed circuit board along with an external loop filter an¥yere needed, the PLL could be modified such that the loop
a commercial VCO. This approach avoided the difficulties ¢@@ndwidth could be increased temporarily during frequency
integrating a VCO onto a chip along with other noisy circuit&£hanges [10]. _ o _
The designs of the custom CMOS chip and the custom bipolarThe PLL (bipolar chip) suppresses quantization noise from
Ch|p are Covered in Subsequent Sections_ the d|g|ta| CMOS Ch|p outside its |00p bandwidth. Inside
The synthesizer was designed to be part of a frequenépe PLL loop bandwidth, the quantization noise suppression
hopping transmitter that would operate in part of the lowd$ achieved by the noise-shaping properties of the digital
instrumentation scientific and medical (ISM) band from 90gigma—delta modulator. Therefore, the modulator oversam-
to 928 MHz. The channel spacing was chosen to be 78.12#81g ratio and order both have a great influence on the noise
kHz, with a frequency settling time of less than 58. The performance qf th_e synthesizer. Not only is the _frequency
data transmission rate is 62.5 kbits/s with GMSK pulse shapifgference f..¢ in Fig. 4) used to lock the PLL, but it serves
with a BT of 0.5, giving a frequency deviation ak15.625 as the clock for the sigma—-delta modulator and the over-
kHz. The GMSK transmitter architecture used eliminates tls@mpled data filter. This means that the reference frequency
need for thel and@ channels, D/A converters, summers, andets the oversampling ratio of both the data filter and the
up-conversion normally used in GMSK data transmission [sigma—delta modulator. It is important to note that as the
The digital data to be transmitted are input serially to theeference frequency is increased, the power consumption of
data input of the digital CMOS chip in Fig. 4, and filteredhe CMOS chip also increases. Therefore, the tradeoff for
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additional bandwidth improvement is increased power coand the short-term changes represent the high-pass filtered
sumption. Similarly, higher order modulators to reduce in-bargiantization noise which is subsequently filtered out by the
phase noise and increase the bandwidth of the noise shagdtdi. In this way, high resolution is obtained from single-bit
require more circuitry, also increasing power consumption. tap coefficients. The multipliers, shown in Fig. 4, are now re-
Inside the loop bandwidth, the dominant sources of phadaced to XNOR gates followed by the summing action shown.
noise are the reference frequency, divider, and phase defElge output of the filter is fed to the MASH-4 sigma—delta
tor. Outside the loop bandwidth, the dominant sources ofodulator such that the total area under the Gaussian pulse
phase noise are the filtered sigma—delta quantization noisssults in a carrier phase shift of one quarter cycles g2
filtered divider phase noise, and unfiltered VCO phase noisad, giving minimum shift keying. The oversampling ratio is
Therefore, the loop filter must be designed in such a way 820, giving 320 single-bit coefficients and a data rate of 62.5
to achieve low in-band and out-of-band phase noise levekhits/s for a reference frequency of 20 MHz. The total memory
The loop filter used in this design consists of an integratetorage space required to store the filter tap coefficients is
with phase lead correction forming a second-order PLL. Tw860 bits, significantly lower than what would be required if a
additional real poles were added to the loop in order &tandard filtering approach were used.
reduce reference feedthrough and out-of-band quantizatiorThe GMSK filter response is plotted in Fig. 5. Note that
noise. These poles were placed in such a way that they wo#ig. 5 shows the response of the nonconvolved pulse in order
not affect loop stability. The reference frequency was chosemfacilitate comparison to other GMSK filters. The high-pass
to be 20 MHz, and the sigma—delta modulator order 4.  filtered quantization error of the tap coefficients can clearly
The multimodulus divider makes it simple to add an integése seen on the plot. The stopband frequency attenuation is 38
offset (a dc component of the digital control input) to thelB. The in-band characteristics of the filter are as expected for
modulator output, allowing different fractional bands to ba Gaussian low-pass filter, and the out-of-band characteristics
selected for data transmission. In this case, the bands ared2pend on the MASH-4 sigma—delta noise shaping and on how
MHz wide. For widely spaced bands, the loop filter must bgell the PLL filters out the quantization error shown in Fig. 5.
modified in order to take into account the change in loop gaithe flat portion of the characteristic from 180 to 900 kHz is a
brought about by the change in division ratio that is requiregesult of end effects, specifically, caused by the truncation of
A different VCO might be required as well. The loop presentatie sigma—delta quantized tap coefficients.
in this paper was designed such that it would be usable over the&Since the GMSK data filter makes use of sigma—delta quan-
entire band from 902 to 928 MHz without any modificationstized tap coefficients, the synthesizer which follows the filter
can have lower frequency resolution than what would normally
o ) be required. This is true because the filter output is quantized
A. Digital Modulator Chip to a fixed number of levels which are oversampled. This means
Fig. 4 includes a block diagram of the CMOS digitathat frequency values between the levels can be achieved. For
modulator chip, which was captured in the Verilog hardwaigstance, if the output of the filter is quantized to two levels,
description language (HDL) and implemented in a 3-V CMOBroportional to 0 and 20 kHz, values between these levels can
process using a low-power standard cell library. Preliminakye synthesized due to the oversampling and noise-shaping na-
testing of the design was accomplished using a standard Xilitwe of their quantization. For example, a resolution of 20 kHz
field-programmable gate array (FPGA). The use of Verilog the synthesizer will allow filtering which would normally
allowed the modulator design to be technology independergquire higher resolution. Therefore, the filter architecture
facilitating the move from FPGA to standard cell CMOS. Thesed, in addition to reducing the ROM storage space and
main sections of the digital modulator chip are the GMSkardware complexity required for GMSK data filtering, also
data filter and the MASH-4 sigma—delta modulator. Each eéduces the complexity required in the synthesizer sigma—delta
these two blocks is described in greater detail in the followingodulator, lowering the power consumption of the control
sections. chip. The resolution required in the synthesizer in order to
1) GMSK Data Filter: Fig. 4 includes a block diagram for accommodate the GMSK data filtering was found to be 12 bits.
the GMSK data filter designed using techniques from [5[his gives a frequency resolution of 4.882 kHz for a 20-MHz
Three data symbols, past, present, and future, are multipliddck frequency. If a more conventional approach were used
by the filter tap coefficients and combined to produce Gaussitm the data filtering, and the tap coefficients were quantized
pulse shaping with aBT of 0.5. It is important to note to 8-bit values, the resolution required in the synthesizer
that in a traditional GMSK data filter, a data bit consistwould be 122 Hz. This would require an accumulator width
of a rectangular pulse which is then filtered by a Gaussia 18 bits in the sigma—delta modulator. Through the use of
pulse. Thus, the output is a Gaussian pulse convolved wittsigma—delta quantized tap coefficients, the resolution required
rectangular pulse. The implementation used here directly lodksthe sigma—delta modulator has been reduced by a factor of
up this convolved response in a ROM, at the oversampléd, significantly lowering power consumption.
rate with one filter coefficient for each sample. To reduce theAn extra input is included in the modulator chip which
ROM size to 1 bit per sample, the samples are quantizedaiiows the GMSK modulator to be disabled when not in use.
single-bit values, prior to storage in the ROM, using a thirdFhis allows improved power budgeting in the transmitter.
order software sigma—delta modulator. The average value oR) MASH-4 Digital Sigma—Delta ModulatorAs men-
the tap coefficients is equal to the desired Gaussian pulsened in Section lll, the fourth-order digital sigma—delta
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Fig. 5. Gaussian filter frequency response.

modulator required for the synthesizer is formed using dividing by any integer value between 9 and 64. CML logic is
MASH architecture that makes use of four digital accumwsed wherever possible in the design, and the tail currents
lators. Although the accumulators allow a simple implemenvere set to the lowest value possible while maintaining
tation of the fourth-order sigma—delta modulator, they are stflinctionality. Although the lower current leads to increased
responsible for a large portion of the power consumption phase noise in the divider, and hence in the synthesizer noise
the modulator chip. In order to achieve the lowest powgfor, it was felt that the reduction in power consumption was
consumption possible, the number of bits in the accumulaigbrthwhile for this application. The noise floor achieved in
must be minimized. The use of sigma—delta quantized g synthesizer chip was betweer®0 and—95 dBc/Hz. A
coefficients, as explained in the previous section, allows thigore stringent phase noise floor specification would require
One way to prevent limit cycles from occurring in th%igher power in the bipolar chip.

modulator, due to certain dc inputs, is to “plant a seed” in 1y yyitimodulus Divider: Looking at the multimodulus di-
the accumulator each time the circuit is reset. This is done by, part of the block diagram shown in Fig. 6, the first

this step is npt required, but 'S included n order to ENSUBunter. When thet counter output is high, the DMD divides
proper operation of the synthesizer for all inputs.

by 3, and when thei counter output is low the DMD divides

The o_utput of the S|gma—deltla_ modulator is 4 bits Wld%y 4, The A counter is reloaded each time thd counter
making it necessary to have a minimum of 16 available modu?

lae in the multimodulus divider. Fifty-five division ratios Werereaches its terminal count. Thé counter then counts down

provided in the implementation of the multimodulus divider t(Bo 0, meanwhile OUtP““'”g al 'When the count has reached
provide greater flexibility in use. In this way, the synthesizep (€ counter remains at 0 until reloaded, and puts out a 0.
can be used with different VCO’s and reference frequencide?’ €xample, if thed counter is loaded with 3, it will count
An adder is included after the sigma—delta modulator, allowirfgPWn to O, while putting out three 1's to the DMD, and stay
an integer offset to be added to the output bits, selectifigfre- This will produce three “short” DMD cycles, which are
different fractional bands for data transmission. A translatidhee VCO cycles long as opposed to four cycles long. If a 0
circuit is included to convert the output to the format requirel§ loaded, then no “short” cycles are produced. In this way,

by the divider control input. the number of “short” cycles is controlled by thecounter.
. . _ The M counter determines the number of DMD cycles that
B. Bipolar Synthesizer Chip occur before both counters reload. Therefore, between every

A block diagram of the bipolar chip is shown in Fig. 6. Theeload, there aré/ + 1 DMD cycles, A of which are “short.”
chip consists of a multimodulus divider and a phase/frequentfie number of VCO cycles between reloads is four times the
detector with an output charge pump. The divider is capablemimber of “short” cycles plus three times the number of “long”
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cycles. That isN = 4((M +1) —
to N =4(M +1) — A

In this design, theA! counter is 4 bits wide and thd
counter is 2 bits wide. Since the minimum value /f is 2,
the range of available division ratios is 9-64.

A) + 3A. This simplifies

HE B B B BN

Fig. 9. Photomicrograph of digital CMOS modulator chip.

pulse is an analog quantity. Thus, a digital function can have
an analog error in the timing. If these errors are larger than
other sources of error such as VCO phase noise or quantization
error, then the phase noise of the overall synthesizer can be
limited by noisy (i.e., random) timing errors of the divider. To
minimize these errors, several strategies are employed in the
divider chip, and are described in the following paragraphs.
The path from the off-chip VCO to the on-chip
phase/frequency detector, PFD in Fig. 6, is fully differential.
To use fully differential latched NOR gates with a 3-V supply
requires setting the DMD clock at about 1.5.\rops below
the positive supply. Initially, the VCO signal is converted to a
differential signal with an off-chip center-tapped transformer.
It is anticipated that future versions at higher frequencies
will incorporate this transformer on chip [11] or the VCO

a) Digital versus semianalogAlthough the function of itself [12] on chip. TheAl counter uses single-ended logic

the divider is simply to count up to some numerical value andternally, but its output is retimed (i.e.,

resynchronized) by

then provide an output pulse, the edge timing of the outptite DMD output clock with a fully differential flip-flop.
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Fig. 10. Frequency spectrum of sigma—delta modulator output bits.

Previous work has presented techniques for time domainECL/CML logic can be thought of as a series of switched
isolation of the divider output signal from the reference signaturrent sources pulling various resistors to some voltage below
and also from power supply interference generated by ttiee positive supply voltage. For this reason, the positive supply
MASH-4 [2]. We call this interference “digital feedthrough.”is taken as a local common voltage in each major functional
The motivation for this is to force the rising edge of the divideblock in the chip. By arranging the layout of the cells for each
output to occur at a different time from the rising edge of thieinctional block around a central positive supply, IR voltage
reference output. By having the two events occur at differedtops along the length of the positive supply are minimized
times, interactions between the two signals can be reduced. within each functional block.
older and simpler technique, which is used here, is to introduceBy using differential signals between functional blocks, dif-
an offset into the loop filter integrator which in turn forces &rences between the power supplies of the functional blocks
phase offset into the locked loop. This is accomplished witire converted to common mode and attenuated by the CMRR
the loop filter shown in Fig. 7. An adjustable phase offset is nof the receiving block. In contrast, CMOS complementary
required, but is convenient for debugging purposes. This phdsgic would be more susceptible to power supply noise, and
offset technique increases the reference feedthrough slightiyguld generate larger current spikes on the power supplies.
but it can be removed with subsequent filtering [9], [13] Without exhaustive testing, it is difficult to isolate which
when high reference frequencies are used. In addition to timkthese approaches was most critical in its effects on phase
domain isolation, this technique also provides wider pulses fooise or linearity. It is hoped that this discussion will stimulate
controlling the loop filter. These wide pulses are intended farther research and reporting on such approaches.
provide a reliable phase detector gain even when the loop is i2) Phase Detector and Charge Pumpphe phase/frequen-
lock [9]. Without the offset, narrow spikes result in dead zoney detector (PFD) indicated in Fig. 6 is a standard architecture
in the phase detector which can give less reliable performansgnilar to the MC4044 or 12040. It is built in ECL rather than

Another simple technique to obtain time domain isolatio@ML to allow easy design of a reference voltage for single
is to decode the divider output in such a way that it occurs emded logic gates.

a time when there is minimal digital activity in the divider. The output of the charge pump after the PFD is open
As illustrated in the timing diagram of Fig. 8, the dividercollector as shown in Fig. 6. The operation is as follows.
loads a new value ofV during its terminal count of 0. By Normally, neither the PU nor PD signals are active, and the
decoding state 2 as the divider output pulse, the PFD cawo current sources ICS1 and ICS2 are shunted one to each
be triggered before the divider reloads. This allows almostnsistor in the off-chip load, not shown. If the VCO is
an entire reference cycle for any parasitic effects from dividégading, PD will be active more often ardg, will have twice
loading to settle before the next divider output pulse is applie$ much current pulled through it, while, will be pulled up

to the PFD. by the off-chip load. If the VCO is lagging, the opposite is true.
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V. MEASUREMENT RESULTS

the divider control words using a logic analyzer and processing
them in MATLAB. The frequency spectrum of this bitstream
for a fixed input is shown in Fig. 10. The fourth-order high-
pass noise shaping can clearly be seen from this plot.

In order to test the GMSK data filtering, a pseudorandom
(PN) code generator was used to feed random data bits into the
data input of the digital modulator chip. Once again, the words
from the modulator chip were captured using a logic analyzer.
Fig. 11 shows a plot of the output bits for a particular input
bit sequence. This plot was obtained in MATLAB using the
decimation function to process the sigma—delta bitstream. This
function reduces the sampling rate and removes the noise-
shaped quantization error. The data symbols shown in the
plot represent the “1's” and “0’s” generated by the PN code
generator and filtered by the Gaussian filter in the digital
modulator chip. The horizontal axis is representative of time,
and the vertical axis is representative of frequency deviation.
However, the scales used have no particular significance. The
small “dimples” that can be seen in the data bits are due to the
truncation to a 1 or-1 that occurs at the end of the impulse
response when it is quantized and then truncated.

The maximum clock frequency was found to be 50.0 MHz,
allowing GMSK data rates of up to 156.25 kbits/s. The power
consumption, measured with the data filter and sigma—delta
modulator active, was found to be 14 mW with a 20-MHz

In this section, experimental results for the CMOS modyock.
ulator chip, the bipolar chip, and the complete frequency

synthesizer are presented.

A. CMOS Synthesizer Modulator Chip

B. Bipolar Synthesizer Chip

A photomicrograph of the bipolar synthesizer chip is shown
in Fig. 12. The bipolar chip was tested for functionality over a

A photomicrograph of the CMOS modulator chip is showmwide range of division ratios. The maximum frequency for the
in Fig. 9. The circuit was tested by capturing a large number B input was found to be 1.2 GHz. The maximum usable
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Fig. 13. Single-sideband phase noise plot of synthesizer for 915-MHz output.

40M

reference frequency was found to be 300 MHz. The chifhis periodicity occurs because the sigma—delta modulator
consumes 18.1 mW from a 3-V supply. used is a digital state machine. In fact, because the noise from
the first three sigma—delta stages is cancelled, the number of
possible quantization noise states is determined by the number
of possible states in the final accumulator. If less periodicity
A single-sideband (SSB) phase noise plot for the overadl desired, increasing the number of bits in the accumulator
synthesizer in fractionaV operation at a frequency of 915¢r applying a dither signal to the first accumulator would be
MHz is shown in Fig. 13. It can be seen from the plot thadesjraple.
the only spurs present in the output spectrum are the 20-MHzt \as found that as the frequency being synthesized ap-
reference frequen.cy feedthroughago dBc and a harmonic proaches the fractional band edges (integer multiples of the
of 60-Hz power line noise at-70 dBc. The power supply reference frequency), to within one loop bandwidth, in-band
harmom_c could be ehm_mated through |mpr0v_ed_sh|eld|ng Qours appear at a level ef40 dBc. The spurs are present on
by running the synthesizer from a battery. It is important o, siges of the carrier at a frequency offset exactly equal
note that the in-band phase noise at the synthesizer outputiiShe carrier offset from the band edge. For example, if the
the same for both integer operation and fractional operatiq quency being synthesized B, * N plus 78.125 kHz,

Th's’. means that the stgma delta_m_odulator does no_t aff é carrier will be centered at this frequency, and spurs will
the in-band phase noise characteristics of the synthesizer. : .

X . : appear on both sides of it at a frequency offset of 78.125
varying the dc phase offset adjustment of the synthesizer, Ik

band noise could be increased or decreased. It was fou aZ These spurs do not appear in the sigma—delta bitstream

that the in-band noise was lowest when the divider edg\évs en it is captured and processed in MATLAB. The spurs

and reference edges were separated as widely as possibl?ﬁe due to nonlinear effects in the synthesizer. The spur

C. Overall Synthesizer Results

time while maintaining lock. This setting also provided th pvels show a strong dependence on the input level of the

largest reference feedthrough. This result is consistent wifjpP reference frequency, indicating a possible; n.onli.nearity ir_‘
the theory that “digital feedthrough” does, in fact, perturb th@e phase detec_tor. The e_xact source and elimination of this
divider edges. The phase noise of the open-loop VCO W_agnlmear effect is the sub_Ject of ongoing research. However,
measured separately from the synthesizer, and was found' € band edges are avoided, a spur-free range of 19.6 MHz

be less than-110 dBc/Hz at offsets greater than 10 kH7S available for data transmission. .

from the carrier. This means that the in-band phase noisel e @pproximate settling time of the synthesizer, to 80% of
floor of the synthesizer, at90 to —95 dBc/Hz, is due to the final frequency, was measured for a frequency step of 8.4
the bipolar synthesizer chip. This is due to the low curreMHz, and was found to range from 30 to 8. This range is
densities that were used in the logic gates. This lowered tfée to the fact that for this size of step, the synthesizer loses
transconductance of the devices, as well making high valugk and must reacquire lock before settling. For smaller steps,
pull-up resistors necessary to maintain signal swings. the settling time is lower than 5fs, as desired.

In Fig. 13, the phase noise floor from 1 to 9 MHz is due Random data bits were applied to the data input of the
to residual sigma—delta quantization noise. The sigma-detligital modulator chip at a rate of 62.5 kbits/s, resulting in a
quantization noise is not truly white, but rather shows perio©MSK modulated frequency spectrum centered at 915 MHz.
icity. The level of this noise, however, is at the predicted valu&he modulated carrier was down-converted to 1.0 MHz in
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Fig. 14. GMSK modulated carrier (measured versus theoretical).

order to take advantage of the narrow-resolution bandwidtst settling times. The synthesizer can be controlled with high
of the 40-MHz HP spectrum analyzer. A plot of the downaccuracy, allowing direct digital modulation with GMSK data,
converted spectrum is shown in Fig. 14, along with a platithin the loop bandwidth.
of the theoretical spectrum for GMSK with &7 of 0.5. The The data filter and the sigma—delta modulator were sim-
horizontal frequency axis is normalized by the data rate. A plptified through the quantization of the tap coefficients using
of the down-converted and unmodulated carrier is included asoftware sigma—delta modulator prior to storing them in an
well. From this plot, it can be seen that the theoretical amh-chip ROM. This reduced the required multipliers to XNOR
measured spectra agree closely. The level of the sidelobesdates.
the measured spectrum is slightly higher than theory due toThe design was partitioned into a PLL section and a
the limited stopband attenuation of the Gaussian filter. Bligital modulator section. A bipolar process was used to
comparing the spectra of the modulated and unmodulatiedplement the PLL section, incorporating a multimodulus
carriers, it can be seen that the noise floor of the modulatdider, phase/frequency detector, and charge pump, using
carrier is due to the in-band and out-of-band phase noise EL/CML logic. The bipolar chip required 18.1 mW at 3.0 V.
the PLL, and is not a nonideal effect in the GMSK filtering. A CMOS FPGA was used to prototype the digital modulator
The power consumption of the two chips was 32.1 mWection, incorporating a fourth-order sigma—delta modulator,
The synthesizer presented in [3] had a power consumptianGMSK data filter, and serial interface. The final digital
of 27 mW, but did not include on-chip data filtering. Theanodulator was implemented in a CMOS process and required
overall power consumption of the synthesizer was found to td mwW for 20 MHz operation at 3 V. The power consumption
491 mW. Most of the power consumption is due to the twof the digital chip could be reduced significantly further by
“drop-in” amplifiers used in the synthesizer. These amplifieraoving from a standard cell approach to a full custom digital
are rated at 85 mA from a 5-V supply. Another 30 mW oflesign. In order to simplify the design, an external loop filter
the power consumption is due to the VCO. If the VCO werand commercial VCO were used, but in future versions, the
integrated on the chip as well, the power consumption of th&CO will be included on chip where phase noise requirements
synthesizer could be reduced even further [12]. allow.
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