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Abstract—In this paper, a new algorithm for calculating the QR
decomposition (QRD) of a polynomial matrix is introduced. This
algorithm amounts to transforming a polynomial matrix to upper
triangular form by application of a series of paraunitary matrices
such as elementary delay and rotation matrices. It is shown that
this algorithm can also be used to formulate the singular value
decomposition (SVD) of a polynomial matrix, which essentially
amounts to diagonalizing a polynomial matrix again by applica-
tion of a series of paraunitary matrices. Example matrices are used
to demonstrate both types of decomposition. Mathematical proofs
of convergence of both decompositions are also outlined. Finally, a
possible application of such decompositions in multichannel signal
processing is discussed.

Index Terms—Convolutive mixing, multiple-input–mul-
tiple-output (MIMO) channel equalization, paraunitary matrix,
polynomial matrix QR decomposition (QRD), polynomial matrix
singular value decomposition (SVD).

I. INTRODUCTION

P OLYNOMIAL matrices have many potential applications
in the field of control, but in recent years they have also

been used extensively in the areas of digital signal processing
and communications. Examples of their applications include
broadband adaptive sensor array processing, the description of
multiple-input–multiple-output (MIMO) communication chan-
nels, broadband subspace decomposition, and also digital filter
banks for subband coding or data compression [1], [2]. In the
context of this paper, polynomial matrices are used to describe
a convolutive mixing process, which occurs, for example, when
a set of signals arrive at an array of sensors via multiple paths.
This will result in the received signals consisting of weighted
and delayed versions of the transmitted signals and the channel
matrix required to express this mixing process takes the form of
a polynomial matrix, where each element is a finite impulse re-
sponse (FIR) filter. In this situation, the indeterminate variable
of each polynomial element of the channel matrix is , as this
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is often used to represent a unit delay. A polynomial ma-
trix can therefore be expressed as

. . .
...

...
. . .

...

(1)
where , is the matrix of coefficients of
and , where the values of the parameters and are not
necessarily positive. From (1), it can be seen that a polynomial
matrix can be expressed as either a matrix with polynomial ele-
ments or alternatively as a polynomial with matrix coefficients.
The polynomial coefficient in the th polynomial element of

corresponding to a delay of will be denoted as
and so the polynomial element can be expressed as

(2)

In the context of this paper, this represents the impulse response
of the propagation channel from the th transmitter to the th
sensor.

In the simpler case of a narrowband MIMO transmission, the
signal propagation can be modeled as an instantaneous mix-
ture and so a matrix of complex scalar entries is sufficient to
describe the mixing process. One approach for communicating
over a channel of this form is to estimate initially the channel
matrix and then calculate its SVD [3], thus transforming the
channel matrix into a diagonal matrix by means of a unitary
transformation. This then enables the transmitted signals to be
easily retrieved from the received signals by exploiting the di-
agonal structure of the transformed channel matrix [4]. Alter-
natively, the channel matrix could be transformed into an upper
triangular matrix by calculating its QRD [3]. Using a process
of back substitution the transmitted signals can then be recov-
ered. This process is known as MIMO channel equalization
and could easily be extended from instantaneous to convolu-
tive signal processing, where polynomial matrices are now ob-
served, but would require a suitable algorithm for calculating ei-
ther the QRD or SVD of a polynomial matrix. Note that the con-
ventional approach to communicating over polynomial channels
is to use orthogonal frequency division multiplexing (OFDM)
and thereby exploit a circulant form of the channel matrix [5].
However, the decompositions proposed in this paper facilitate
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potentially new time-domain strategies for MIMO communica-
tions.

Several methods exist for calculating the decomposition of a
polynomial matrix, for example, the Smith–McMillan decom-
position [2], [6] and a method developed by Vaidyanathan for
factorizing a paraunitary polynomial matrix into a series of el-
ementary rotation and delay matrices [2]. In [1], a polynomial
matrix EVD (PEVD) routine, referred to as the second-order
sequential best rotation (SBR2) algorithm, is introduced. This
algorithm constitutes a direct extension of Jacobi’s EVD rou-
tine from scalar to polynomial matrices, and can also be used
to calculate the SVD of a polynomial channel matrix [1], [7],
analogous to how the conventional EVD can be used to obtain
the SVD of a matrix with scalar elements. However, there is a
problem when using the SBR2 algorithm to formulate this de-
composition, resulting in the user being unable to ensure the
off-diagonal elements of the diagonal matrix obtained from the
decomposition are sufficiently small. This problem is not ob-
served with the polynomial SVD (PSVD) algorithm proposed
in this paper.

We extend the ideas developed within the SBR2 algorithm
to obtain an algorithm for calculating the QRD of a polynomial
matrix (PQRD). The authors have previously proposed a method
for calculating this decomposition known as the PQRD by steps
(PQRD-BS) algorithm [8]–[10]. However, the algorithm pro-
posed in this paper typically converges faster [11]. Furthermore,
the existing PQRD-BS algorithm has demonstrated erratic be-
havior as it converges [11]. This does not occur with the algo-
rithm proposed in this paper. The new PQRD algorithm is ver-
ified by means of a simple numerical example. To the best of
our knowledge, there are currently no other techniques for cal-
culating a PQRD. It is then shown that this decomposition can
be used to obtain the SVD of a polynomial matrix in Section IV.
The previous generalization of the SVD to polynomial matrices,
which operates by application of the SBR2 algorithm, is then
briefly discussed to show a clear advantage of the proposed algo-
rithm over this approach. A simple example is given to illustrate
how the method performs as a decomposition technique. Finally,
Section V discusses a potential application of the two decompo-
sitions in terms of the equalization of polynomial channel ma-
trices. The purpose of this paper is to introduce fundamentally
new polynomial matrix decompositions so this application is
only briefly outlined, and more details of possible MIMO com-
munication applications together with bit error rate (BER) eval-
uations are given in [12]–[14].

A. Choice of Notation

Matrices are denoted as bold upper case characters, vectors
by bold lower case characters, and scalars by regular lower case
characters. A polynomial matrix, vector, or scalar will also use
the qualifier to denote it as a polynomial in the indeterminate
variable . Furthermore, to avoid confusion with the notation
used for the -transform of a variable, polynomial quantities
will use the additional underline notation, for example, see (1).
The superscripts , , and denote, respectively, the
Hermitian conjugate, the transpose, and the complex conjugate

of the quantity in brackets. is used to represent the
identity matrix, and the coefficient of in the th
element of the polynomial matrix in the square brackets. The
set of polynomial matrices, with complex coefficients, will be
denoted by where and are the number of rows and
columns in the matrix. Similarly, will represent the set of
polynomial matrices of dimension by whose coefficients are
real.

B. Polynomial Matrix Definitions

The order of a polynomial matrix is defined to be the number
of coefficient matrices required to express the polynomial ma-
trix, excluding the coefficient matrix of , i.e., for the polyno-
mial matrix in (1), this is defined by the quantity .
The paraconjugate of the polynomial matrix is defined to
be , where denotes the complex conju-
gation of each of the coefficients of the polynomial matrix. The
tilde notation will be used to denote paraconjugation throughout
the paper. A polynomial matrix is said to be
paraunitary if the following statement is true:

. A polynomial matrix is para-
Hermitian if it is equal to its paraconjugate, i.e., if
and so the individual coefficients associated with the polyno-
mial elements satisfy and for

. Finally, the Frobenius norm, or F-norm, of the polyno-
mial matrix is defined as

(3)

II. THE QR DECOMPOSITION OF A POLYNOMIAL MATRIX

The PQRD by columns (PQRD-BC) algorithm is a novel
technique for factorizing a polynomial matrix into an upper tri-
angular and a paraunitary polynomial matrix. Let ,
then the objective of the algorithm is to calculate a paraunitary
matrix such that

(4)

where is an upper triangular polynomial matrix.
As each element of is a FIR filter, it is generally not pos-
sible to obtain an exactly upper triangular matrix. However, it
will be shown that a good approximation is achievable using
the PQRD-BC algorithm. The polynomial matrix in (4)
is computed as a series of elementary delay and rotation ma-
trices [2]. These matrices can be used to formulate a polyno-
mial Givens rotation, which forms a fundamental part of the
PQRD-BC algorithm and is therefore introduced first.

A. An Elementary Polynomial Givens Rotation

An elementary polynomial Givens rotation (EPGR) is a poly-
nomial matrix that can be applied to either a polynomial vector
or matrix to selectively zero one coefficient of a polynomial ele-
ment. For simplicity, a EPGR is introduced first. An EPGR
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takes the form of a Givens rotation preceded by an elementary
time shift matrix as follows:

(5)

(6)

where and define the cosine and sine of the angle , respec-
tively. The aim of this matrix, when applied to a polynomial
vector as demonstrated by

(7)

is to drive a specified coefficient from the polynomial element
to zero. For example, to zero the coefficient of , i.e.,
, then the lag parameter in the EPGR matrix is set as

and the rotation angles , , and are chosen such that

if

if
(8)

and (9)

thus resulting in . Furthermore, following the appli-
cation of the EPGR, the coefficient has increased in mag-
nitude squared such that and this
coefficient will also be real. Note that the rotation angles in (9)
could have alternatively been chosen such that
and and this will still drive the dominant coeffi-
cient to zero. However, this alternative approach will not
ensure that the coefficient is a positive real scalar, which
is required for uniqueness when a scalar matrix is decomposed
with the proposed polynomial QRD algorithm.

The polynomial matrix of (6) is paraunitary.
This matrix represents a multichannel all-pass filter and accord-
ingly preserves the total signal power at every frequency. Con-
sequently, the transformation given by (7) satisfies

. Note that the order of the vector will increase by
under this transformation. This is due to the elementary delay

matrix incorporated in the EPGR, which will apply a -fold
delay upon . As a result, the order of the vector must
increase to accommodate these shifted coefficients.

An EPGR can easily be extended so that it can be applied to
a polynomial matrix to drive a single coefficient
of one of the polynomial elements to zero. For example, sup-
pose we wish to drive the polynomial coefficient to zero
by rotating it with . The appropriate EPGR required to
do this takes the form of a identity matrix with the excep-
tion of the four elements positioned at the intersection of rows

and with columns and . These elements are given by the
four elements of the EPGR given in (6). This
EPGR matrix will be defined as where the su-
perscripts and have been added to denote the position of the
coefficient, which will be driven to zero under the application
of the EPGR. The coefficients required for calculating the ro-
tation angles in (8) and (9) then correspond to
and . Matrices of this type now form the basis
of the proposed algorithm for calculating the PQRD.

III. THE PQRD BY COLUMNS ALGORITHM

The PQRD-BC algorithm operates as a series of ordered steps
where at each step, all coefficients relating to all polynomial el-
ements beneath the diagonal in one column of the matrix are
driven sufficiently small by applying a series of EPGR matrices
interspersed with paraunitary inverse delay matrices, described
below. The step process will be referred to as a column-step
to avoid confusion with the terminology used in the PQRD-BS
algorithm [9], [10]. The algorithm begins the first column-step
with the first column of the matrix. The iterative process to im-
plement this first step is now explained.

A. A Single Column-Step of the Algorithm

The initial iteration of the first column-step begins by lo-
cating the coefficient with maximum magnitude from any of the
polynomial elements situated beneath the diagonal in the first
column, i.e., the coefficient with maximum magnitude from any
of the series of polynomial elements . Sup-
pose this coefficient is found to be , which denotes the
coefficient of in the polynomial element . This coef-
ficient will be referred to as the dominant coefficient and if it
is not unique then any one of the dominant coefficients may be
chosen.

First, the rotation angles , , and and the EPGR matrix
are calculated according to Section II-A, such

that when this matrix is applied to the polynomial matrix
as follows:

(10)

the dominant coefficient will have been driven to zero.
Following the transformation, and

.
Next a paraunitary inverse delay matrix is applied

to to obtain

(11)

The matrix takes the form of an identity ma-
trix with the exception of the th diagonal element which is .
The application of this matrix will apply a -fold delay to all el-
ements in the th row of such that
for and . The purpose of this matrix is to
ensure that coefficients of in are returned to their orig-
inal positions following the application of the EPGR, in partic-
ular . As a result, this will stop any erratic
behavior, which has been previously observed in the PQRD-BS
algorithm as it converges [11].

This completes the first iteration of the first column-step of
the algorithm. Over this iteration the complete transformation
performed to zero the polynomial coefficient is of the
form

(12)

Note that following this transformation, the order of the matrix
has increased by due to the application of the EPGR and
the paraunitary inverse delay matrix. This iterative process is
now repeated replacing with until all coefficients
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associated with polynomial elements beneath the diagonal in the
first column of the matrix are sufficiently small in magnitude and
therefore satisfy the following stopping condition:

(13)

for and where is a prespecified
small value. Once this stopping condition has been satisfied, the
overall transformation performed in the first column-step of the
algorithm is of the form

(14)

where is formed from a series of EPGRs in-
terspersed with paraunitary inverse delay matrices and is there-
fore paraunitary by construction. Furthermore, following this
column-step the first column of the matrix will satisfy

...
...

(15)

where is the first diagonal polynomial element of .

B. The Algorithm

To begin a subsequent column-step, the iterative process out-
lined in Section III-A is repeated moving to the next column of
the matrix. The columns are visited according to the ordering

, which is important for conver-
gence of the algorithm. Following column-steps of the algo-
rithm, the transformation is of the form

(16)

where is formed from a series of EPGRs interspersed
with paraunitary inverse delay matrices and is therefore parau-
nitary by construction. Note that over each iteration of each step
of the algorithm, the order of the matrices and
will increase due to the application of both the EPGR and in-
verse delay step. Over a series of column-steps, the orders of
both matrices can become unnecessarily large for an accurate
decomposition, with many of the coefficients associated with
outer lags of the matrix equal to zero or a very small propor-
tion of the F-norm of the matrix. For this reason, the truncation
method described in the Appendix is applied at the end of each
iteration of each column-step of the algorithm. This will stop
the orders of the matrices becoming unnecessarily large and, as
confirmed in Section III-E, an accurate PQRD can still be cal-
culated.

Once all columns of the matrix have been visited, this com-
pletes one sweep of the algorithm. The PQRD-BC algorithm,
although driving the dominant coefficient at each iteration to
zero, only ensures that all coefficients of the series of elements
beneath the diagonal in one column are suitably small before
moving to the next column in the ordering. Therefore, through
future column-steps of the algorithm, these small coefficients
could be rotated with other suitably small coefficients, allowing
them to increase in magnitude and so multiple sweeps of the

TABLE I
SUMMARY OF THE PQRD-BC ALGORITHM

algorithm may be required. Despite this, the algorithm is guar-
anteed to converge, as will be shown later, and generally only
a couple of sweeps are ever required. Note that this is not a
problem when calculating the QRD of a scalar matrix, where
all elements beneath the diagonal are driven precisely to zero.
A summary of the algorithm is given in Table I.

C. Nonuniqueness of the Decomposition

When computing the QRD of complex scalar matrices, then
uniqueness of the solution is easily enforced by requiring that
the diagonal elements of the upper triangular matrix obtained by
the QRD be both real and positive. However, when calculating
the QRD of a polynomial matrix, enforcing uniqueness is not so
simple due to the additional dimension of the problem arising
from the lag index of the polynomials. Assume that the matrix

has a PQRD as follows:

(17)

where is paraunitary and is
upper triangular. It is possible to apply a further diagonal parau-
nitary matrix to this decomposition, with nonzero
elements of the form

(18)

for , such that ,
where is paraunitary and

is still upper triangular. Therefore, the two
matrices obtained by the PQRD-BC algorithm are not uniquely
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defined. Note that for the proposed application of the PQRD
to MIMO communication problems, discussed in Section V,
nonuniqueness of the solutions does not affect end-to-end
performance. A unique solution could be ensured by requiring
the dominant coefficient of each diagonal element in the upper
triangular polynomial matrix to be real and lie in the zero plane,
i.e., to be the coefficient of .

D. Proof of Convergence

Convergence of a single column-step is deduced first. The ar-
guments follow directly from those used to prove convergence
of the SBR2 algorithm [1]. Suppose the algorithm is at the start
of the th column-step. With every application of an EPGR to
zero the dominant coefficient say , the quantity
will increase by the magnitude squared of the largest coefficient
beneath the diagonal in this column. Furthermore, this quantity
is bounded above by the squared F-norm of the polynomial el-
ements on and below the diagonal in the th column of ,
i.e., the quantity , which remains constant
throughout all iterations of this column-step. As is
monotonically increasing and bounded above, then it must have
a supremum, say . It follows that for any there must
be an iteration at which . Therefore, at a
subsequent iteration, the magnitude squared of the maximum
coefficient associated with a polynomial element situated be-
neath the diagonal in this column, denoted as , must satisfy

and so is bounded by . Therefore, over
a series of EPGRs the stopping condition set by (13) is guaran-
teed for any prespecified value of and the column-step
converges in this respect.

Following this column-step, the quantity

(19)

will remain constant through all subsequent column-steps of
that particular sweep of the algorithm. However, if the algorithm
requires multiple sweeps, then this quantity can decrease. De-
spite this, the quantity can only ever increase through
all column-steps and therefore all sweeps of the algorithm, but
this cannot continue indefinitely. As a consequence, a point will
be reached where no further rotations are required within the
first column of the matrix. Once this has been achieved, the
quantity will increase monotonically through all fu-
ture column-steps until a point is reached where this quantity
can no longer increase. Consequently, no further rotations are
required in this column. This will continue to happen to all di-
agonal elements situated on the coefficient plane of order zero,
i.e., diagonal elements of the matrix , working from left
to right through the matrix. Consequently, convergence of the
algorithm is guaranteed. Note that truncation of the polynomial
matrices does not invalidate this proof of convergence, as the
magnitude squared of each of the diagonal zero lag coefficients
will always be bounded above by the squared F-norm of their
column and monotonically increasing in each column-step of
the algorithm.

The proof that the order in which the columns of the matrix
are visited is important for convergence of the algorithm is clear

from this outline. Other approaches for calculating this decom-
position have been examined in [8] and have been found to be
less efficient than the method described here. For example, an
earlier effort of the authors operated as an entirely iterative pro-
cedure to formulate this decomposition, which did not require
a process of steps. This approach drove the largest off-diagonal
coefficient associated with any polynomial element positioned
beneath the diagonal of the matrix to zero at each iteration by
means of an EPGR. However, although this method will con-
verge, it is generally slower to implement than the PQRD-BC
algorithm when applied to matrices of larger dimension than

.1 This is because the application of an EPGR will modify
all elements in two rows of the matrix. To minimize the number
of EPGRs required, it is necessary to avoid rotating coefficients
that have previously been driven to zero with nonzero coeffi-
cients as this could force the coefficients, which are equal to
zero, to increase in magnitude. As a result, the coefficients of
the polynomial elements beneath the diagonal of the matrix
most likely will have to be driven to zero a number of times.
This is easily avoided by visiting the polynomial elements of
the matrix in a specific order, such as the column ordering used
in the PQRD-BC algorithm. Without this structured approach,
working through the columns of the matrix from left to right,
it will typically require the application of more EPGRs for a
polynomial matrix to be transformed into an upper triangular
polynomial matrix.

The previous implementation of this decomposition, the
PQRD-BS algorithm, also used an ordered approach. In fact,
this algorithm was a direct generalization of the conventional
scalar matrix QRD and therefore operated by driving each of
the polynomial elements situated beneath the diagonal of the
matrix approximately to zero in turn. However, the PQRD-BS
algorithm required more iterative subroutines within the al-
gorithm and would generally, as a result of this, require more
EPGRs to converge. Although this ordered method makes
sense when dealing with scalar matrices, this approach is not
necessarily the best for polynomial matrix decompositions.
The algorithm presented in this paper was developed from the
previous approaches in order to address these issues. Note that
each of these different methods of formulating a PQRD will not
generate the same paraunitary or upper triangular matrices due
to the nonuniqueness discussed above. Furthermore, different
decompositions will result in matrices of varying orders. The
PQRD-BC algorithm is now demonstrated by a couple of
simple examples.

E. Worked Examples

Example 1: For the first example, the PQRD-BC algorithm
was applied to the polynomial matrix

(20)

which has only two nonzero coefficients associated with the
polynomial elements situated beneath the diagonal of the poly-
nomial matrix to eliminate. When applied to this polynomial

1In the �� � case, the two methods are the same.
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Fig. 1. Stem plot representation of the polynomial matrix���� to be used as
input to the PQRD-BC algorithm.

matrix, the algorithm required only a single sweep consisting
of three iterations, to achieve the decomposition

, where all coefficients associated with polynomial ele-
ments beneath the diagonal of the upper triangular polynomial
matrix are equal to zero to computational precision. Fur-
thermore, for this simple example, it was not necessary to trun-
cate the orders of the polynomial matrices at any point. The
paraunitary and upper triangular polynomial matrices obtained
from the decomposition are

(21)

and

(22)
The inverse decomposition can be calculated as

. To ensure that an accurate decomposition has been
calculated, the relative error can be calculated as

(23)

This measure was found to equal zero (to computational preci-
sion) for this example. It is worth noting how simple and accu-
rate this decomposition is compared with performing numerous
scalar QR decompositions in the frequency domain.

Example 2: A polynomial matrix was then
generated, with each element chosen to be a second-order FIR
filter, where both the real and imaginary parts of the coeffi-
cients were drawn from a Gaussian distribution with mean zero
and unit variance. A graphical representation of this polynomial
matrix can be seen in Fig. 1, where a stem plot has been used
to show the magnitude of the series of coefficients for each of
the polynomial elements. The position of the stem plot in each
figure corresponds to the position of the polynomial element,
which it represents within the polynomial matrix.

Fig. 2. Stem plot representation of the paraunitary matrix ���� obtained by
applying the PQRD-BC algorithm to the polynomial matrix����.

Fig. 3. Stem plot representation of the approximately upper triangular matrix
���� obtained by applying the PQRD-BC algorithm to the matrix����.

The PQRD-BC algorithm was applied to this polynomial
matrix with the stopping criterion and using the
polynomial matrix truncation method with set equal to .
Only a single sweep of the algorithm was required to ensure
that the stopping condition was satisfied, requiring a total of
126 EPGRs. Following the decomposition, the coefficient of
the polynomial element with maximum magnitude situated
beneath the diagonal of was found to be . The
paraunitary polynomial matrix (of order 29) and the ap-
proximately upper triangular polynomial matrix (of order
30) obtained from the decomposition can be seen in Figs. 2
and 3, respectively. The relative error for this example can be
calculated according to (23) and was found to be ,
confirming that truncating the polynomial matrices has not
significantly compromised the decomposition. Note that if
this measure is too large, then the value of can of course be
decreased. For the potential application of the decomposition
a strictly upper triangular matrix is required and so the rel-
ative error can again be calculated, however, now setting all
polynomial elements beneath the diagonal of the matrix
equal to zero. This measure is now found to be ,
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Fig. 4. F-norm of all polynomial elements beneath the diagonal � over the
series of iterations of the PQRD-BC algorithm.

confirming that a good approximation of the decomposition
has been performed. Finally, to demonstrate convergence of
the algorithm, the F-norm of the polynomial elements beneath
the diagonal of the polynomial matrix was calculated
following each iteration of each column-step of the algorithm.
This measure is illustrated in Fig. 4, where the two stages
of convergence, corresponding to the two column-steps, can
clearly be seen. The final value of this measure was found to
be , which accounts for 0.49% of the F-norm of the
entire matrix , confirming that the matrix

is suitably upper triangular.

IV. THE SVD OF A POLYNOMIAL MATRIX

The PSVD of a polynomial matrix is given as

(24)

where denotes a di-
agonal polynomial matrix and the matrices and

are paraunitary. A novel algorithm is now pro-
posed for calculating this decomposition, which operates by it-
eratively calculating the PQRD of the polynomial matrix. As
each polynomial element of constitutes a FIR filter, it is
often not possible to achieve exact diagonalization of a polyno-
mial matrix. However, as the results in this paper will confirm,
a good approximation can be achieved using the proposed algo-
rithm.

A. Calculating the PSVD Using the PQRD-BC Algorithm

This algorithm will be referred to as the PSVD by PQRD al-
gorithm and operates as an iterative process where at each itera-
tion two paraunitary matrices, formulated using the PQRD-BC
algorithm, are applied to the polynomial matrix . Over a se-
ries of iterations, these paraunitary matrices will transform the
matrix into an approximately diagonal matrix.

The algorithm begins the first iteration by calculating the
PQRD of the matrix such that

(25)

where is an approximately upper trian-
gular polynomial matrix and is paraunitary.
Following this transformation the coefficients of the poly-
nomial elements beneath the diagonal of will satisfy

for ,
with and , where is the stopping criterion of
the PQRD-BC algorithm.

Next, the PQRD of is calculated
such that

(26)

where is an approximately upper triangular
polynomial matrix and is a paraunitary polyno-
mial matrix. Again, the coefficients of the polynomial elements
beneath the diagonal of the upper triangular matrix will be less
than in magnitude following this transformation. This com-
pletes the first iteration of the PSVD by PQRD algorithm, where
the overall decomposition following this iteration is of the form

(27)

where . This iterative process is then repeated
replacing with until all coefficients of the off-diag-
onal polynomial elements of this matrix are deemed sufficiently
small according to the stopping condition

(28)

, , such that and
where is the same convergence measure as used when
calculating the PQRDs in (25) and (26).

Following iterations of the algorithm, the overall decompo-
sition performed is of the form

(29)

where and .
Both of these matrices are clearly paraunitary by construction
and as a result the transformation will be norm preserving, i.e.,

. Furthermore, the matrix will
converge to a diagonal matrix according to the stopping con-
dition given by inequality (28), provided a sufficient number of
iterations has been completed. A concise description of this al-
gorithm is given in Table II. Note that as with the PQRD, the
matrices obtained from this decomposition are not unique. For
example, a diagonal paraunitary matrix with nonzero elements
of the form defined in (18) can be applied from the left or right
to the matrix to give a resulting matrix that is still di-
agonal. Similarly, matrices of this form could be applied from
both sides and the resulting decomposition will still be a PSVD.
Nonuniqueness does not degrade end-to-end performance for
the proposed application of this decomposition in Section V.

B. Proof of Convergence

Throughout all iterations of the PSVD by PQRD algorithm,
the quantity is monotonically increasing. It will in-
crease as a consequence of driving any coefficient of any off-di-
agonal polynomial element in the first column or row of the ma-
trix to zero and is never affected by any rotations applied to zero
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TABLE II
SUMMARY OF THE PSVD BY PQRD ALGORITHM

off-diagonal coefficients in any other column or row of the ma-
trix. In addition, this quantity will never be affected by the ap-
plication of elementary delay matrices throughout any step of
the algorithm. Now, this quantity cannot continue to increase
indefinitely as it is bounded above by . Therefore, a
point must be reached whereby all off-diagonal coefficients in
the first row and column of the matrix are less than in magni-
tude by analogy with the proof of convergence of the PQRD-BC
algorithm. Note that following each PQRD, the coefficients be-
neath the diagonal of the matrix are guaranteed to be less than

in magnitude. These coefficients could then increase in mag-
nitude through a subsequent application of the PQRD-BC algo-
rithm, where they are now positioned in the area above the di-
agonal of the matrix. However, at the next step of the algorithm,
any coefficients of any polynomial elements positioned above
the diagonal will be moved into columns positioned to the left
of their initial position, where they will then be systematically
driven to zero according to the ordering within the PQRD-BC
algorithm. Due to this right to left movement of the off-diag-
onal elements through the matrix the algorithm will converge.
Once convergence of the first column and row of the matrix has
been achieved, the quantity will increase monotoni-
cally until no further rotations are required in either the second
row or column of the matrix. This will continue through the ma-
trix working from left to right. As with the PQRD-BC algorithm,
applying the truncation method throughout the algorithm does
not invalidate this proof of convergence.

C. Calculating the PSVD Using the SBR2 Algorithm

Just as the conventional scalar matrix EVD can be used to
generate the SVD of a matrix with complex scalar entries, the
PEVD routine SBR2 can also be used to generate the SVD of
a matrix with polynomial elements. For example, suppose we
wish to calculate the PSVD of the polynomial matrix

according to (24). From this matrix, the two para-Hermi-
tian matrices and can

be formulated. These matrices could alternatively be expressed,
using the decomposition of (24), as

(30)

and

(31)

where the matrices and
are both diagonal. As (30) and (31) constitute, respectively, the
PEVD of the matrices and , the parauni-
tary matrices and can be calculated by applying the
SBR2 algorithm to and in turn [1]. As
with the PQRD-BC algorithm, the SBR2 algorithm operates as
an iterative process and so will generate approximately diag-
onal matrices subject to a suitable stopping condition. For ex-
ample, it can be set to drive all coefficients associated with the
off-diagonal polynomial elements of the matrices and

to be less in magnitude than a specified value
and so, as given in [1], a good approximation is achievable. An
approximation of the diagonal matrix is then calculated,
using and , according to (24).

However, there is a fundamental problem when using this
method—it is impossible to have any direct control over the size
of the coefficients associated with the off-diagonal polynomial
elements of the matrix and so the level of the approxima-
tion cannot be specified in advance. For example, if the magni-
tude of the off-diagonal coefficients of the polynomial elements
of are driven less than , then these coefficients
must satisfy

(32)
for where and . However, this does
not apply to the magnitude of the coefficients associated with the
off-diagonal polynomial elements of , i.e., it is difficult to
place an upper bound on the value of for ,

where and . Therefore, the value of
cannot be chosen to ensure that the polynomial matrix is

suitably diagonal following the decomposition. Clearly, for the
potential application of the decomposition to MIMO communi-
cations, where a strictly diagonal matrix is required for channel
equalization, this could affect the error rate performance. Fur-
thermore, to generate a diagonal matrix whose coefficients of
the off-diagonal polynomial elements are approximately of the
same magnitude as those obtained using the PSVD-PQRD al-
gorithm, an empirical process of trial and error must be under-
taken to find suitable values for and , which cannot be de-
termined in advance. The PSVD by PQRD algorithm proposed
in Section IV-A does not suffer from this problem, as a conse-
quence of operating directly upon the polynomial matrix .
The proposed method for formulating a PSVD is now demon-
strated by means of a simple example.

D. Worked Example

The PSVD by PQRD algorithm was applied to the polyno-
mial matrix from Section III-E with the stopping
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Fig. 5. Polynomial elements of the paraunitary matrix ����, obtained when
the PSVD-PQRD algorithm was applied to the polynomial matrix����.

Fig. 6. Polynomial elements of the paraunitary matrix ����, obtained when
the PSVD-PQRD algorithm was applied to the polynomial matrix����.

criterion set as and applying the polynomial matrix
truncation method with set equal to . This algorithm re-
quired a total of 1466 EPGRs over 15 iterations to converge to a
point where the coefficient with maximum magnitude situated
in an off-diagonal element of the transformed polynomial ma-
trix was found to be . The paraunitary polynomial
matrices (of order 33) and (of order 33) can be seen
in Figs. 5 and 6, respectively. The approximately diagonal ma-
trix (of order 31) can be seen in Fig. 7.

The relative error for the decomposition performed is defined
as

(33)

where denotes the approximately diagonal polynomial
matrix with all coefficients of the off-diagonal polynomial
elements set equal to zero. This measure was found to be 0.0469,
confirming the algorithm has performed a good approximate
PSVD of the polynomial matrix despite truncating the
polynomial matrices and only forming an approximate decom-
position. Convergence of the algorithm is illustrated in Fig. 8,

Fig. 7. Polynomial elements of the diagonal matrix ������, obtained when the
PSVD-PQRD algorithm was applied to the polynomial matrix����.

Fig. 8. F-norm of the off-diagonal polynomial elements over the series of
EPGRs of the PSVD by PQRD algorithm.

which shows the F-norm of the off-diagonal elements of the ma-
trix at each stage of the algorithm, i.e., each time a single coef-
ficient has been driven to zero by applying an EPGR and parau-
nitary inverse delay matrix. The final value of this measure was
found to be 0.0688, accounting for 0.91% of the F-norm of the
entire matrix. Of course this could have been driven smaller by
using a smaller value for the stopping criterion .

V. POTENTIAL APPLICATION OF THE DECOMPOSITIONS TO

MIMO CHANNEL EQUALIZATION

It is assumed that a set of signals for
are emitted from independent sources

through a convolutive channel, to be received at an array of
sensors, where it is assumed that . In communication

systems, the source signals are generally drawn from a finite
constellation, such as in binary or quaternary phase shift keying
(BPSK/QPSK). The mixing model for the set of convolutively
mixed signals, where ,
can be expressed as

(34)
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where denotes the polynomial
channel matrix where each of the coefficient matrices

for , de-
notes an additive zero-mean circular complex Gaussian noise
process. The mixing model shown in (34) can then alternatively
be written in the form

(35)

where , , and denote algebraic power series of the
form . It is now shown how either the
PSVD or the PQRD can be used to decompose the polynomial
channel matrix allowing the MIMO channel equaliza-
tion problem to be reformulated as a set of single-input–single-
output (SISO) channel equalization problems.

A. The QRD of a Polynomial Matrix

The PQRD of the channel matrix can be cal-
culated such that where is
paraunitary and is upper triangular. The convo-
lutive mixing model expressed in (35) can be rewritten as

(36)

where and . Note that as
is paraunitary, is also a Gaussian noise process with

identical spectral properties. Now provided the channel matrix
is of full column rank, the MIMO channel equalization problem
can be transformed into a set of single channel equalization
problems using back substitution. Starting with the th element
of , this can be expressed as

(37)

which is a single channel equalization problem. This can now
be solved, to obtain an estimate of the th source signal ,
using a standard SISO method of equalization [4]. Furthermore,
the th single channel equalization problem can be formulated
as

(38)

and so, provided the set of signals is estimated according to the
ordering , this is also a SISO channel equal-
ization problem. Each equation can then be solved to obtain an
estimate of the th transmitted signal using the previously
estimated signals for . The PQRD has been
applied to this application in [12] and [13], but remains a topic of
future research with several aspects of the overall system which
have yet to be fully investigated.

B. The SVD of a Polynomial Matrix

Alternatively, the PSVD of the channel matrix
can be calculated such that where

and are paraunitary and

is approximately diagonal. Before transmitting the source sig-
nals , they are first filtered by the paraunitary ma-
trix such that . The convolutive mixing
model expressed in (35) can then be rewritten as

(39)

where and is a Gaussian
noise process with identical spectral properties as . Now
provided the channel matrix is of full column rank, the MIMO
channel equalization problem can be transformed into a set of
single channel equalization problems as the th element of
can be expressed as

(40)

which is a single channel equalization problem and can be
solved for . This can now be solved to obtain
an estimate of the th source signal , using a standard
SISO method of equalization [4]. The SBR2 algorithm has
previously been used for this application which is fully defined
in [14]–[17], confirming that a good average BER perfor-
mance is achievable when transmitting over frequency selective
quasi-static channels. However, the PSVD by PQRD algo-
rithm proposed in this paper could similarly be applied to this
problem and this is the subject of future research. In particular,
it will be interesting to see if using this new decomposition can
improve upon the results already obtained when using the SBR2
algorithm. Another aspect of this work that is currently being
investigated is that of imperfect channel state information.
Previous publications have assumed that perfect knowledge of
the system is available, which is clearly not realistic when the
channel must first be estimated. This is currently the topic of
our research and beyond the scope of this paper.

VI. CONCLUSION

An algorithm for calculating the QR decomposition of a poly-
nomial matrix has been presented. It has then been shown that
this algorithm can also be used to generate the SVD of a polyno-
mial matrix and that this SVD method is clearly a more appro-
priate method for formulating a PSVD than the existing method
for calculating this decomposition, which operates using the
SBR2 algorithm. The main advantage of using the PSVD algo-
rithm in this paper is that it operates directly upon the polyno-
mial matrix and, as a result, allows the user more control over the
quality of the decomposition obtained. Proofs of convergence
have been outlined for the use of the PQRD algorithm to ob-
tain both decompositions and some simple numerical examples
were presented to illustrate both decompositions. Finally, a po-
tential application of the decompositions to multichannel signal
processing has been mentioned, demonstrating that either de-
composition could potentially be used as part of a broadband
MIMO communication system.

APPENDIX

POLYNOMIAL MATRIX TRUNCATION METHOD

This method of truncation has been previously used in [9]
and is similar to that developed in [1] and [18]. A more detailed
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explanation as to why the order can become unnecessarily large
is also found in these papers. A suitable truncation method for
a polynomial matrix , with coefficient matrices

for can be implemented as follows:
find a maximum value for and a minimum value for such
that

(41)

and

(42)

where defines the proportion of permitted to be trun-
cated from the polynomial matrix , with one implementa-
tion of the truncation method. The coefficient matrices
for and can subsequently be
trimmed from the matrix. Clearly, when this technique is to be
applied to the para-Hermitian polynomial matrices within the
SBR2 algorithm, then the function can be simplified as dis-
cussed in [1]. Note that when using this truncation method to
obtain either a PQRD or a PSVD, then the transformation will
no longer be energy (or norm) preserving. However, this does
not affect the proofs of convergence for either decomposition.
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