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In this paper, we simulate the estimation of motion through an interframe difference detection function model and investigate the
spatial-temporal context information correlation filtering target tracking algorithm, which is complex and computationally
intensive. The basic theory of spatiotemporal context information and correlation filtering is studied to construct a fast target
tracking method. The different computational schemes are designed for the flow of multiframe target detection from background
removal to noise reduction, to single-frame detection, and finally to multiframe detection, respectively. This enables the ground-
based telescope to effectively detect spatial targets in dense stellar backgrounds in both modes. The method is validated by
simulations and experiments and can meet the requirements of real projects. The interframe bit attitude estimation is optimized by
using the beam-parity method to reduce the interframe estimation noise; a global optimization strategy based on the bit attitude
map is used in the back end to reduce the system computation amount and make the global bit attitude estimation more accurate;

a loop detection based on the word pocket model is added to the system to reduce the cumulative error.

1. Introduction

With the aging of the world’s major economies and in-
dustrialized countries, social productivity is facing great
challenges [1]. To meet the growing material needs of so-
ciety, improving productivity and solving labour shortages
have become challenges that must be addressed head-on by
countries around the world. In recent years, the develop-
ment of intelligent technology has promoted the research of
using intelligent robots to replace manual labour to solve the
severe labour shortage problem, especially the improvement
of environment sensing and interaction capability with
machine vision as the core, which has prompted the ap-
plication of intelligent robots to expand from traditional
industrial manufacturing to food, light industry, electronics
and telecommunications, and pharmaceutical industries.
Intelligent robots have gradually emerged as a key factor in
the wave of technological innovation in various industries,
and researchers have been exploring how to integrate

intelligent robots into various industries [2]. With the
progress of time and technological development, robotics,
which is based on machinery manufacturing technology and
mechatronics technology, and combines computer pro-
cessing and multisensor fusion, has gradually become a
cross-discipline with great potential [3]. A new field has
developed in the development of SLAM. Most current
SLAM systems use either LIDAR or vision sensors, but each
has its advantages and disadvantages. Laser sensors can
directly measure the distance and angle information of the
sensor relative to the object, and the accuracy of the mea-
surement data is high and the measurable distance is long,
but laser SLAM is not good at using in dynamic environ-
ments, such as a large number of people blocking its
measurement; nor is it good at working in an environment
with similar geometric characteristics, such as a long,
straight, two sides of the wall [4]. It is also difficult for laser
SLAMs to get back to work after tracking is lost due to poor
relocation capabilities [5]. The vision sensor can extract a
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large amount of redundant texture information from the
environment, making loopback detection easier for SLAM
systems, eliminating errors through loopback correction
even when the front-end accumulates certain errors, and
performing better at larger scales and in dynamic envi-
ronments because of its texture information [6].

Razzaq et al. applied the idea of particle filtering algo-
rithm to the nonlinear filtering of SIS, which led to the
widespread use and development of particle filtering in
many fields [7]. Later, Ci et al. used Rao-Blackwell statistics
to find better statistical estimates and combined it with
particle filtering to propose RBPF [8]. The idea of proba-
bilistic SLAM design has shifted the focus of SLAM research
from improving the performance of extended Kalman fil-
tering and ensuring linear Gaussian assumptions to the
notion of directly representing nonlinear systems and non-
Gaussian state distributions [9]. Although their fast SLAM
still linearized the observational model, its fusion of particle
filtering and extended Kalman filtering allowed researchers
to see the advantages of particle filtering, and the Fast
SLAM2.0 algorithm later proposed by Xue et al. had a
profound influence on subsequent SLAM studies [10]. The
BA method is used to optimize the camera’s bit attitude
during tracking, optimize the current keyframe and feature
points of the local map (local BA), and optimize all key-
frames and feature points after loopback detection (global
BA) [11]. Zhao added PTAM nonlinear optimization to
solve the bit attitude, while Artal proposed the ORB SLAM
algorithm for multicamera conditions [12]. Chen et al.
demonstrated the requirement for consistency of luminance
value characteristics on ambient illumination by photo-
graphing the same target under identical conditions except
for luminance, but the results of the photographing made it
difficult to determine whether the objects in the picture were
the same target [13]. The luminosity of the target is high. To
overcome this problem, Bellamine et al. proposed an object
tracking method based on constant luminance features.
However, this kind of algorithm requires very high com-
putational hardware; otherwise, it cannot meet the re-
quirement of real-time tracking due to the time-consuming
tracking caused by its computational load [14]. Particle
filtering is a method that uses many random particles to
approximate the real state of the target, which is widely used
in target tracking algorithms because of its good applicability
to nonlinear motion models and non-Gaussian distribution
of the target [15]. After extracting the possible candidate
regions of the target through motion estimation, we can
accurately locate the target in the candidate regions through
the target localization method [16]. The disadvantage of this
algorithm is that it cannot generate a high-density flow
vector. For example, the flow information will fade quickly
in terms of moving edges and small movements in black and
homogeneous areas. Its advantage lies in the robustness with
noise. The target localization methods are mainly divided
into the extreme value of the target function method and the
probabilistic statistical method [17]. In intelligent robot
application scenarios, the visual tracking task often needs to
face the situation that the target is obscured or even briefly
disappears, and it needs to face a long tracking task, which
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leads to the fact that when the target tracker is used alone, it
cannot guarantee the correctness of the target tracking re-
sults during the task. By adding a detector to the tracking
algorithm, it is possible to resume tracking the target when
the tracking result deviates greatly from the current image by
scanning the detector. However, the addition of a detector
will undoubtedly increase the computational effort. What
needs to be studied is how to balance the performance of the
algorithm to achieve the best overall result [18].

The motion of the robot is discretized and described by
the control and observation equations; a Bayesian proba-
bilistic model is used to construct a mathematical model
[19, 20], and a localization algorithm for batch processing of
particles is used to find the optimal positional match to
improve the speed of the system by batch processing of the
particle population; a mapping method for incremental
raster description is completed, and the environment map is
discretized into a raster, which is approximated by the raster
line. The proposed index preprocessing method establishes a
mapping between the preprocessed index value and the
occupied probability value of the raster, updates the occu-
pancy state of the raster by looking up the index value, and
improves the probability calculation rate of the cell raster.
The vision-based SLAM framework is divided into a front-
end and a back-end for processing; at the front-end, the
random sampling consistency method is used to eliminate
mismatches and improve the matching accuracy of image
features; EPnP is used to estimate the interframe motion of
the camera and complete the visual odometer based on the
feature point method; a local map is created for interframe
estimation to increase the correlation between the inter-
frame data, and the interframe poses are evaluated by the
beam-panning method. Preliminary optimization of the
estimation is carried out to reduce the interframe estimation
noise; a global optimization strategy based on bitmap is used
in the back-end to reduce the computation volume while
preserving the data constraints to the maximum extent, to
improve the speed of the system and to make the calculation
results more accurate; loop detection based on the word
pocket model is added to reduce the cumulative error of the
system.

2. Design Analysis of Motion Estimation for the
Interframe Difference Detection
Function Model

2.1. Optimized Interframe Difference Detection Function
Model. In the video, the target usually exists in a relatively
stable time and space and is always concerning the sur-
rounding environment; therefore, reasonable use of con-
textual information around the target can not only predict
the location of the target but also make the algorithm fast.
Contextual information [21] is divided into two types: spatial
and temporal. The former mainly refers to the objects with
reference meaning in the area adjacent to the target; the
latter mainly refers to the relationship between the trajectory
of the target movement and the state information such as
target position, velocity, acceleration, etc. In the tracking
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process, the full application of the contextual information
not only is useful for predicting the position of the target but
also makes the algorithm fast. However, most of the current
target tracking algorithms only use the temporal context of
the target in the image sequence and ignore the contribution
of spatial context features to the tracking. It is well known
that occlusion is an unavoidable problem in real-world
environments, and scholars usually use temporal context
information to deal with this problem, which assumes that
the overall features of the target remain similar between two
adjacent frames and that the location does not mutate, but
rarely uses spatial context information composed of the
background of the target and its neighbouring regions. The
presence of a referential object in the background envi-
ronment can provide useful information for target locali-
zation and tracking when the appearance of the target
changes drastically and the target is obscured, so making full
use of both temporal and spatial context information can
make the target tracking result more accurate.

The STC method takes advantage of the correlation
between the target and a region of the surrounding back-
ground in space and between adjacent frames in time, and
models the probability of the target’s location in the next
frame by modelling the low-order features in the image, and
takes the location with the highest likelihood as the tracking
result. So, the tracking problem can be equated by calcu-
lating and finding the location where the maximum value of
the tracking target is in the confidence plot, which can be
represented as

Al (x) = Pﬁmo). (1)

The tracking result is cantered on the location where the
maximum value of ¢(x) is located. Assuming that the target
centre point is x, the context feature information cantered on
it can be represented as

XA ={v(z) = I"(2),z|z € S, (x*)}. (2)

The objective function can be transformed from con-
ditional probability to
N M
- M
x'(x)= ) PYxlo). (3)

v(z)eS,

Equation (3) represents the target context prior prob-
ability model, which can be represented in the spatiotem-
poral context information algorithm as

M

a()= 2 Pj(x|ol" (). 4)

v(z)eS,

To normalize the results of the probabilistic model, the
above equation introduces a regularization constant to limit
the range of the results, and the scale parameter o is used to
reflect the feedback of the change in scale during the target
tracking process on the context prior probabilistic model
[22].

Convolution theory is the theory underlying the cor-
relation filter class of tracking algorithms and is fundamental

to achieving fast target tracking. Convolution refers to the
integration of a set of input signals with a unit impulse
signal. When convolution is used in signal processing, its
main function is to filter the signal, while in image pro-
cessing, the convolution kernel (i.e., the template of the
image) moves with the pixels in the image and calculates
each pixel according to the predefined information of the
convolution kernel. Suppose we have two functions, f(x, y)
and h(x, y), both of size M * N matrix. Their discrete con-
volution f(x, y) * h(x, y) can be expressed as

M N
f(x,y)*h(x,y):ﬁ Z Zf(m,n)h(x—m+2,y—n—3).
m=1n=0
(5)

From the convolution theorem, the Fourier transform of
two functions is equivalent to the product of two functions
after the Fourier transform, which can also be understood as
the product of one domain is equivalent to the product of the
other domain, just as the convolution operation in the time
domain is equivalent to the product operation in the fre-
quency domain in the time domain transformation. If the
Fourier transform of f(x, y) and h(x, y) is denoted by F(x, y)
and H(u, v), respectively, in the spatial domain, then in the
spatial domain one obtains (6).

f e y) = h(x,y) = F,. [F(mnH (u,v+1)]. (6)

The first step in solving the combined navigation system
is to unify the coordinate systems, thus ensuring the ac-
curacy of the subsequent calculations. Based on the coor-
dinate systems involved in the two different visual/inertial
guidance systems, the relationship is shown in Figure 1.

The optical flow field method is one of the most im-
portant methods for motion video sequence analysis, which
takes advantage of the temporal variation of the pixel values
in the video sequence and the correlation between the
surrounding pixels to achieve the motion analysis. The
optical flow field is obtained by calculating the velocity of
each pixel in the image, and the moving target is detected by
analysing the patterns of light flow in the optical flow field.
When the camera is stationary, the light flow generated by
the background is small and most of the light flow is
concentrated on the moving object, so the moving object can
be detected by detecting the light flow size. Here, we adopt a
system; that is, there is a world coordinate system, the
position or posture we define is the reference world coor-
dinate system or the Cartesian coordinate system defined by
the world coordinate system, and the dimension discussed is
3 dimensions. The location of the moving object is different
in each frame, which causes the pixel value of the difference
image to change, and the location of the larger pixel value in
the difference image is the location of the edge of the moving
object. The basic algorithm of the interframe distribution is
shown in Figure 2. First, the pixels corresponding to two
adjacent frames are differentiated, and the maximum in-
terclass segmentation is taken to determine the difference
threshold and binarized. However, the detected contours are
incomplete, and large holes will appear inside the object with
uniform pixel values, which can be processed by
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morphological closure (i.e., expansion followed by erosion)
to smooth the target boundary and fill the internal holes.

Similar to the neighbour-to-neighbour differential
method, the three-frame image differential method is a
method that multiplies the difference between the first two
frames of three consecutive frames and then performs a
threshold segmentation of the differential image to extract
the moving object edges in the middle frame. The more
intense the object motion and the greater the contrast be-
tween foreground and background, the larger the absolute
value of the difference. The three-frame differential method
can significantly enhance the edge information of a moving
object, but it still does not overcome the problem of holes
inside the moving object caused by the difference between
adjacent frames. The background estimation-based moving
object detection method is proposed to solve the problem
that the interframe differential method cannot capture the
complete moving object region. The method first estimates a
pure background image without foreground object in the
video sequence and then compares the detected image with
the background image in the sequence (usually with a dif-
ferential operation), and the resulting comparison is pro-
cessed by a morphological method to obtain a more
complete moving object region. The background estimation
method is not complicated in the actual detection, but it is
sensitive to the effects of lighting, shadows, motion imbal-
ance, and other factors in dynamic scenes, so how to esti-
mate an accurate background model in complex scenes has
been the main topic of research by scholars.

2.2. Motion Estimation Design System Analysis. The basic
structure of the Hartmann wave front sensor is shown in
Figure 3; its main structure is a set of micro lens array on the
front and a photoelectric sensor on the back; in most cases,
the photoelectric sensor is a CCD camera. The main function
of the microlens array is to separate the wave front of the
incident light so that the incident wave front is transmitted
to different subapertures. The wave front within a single
subaperture is equivalent to a planar wave front with a slope,
as shown in Figure 3. The incident wave fronts within each
subaperture eventually converge on the focal plane of the
microlens array for imaging, and the CCD acts as a pho-
toelectric sensor to acquire an image of the focal plane. The
image represents the light intensity distribution and position
information of the spot in the focal plane in each sub-
aperture. The wave front information is finally measured by
calculating the spot position and using a wave front recovery
algorithm.

Currently, the use of adaptive optics for ground-based
telescopes is limited to night-time operation, where the op-
erating hours are strictly limited because there is little
background interference and the Hartmann wave front sensor
can measure wave fronts reliably and accurately. However,
when ground-based telescopes observe during the daytime,
early morning, and evening, the adaptive optics system will
inevitably receive background that is not part of the wave
front information, resulting in a degradation of the signal-to-
noise ratio of the Hartmann wave front sensor and a large

error in the offset of the spot array received by Hartmann,
which leads to inaccurate detection of wave fronts passing
through the telescope system and the inability to accurately
calibrate the deformation mirror to compensate for aberra-
tions in the wave front [23]. The machine vision system can
quickly obtain a large amount of information, and realize
faster product inspection, and is also easy to integrate in-
formation in the processing process. Especially in the mass
industrial production process, the manual visual inspection of
the product quality is inefficient and the accuracy is not high.
Using machine vision inspection methods can greatly im-
prove production efficiency and automation. As a result, the
imaging of the telescope is not clear, the spatial target is not
visible, and eventually, the target detection of the image is not
possible. Therefore, the background suppression of the
Hartmann sensor in bright light is necessary. The scattered
light from outside sources is mainly produced by some ex-
ternal light sources in the atmosphere. The most obvious
factor is the scattered light from the sun before dawn or after
dusk, which results in an uneven background. Mist, nebulae,
and bright haloes can also produce inhomogeneous back-
grounds with similar effects. The scattered light formation
mechanism is different from igniting; the scattered light
belongs to the real background rather than to the light in-
tensity loss caused by the optical system, but the result is that
both igniting and scattered light cause inhomogeneity in the
image. In space object detection, the nonuniformity of the
igniting and scattered light distorts the map and inconsistency
in the background brightness. Therefore, images taken by
astronomical telescopes cannot be used directly, and non-
uniform corrections must be made to ensure the performance
of target detection and identification.

To solve the above problem, an expectation-maximiza-
tion (EM) based background suppression method is pro-
posed in this paper. The EM algorithm is an unsupervised
machine learning algorithm suitable for solving probabilistic
model parameters in incomplete or missing datasets (in-
cluding hidden variables) [24], with low computational
complexity and memory overhead, and requiring very few
computational resources. In this paper, we add two types of
processes to the E step of the EM algorithm: the first one is to
generate data from the model; the second one is to determine
the range of missing data. However, for substantially missing
data, this paper adds two types of processes to the E step of
the EM algorithm: the first one is to generate data from the
model; the second one is to determine the range of missing
data.

E= fo(I+1"W). (7)

Second, determine the region of missing values in the
background signal. In the background signal, the region of
missing values is the region covered by the spot signal S
generated by the micro lens array, which is usually a spot-
like target that occupies very few pixels in the range.

M(n) =11 - E(i, j)+ N(0,8%). (8)

To distinguish between spots that are out of the back-
ground, projects typically set a threshold value of n times the
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FIGURE 3: Motion estimation design system.

standard deviation. After distinguishing the spots, a Boolean
matrix is used to record the area where the missing values are
located, where if the grayscale value of a pixel in the dif-
ference image is greater than n times its standard deviation,
the corresponding position of the matrix is recorded. The
parameter n is usually chosen according to the actual

percentage of pixel area occupied by the spot. Usually, the
threshold value leaves some margin to ensure that the spot
will be larger than the threshold value, usually in the interval,
which in this paper is set to n=2. The recording matrix R is
represented as follows:

_{R(i,j) =2,1I(G,j)-EGi-1,j-1)|>nxstd(E—1I)
\RGj) =216, j)-EG-1,j-1)|<n*std(E-1T)

&)

V() = Z \/|Im— Ln~ Im+1,n|3 + \Almﬂ,n —Lianl -
m,n

To solve the problem of lack of target training samples,
we study the cyclic sampling method to enrich the number
of samples obtained at the beginning of target enrichment,
the kernel correlation filter to describe the target model, and
the STCF method to describe the target to improve the
accuracy of the target model construction. In addition to
improving the matching accuracy of image features, it can
also improve the speed of image matching. The target in-
terference information discrimination method is designed to
enable the algorithm to determine the severity of the in-
terference on the current tracking results and to formulate a
reasonable target update scheme based on the interference to
prevent the target template from being contaminated. To
solve the problem of sudden acceleration or rapid movement
of the target in an industrial environment, we design the
target movement position estimation method to improve the
tracking accuracy of the algorithm for fast-moving objects.
Secondly, in the target localization section, the nuclear

|3

correlation filtering method is integrated into the STCF
target tracking algorithm to make full use of the target-
background information to achieve accurate localization;
then, to address the problem of similar object interference,
the interference information discrimination method based
on the average peak correlation energy is studied. Finally, to
address the problem that the target is moving too fast be-
yond the search area and causing tracking drift or failure, we
design a Kalman filter-based target motion position pre-
diction method to predict the position of the target in the
next frame and use the predicted position as the centre of the
search area to improve the tracking algorithm’s adaptive
ability to fast-moving interference.

2.3. Design Analysis of Performance Indicators. In the visual
tracking process, the target model built by the tracking
algorithm is often incomplete after the target initialization
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due to the small number of target samples acquired, which
will have an important impact on the subsequent tracking
process. To overcome the problem of incomplete description
of target features due to the small number of target samples,
a common method is to sample the target area several times,
but this will certainly affect the algorithm’s efficiency.
Therefore, how to extract target features efliciently and
accurately has become one of the research challenges in the
field of visual tracking. In the field of visual tracking, the
nonlinear model is the most encountered one, but it poses a
challenge to target tracking due to its classification difficulty.
According to pattern recognition theory, employing non-
linear mapping, data that is linearly indistinguishable in low-
dimensional space may be linearly distinguishable in high-
dimensional space. Therefore, the main solution for clas-
sifying nonlinear models today is to use mapping functions
to map the original data to a high-dimensional feature space
so that it shows a linear relationship, and then apply a linear
algorithm for recognition. In the process of mapping from
low-dimensional to high-dimensional space, the selection of
nonlinear mapping functions needs to be addressed first,
because the improper selection of nonlinear mapping
functions will lead to inaccurate classification results, and
secondly, the computational efficiency of high-dimensional
space is low, but this problem can be solved by the kernel
function approach. In this section, based on the target
tracking algorithm framework in Section 2, the relevant
filtering methods are introduced into the target position
estimation process, and the kernel function approach is
adopted to improve the accuracy of target tracking, which
can make full use of the target-background information to
achieve accurate target tracking, as shown in Figure 4.

According to the nature of the essence matrix in Section
2, since the degree of freedom of the essential matrix is 5, at
least 5 pairs of matching points between neighbouring
frames are needed to solve the essence matrix. According to
Section 2.2 on feature matching, there are n pairs of
matching points between two neighbouring frames, and the
external environment such as illumination, obscuration by
foreign objects, the blurred image caused by the jitter of the
flight platform, or changes in the view angle has a great
influence on the feature points. The moving target detection
method based on optical flow field analysis not only contains
the motion information of the observed object, but also
carries rich information of the three-dimensional structure.
Therefore, it can not only be used for moving target de-
tection, but also be directly applied to moving target
tracking. The speed of the moving target is calculated very
accurately, and the moving target can also be detected when
the camera is in motion. The RANSACK algorithm takes
randomness and hypothesis as its core and uses multiple
iterations to estimate the optimal mathematical model from
data containing large noise, which is widely used in
mathematics, science, and vision fields.

A complete measurement system needs to find the
correspondence between the raw data of each sensor. After
the relative poses of the two sensors are obtained, this section
uses the TF module to build a tree structure for the
transformation of the robot sensor poses between the two

100

80

60

Values

40

20

0
Blurbodty  Carscale

Football ~Redteam  Sylvester
Type

B DDLPT

B KCF

I KCF-SCF

FIGURE 4: Comparison of tracking performance.

sensors, to quickly transform the data of the two sensors in
different coordinate systems. To convert the sensor data
between their coordinate systems, one needs to left-multiply
the coordinates of the point in the current coordinate system
by the description of the current coordinate system in the
reference coordinate system, i.e., the transformation matrix.
But the rotation matrix in the transformation matrix is
represented by 9 quantities, and the rotation matrix itself has
the constraint that it must be an orthogonal matrix with
determinant 1, which makes it difficult to solve the trans-
formation matrix. Using rotation vectors to compute the
rotation matrix solves the problem of redundancy of degrees
of freedom, but it runs into the gimbal locking problem,
which causes the system to lose one degree of freedom.
Assuming that there are N coordinate systems on the
robot, there are C2 combinations of transformations be-
tween any two coordinate systems, and the more coordinate
systems there are, the more complex the combination of
transformations becomes. To solve this problem, a multi-
layer politician tree (TF tree) is built and maintained to store
the descriptions of the coordinate systems. The relationships
between parent and child nodes are defined according to the
robot’s model, and the descriptions of coordinate systems
are stored in the nodes so that the order of transformations
between coordinate systems can be quickly found during the
computation and the data can be transformed between
coordinate systems. From the system model of SLAM, itis a
problem of estimating the real state of a robot by perceiving
the changes in its external environment. As shown in Fig-
ure 5, when only the motion equation is available, the ex-
ternal environment information is missing, and although the
robot can estimate its approximate position, the uncertainty
of the position increases with time. When the observational
equation is introduced, i.e., when the robot observes an
environmental roadmap, the uncertainty of its position is
corrected and gradually reduced to a range that remains
stable. Bayesian probabilistic models are widely used in the
SLAM field as a method to solve a posteriori probability
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FIGURE 5: Performance analysis flow diagram.

while knowing the a priori probabilities. It selects three
consecutive frames of video images for differential operation
to eliminate the influence of the exposed background due to
movement, thereby extracting accurate contour information
of the moving target.

The state transfer of a SLAM system obeys a first-order
Markov model; i.e., there is a transfer probability for a
system to move from one state at one moment to the next,
and this probability can be computed from the state at the
immediately preceding moment, independent of the initial
state and all other state changes that preceded the transfer.
For the observational equation of the discrete robot motion,
its current state should be derived only from the state of the
system at the previous moment, and all states before mo-
ment t can be correlated step by step using a finite number of
recursive equations in the Markov model.

3. Results Analysis

3.1. Analysis of Motion Estimation Results. The rotation
vector describes the rotational motion of the camera co-
ordinate system in the world coordinate system, while the
translation vector ¢ contains the displacement of the camera
coordinate system in the world coordinate system.
Extending the above computational procedure, the trajec-
tory of the camera’s continuous motion can be obtained by
connecting numerous discrete front-to-back and back-to-
back motions in a segment of the camera’s acquired seri-
alized image. Using the method of this paper, the spatial
motion of a segment of the camera is solved and the tra-
jectory is shown in Figure 6.

The visual odometer uses incremental interframe esti-
mation, which only calculates the feature matching and
motion relationship between the two frames before and after

FIGURE 6: Space motion trajectory.

the image and can recover the camera’s trajectory after
estimating the bit-pose of consecutive frames. However,
when the visual odometer only takes into account the bit-
posture estimation of the adjacent time, the interframe bit-
posture estimation may be very poor due to the poor quality
of one of the two frames, which may cause the data with
larger error to make a larger contribution to the subsequent
nonlinear optimization, while the bit-posture estimation
with smaller error will be more affected. Therefore, in this
paper, a local map is added to the visual odometer, in which
world coordinates are used for the locations of feature
points. Each frame contributes some information to the
map, and the feature points of each frame are cached in one
place, which constitutes the set of feature points of the map.
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When a new frame arrives, the feature matching and motion
relationship between it and the map is evaluated, adding
constraints to the incremental interframe estimation, and
using the reprojection error with map point information to
optimize the camera motion. Figure 7 shows a comparison
of the motion of a section of the camera after using local map
constraints and local optimization in this paper. When only
the odometer is used to estimate the camera position, the
environmental information is not maximized, and the cal-
culated initial camera interframe estimation error is large
and appears to be sharp due to the influence of sensor noise.
After constructing the local map, the interframe estimation
error of camera motion is smaller because each frame
contributes some environmental feature information to the
map as a constraint, and it can be seen that the camera
moving with the map point constraint is less affected by the
noise and the trajectory is smoother.

Figure 8 is a graphical representation of the tracking
results of each tracking algorithm in the test video “Hu-
man6.” The main challenges posed by the test video to the
tracking algorithm are target scale changes, occlusion, target
deformation, fast motion, out-of-plane rotation, and target
part out of the field of view. Then at frame 369, the IVT
algorithm loses the target because the target is obscured by
the roadside signage, indicating that the IVT algorithm is not
robust when the target is obscured. At frame 496, the ASLA
algorithm has a tracking offset, which is mainly due to the
fast movement of the target, which causes the target template
to be contaminated by the background, and then the target is
lost in the subsequent video frames. This chapter presents
that the DDLPT algorithm performs well in this test video
sequence, but there is a slight tracking offset at frame 369,
but the accurate tracking of the target is quickly restored,
indicating that the DDLPT algorithm not only is able to
adapt to scale changes, but also has good adaptability when
the target is partially obscured and when the target is
partially out of the field of view. The robustness of the al-
gorithm in the occlusion case needs to be further
investigated.

Based on the techniques such as the nucleus correlation
filter, we design a cyclic sampling method for the initial region
of the target, which enriches the initial training samples of the
target and solves the problem that the target description is not
perfect due to the lack of training samples; we study the target
model construction method that combines the spatiotemporal
context information and the nucleus correlation filtering fea-
tures, which increases the accuracy of the target model de-
scription; we propose an APCE-based interference information
filtering method, which sets the threshold value to filter out the
interference information from the target. We also design a
Kalman filter-based target motion position estimation method
to improve the adaptability of the algorithm to fast-moving
objects in the tracking process. To synthesize the above tech-
niques, this section proposes an interference discrimination and
position prediction target tracking algorithm to achieve
adaptability to the second-level interference factors in the in-
dustrial environment. The comparison test results between
DDLPT and similar algorithms show that the tracking accuracy
is improved by 8.66% and the tracking overlap is improved by
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FIGURE 7: Tracking rate in the test video.

17.04%, which indicates that DDLPT has better tracking ac-
curacy. The results show that the tracking accuracy of DDLPT'is
better than the mainstream tracking algorithm and achieves the
expected target, but the tracking result is affected when the
object is subject to rapid deformation, and partial blocking, or
when the object is partially out of the field of view, so the
robustness of the algorithm needs to be further evaluated.

3.2. Analysis of Performance Results. To test the above atti-
tude update algorithm and verify its accuracy, a high-preci-
sion three-axis temperature-controlled turntable is used in
this test. In this test, the high-precision three-axis tempera-
ture-controlled turntable is used. In the swing motion test, the
three axes will be tested independently; i.e., only one axis is
allowed to rotate in each test, and the other two axes are kept
stationary, and after setting the turntable, it is ready to start
the test task. During the roll angle test, set the middle frame
and inner frame to position mode and keep stationary, and set
the outer frame to swing mode with 20° swing amplitude and
0.5 Hz frequency. When the measurement system is powered
up and stabilized, run the turntable, start the swinging mo-
tion, and transfer the data to the host computer for display
and storage, as shown in Figure 9.

According to the single station positioning procedure in
Figure 9, the simulation program is written, and without
considering the error of each parameter, the target position
is calculated by using the true value in Figure 10. The 2000
Monte Carlo simulations were able to obtain a distribution
as shown in Figure 10, which shows that the probability of
localization near the true value of target localization is large,
reflecting a good localization effect.

Gaze-mode image acquisition involves a telescope tracking
a spatial target at a constant angular velocity, remaining rela-
tively motionless, and acquiring images with continuous
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exposure. The spatial target to be observed remains constant
over a multiframe image sequence and is shaped as a spot,
whereas a stellar object is a long strip of spots, the length of
which depends on the exposure time and the relative speed of
the spatial target. In gaze mode, the background removal
method is the same as in stellar mode, but the target frame and
background frame need to be aligned first. Both ignited light
and scattered light will cause unevenness in the image and result
in low accuracy. First, the stellar image is sparse, so a two-
dimensional image is compressed into a one-dimensional array
for interarray alignment using projection. The image can be
aligned using grayscale projection in both horizontal and
vertical directions, and then two one-dimensional arrays on the
horizontal and vertical axes. The projection method is very
simple to use for registration and greatly reduces the compu-
tational cost.

4. Conclusion

To avoid the problem of imperfect target description caused
using spatiotemporal context information to construct
target templates, this paper designs a method for

constructing target sample sets based on cyclic matrices and
obtains rich target training samples. When the target is
obscured, the target template is contaminated due to the
offset of the tracking result; the target interference infor-
mation discrimination method is designed. The target
movement position estimation method predicts the possible
position of the target at the next moment based on the
estimated state of the target at the previous moment and the
observation of the current moment and sets the target search
area for the next frame. By combining the above three
methods with the relevant filtering algorithm based on
spatial-temporal context information, a tracking algorithm
based on interference discrimination and position predic-
tion is constructed, which improves the tracking accuracy by
8.66% and the tracking overlap by 17.04% compared with
other similar methods and achieves the adaptation to the
second-level interference factors in the industrial environ-
ment. By using principal component analysis and QR de-
composition to downscale the shift filter and scale filter of
the target tracking algorithm, respectively, and by con-
ducting comparison tests on the video test set, the optimal
number of downscaled dimensions that can balance the
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accuracy and processing efficiency of the tracking algorithm
is determined, which improves the processing speed by
9.17% over the original number of dimensions.
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