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Abstract

We consider the Capacitated Economic Lot Size problem with piecewise linear production costs

and general holding costs, which is an NP-hard problem but solvable in pseudo-polynomial time. A

straightforward dynamic programming approach to this problem results in an O(n

2

�c

�

d) algorithm,

where n is the number of periods, and

�

d and �c are the average demand and the average production

capacity over the n periods, respectively. However, we present a dynamic programming procedure

with complexity O(n

2

�q

�

d), where �q is the average number of pieces of the production cost functions.

In particular, this means that problems in which the production functions consist of a �xed set-up

cost plus a linear variable cost are solved in O(n

2

�

d) time. Hence, the running time of our algorithm

is only linearly dependent on the magnitude of the data. This result also holds if extensions such

as backlogging and start-up costs are considered. Moreover, computational experiments indicate

that the algorithm is capable of solving quite large problem instances within a reasonable amount

of time. For example, the average time needed to solve test instances with 96 periods, 8 pieces in

every production function and average demand of 100 units, is approximately 40 seconds on a SUN

SPARC 5 workstation.

Key words: Economic lot sizing, dynamic programming, computational complexity.
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1 Introduction

In the single-item Capacitated Economic Lot Sizing Problem we consider a production facility which

manufactures a single product to satisfy known integer demands over a �nite planning horizon of

n periods. At each period, the production and holding cost function are given, and the amount

of production is subject to an integer capacity limit. Backlogging may be allowed, in which case

the associated penalty costs are assumed to be incorporated into the holding cost functions. The

problem is that of determining the amounts to be produced in each period such that all demand is

satis�ed and the total production and holding costs are minimized.

This problem has been the focus of extensive study and continues to receive considerable at-

tention. Many uncapacitated versions of the problem have been shown to be polynomially solvable

if some assumptions about the cost structure are made. These problems are typically solved by

dynamic programming. For example, Wagner and Whitin (1958) presented an O(n

2

) dynamic

programming algorithm for the uncapacitated model with �xed-charge production costs and linear

holding costs, and without backlogging. Zangwill (1966) presented polynomial algorithms for the

extension of Wagner and Whitin's model in which backlogging is allowed and the cost functions are

concave. An uncapacitated model with convex cost structures has been studied by Veinott (1964).

One can also incorporate start-up costs into the model. This type of cost was introduced by Schrage

(1984) { in a slightly di�erent context { to distinguish between the normal set-up costs, which are

incurred in each period in which production takes place, and costs that appear only in the �rst of a

consecutive set of periods in which items are produced. The computational complexities of several

uncapacitated problems have recently been improved; see Federgruen and Tzur (1991), Aggarwal

and Park (1994) and Van Hoesel et al. (1994).

The capacitated problem is NP-hard, even for many special cases (see Florian et al. (1980) and

Bitran and Yanasse (1982)). A notable exception is the problem with concave cost functions and

constant capacities, which has been shown to be polynomially solvable in O(n

4

) time by Florian

and Klein (1971). Recently, Van Hoesel and Wagelmans (1995) showed that this bound can be

improved to O(n

3

) if backlogging is not allowed and the holding cost functions are linear. We refer

to Bitran and Yanasse (1982) and Chung and Lin (1988) for several other special cases which are

polynomially solvable. It should also be mentioned that the related problem in which bounds are

given on the inventory levels, rather than on the production levels, can be solved in polynomial

time using an algorithm presented by Love (1973).
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Several articles have appeared in which methods for NP-hard special cases of the capacitated

problem are proposed. These methods are typically based on branch-and-bound (for instance,

Baker et al. (1978) and Erenguc and Aksoy (1990)), dynamic programming (for instance, Kirca

(1990) and Chen et al. (1994a,1994b)) or a combination of the two (for instance, Chung et al.

(1994) and Lofti and Yoon (1994)). It should be mentioned that Chen et al. (1994b) is the only

article which reports computational results for problem instances with more than 24 periods and

quite general cost structures.

In the last decade, a lot of research on lot-sizing problems has been done along the direction of

determining a (partial) polyhedral description of the set of feasible solutions and applying branch-

and-cut methods; see, for example, Pochet (1988) and Leung et al. (1989). The main motivation

for studying the polyhedral structure of single-item capacitated lot sizing problems is to use the

results to develop e�cient solution methods for problems, such as multi-item problems, that contain

this model as a substructure. However, the branch-and-cut approach has not (yet) resulted in

competitive algorithms for the single-item capacitated lot sizing problems themselves. The reason

is that generating a single cut could be as time consuming as solving the whole problem, because

some separation algorithms require the solution of a linear program with dimensions O(n

3

)�O(n

3

).

For the general Capacitated Economic Lot Size Problem a straightforward dynamic program-

ming procedure with complexity O(n

2

�c

�

d) was presented by Florian et al. (1980), where �c and

�

d are

the average production capacity and demand over the n periods, respectively. Since this problem

is NP-hard, such a pseudo-polynomial complexity is the best one can hope for. However, because

the complexity depends quadratically on the magnitude of the data, this approach is not likely to

be very practical for solving larger problem instances.

In this paper, we present a new pseudo-polynomial dynamic programming algorithm for prob-

lems with a quite general cost structure. The only restriction is that the production cost functions

are piecewise linear (not necessarily convex or concave). We allow general holding cost functions,

backlogging and start-up costs. As a large class of functions can be approximated by a piecewise

linear function, we believe our approach can cover a wide range of problems encountered in practice.

Nevertheless, our algorithm has a surprisingly simple structure and runs in O(n

2

�q

�

d) time, where �q

is the average number of pieces of the production cost functions. Our computational experiments

indicate that the algorithm is capable of solving quite large problem instances within a reasonable

amount of time. This can be explained by the fact that the running time depends only linearly on

the magnitude of the data.

This paper is organized as follows. First, in Section 2, we introduce notation and give a math-
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ematical description of the Capacitated Economic Lot Size problem. In Section 3 we present the

basic dynamic programming procedure for the problem without backlogging and with production

cost functions consisting of a �xed set-up cost plus one linear part. The extensions of the basic

algorithm to the cases with backlogging, start-up costs and general piecewise linear production

costs are discussed in Section 4. In Section 5 we present computational test results, and Section 6

contains the conclusion.

2 Problem Description

The general Capacitated Economic Lot Size Problem can be formulated as

min

n

X

t=1

(�p

t

(x

t

; x

t�1

) + h

t

(s

t

)) (1)

s.t. s

t

= s

t�1

+ x

t

� d

t

t = 1; 2; . . . ; n (2)

(CELS) x

t

� c

t

t = 1; 2; . . . ; n (3)

x

0

= 0 (4)

s

o

= s

n

= 0 (5)

x

t

� 0 t = 1; 2; . . . ; n (6)

s

t

free variable t = 1; 2; . . . ; n (7)

where �p

t

(�; �) and h

t

(�) are the production and holding cost functions of period t, respectively,

and c

t

and d

t

are, respectively, the production capacity and demand in period t. The variables x

t

and s

t

denote the production level and ending inventory in period t. The fact that the production

costs in period t are not only a function of x

t

, but of x

t�1

as well, reects the possibility of start-

up costs. Clearly, a feasible production schedule exists if and only if

P

n

t=1

c

t

�

P

n

t=1

d

t

. By

imposing the additional constraints s

t

� 0, t = 1; . . . ; n, we obtain a model without backlogging.

Then the necessary and su�cient condition for the existence of a feasible production schedule is

P

k

t=1

c

t

�

P

k

t=1

d

t

for all 1 � k � n. Also, without loss of generality, we can assume in that case

c

k

�

P

n

t=k

d

t

� D

k

, where D

k

denotes the tail demand of period k.

An interesting special case is the model without backlogging and start-up costs, and with

production cost functions consisting of a �xed set-up cost and a linear part, i.e.,

�p

k

(x

k

; x

k�1

) =

�

0 if x

k

= 0;

f

k

+ p

k

x

k

if x

k

> 0:
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This special case can be formulated as

min

n

X

t=1

(p

t

x

t

+ f

t

y

t

+ h

t

(s

t

)) (8)

s.t. s

t

= s

t�1

+ x

t

� d

t

t = 1; 2; . . . ; n (9)

(CELS

1

) x

t

� c

t

y

t

t = 1; 2; . . . ; n (10)

s

o

= s

n

= 0 (11)

x

t

� 0; s

t

� 0; y

t

2 f0; 1g t = 1; 2; . . . ; n (12)

We show in the next section that this problem, which will serve as the basic model, can be

solved in O(nD

1

) = O(n

2

�

d) time, where

�

d =

P

n

t=1

d

t

=n.

3 The Basic Dynamic Programming Procedure

In this section we present our dynamic programming algorithm for the basic model, i.e., the problem

without backlogging and with production cost functions each consisting of a �xed set-up cost plus

a linear part. We will �rst derive recursion formulas and then show how they can be evaluated

e�ciently.

3.1 The Recursion Formulas

For any period k and inventory level s 2 f0; 1; 2; . . . ;D

k

g, we de�ne F

k

(s) as the minimal cost

incurred in periods k to n, when the starting inventory in period k is equal to s. Hence,

F

k

(s) = min

n

X

t=k

(p

t

x

t

+ f

t

y

t

+ h

t

(s

t

)) (13)

s.t. s

t

= s

t�1

+ x

t

� d

t

t = k; k + 1; . . . ; n (14)

x

t

� c

t

y

t

t = k; k + 1; . . . ; n (15)

s

k�1

= s; s

n

= 0 (16)

x

t

� 0; s

t

� 0; y

t

2 f0; 1g t = k; k + 1; . . . ; n; (17)

By de�nition, F

k

(s) = +1 if the above program is infeasible. We also de�ne F

k

(s) = +1 for

s < 0. Clearly, we have the following backward recursive equation which determines the optimal

production level in period k:

F

k

(s) = minf h

k

(s� d

k

) + F

k+1

(s� d

k

);

min

1�x

k

�c

k

ff

k

+ p

k

x

k

+ h

k

(s� d

k

+ x

k

) + F

k+1

(s� d

k

+ x

k

)g g (18)
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De�ne

g

k

(�) = p

k

� + h

k

(�) + F

k+1

(�); (19)

for � = 0; 1; 2; . . . ;D

k+1

, and

G

k

(s

0

) = minfg

k

(�) j (s

0

+ 1)

+

� � � min((s

0

+ c

k

)

+

;D

k+1

)g (20)

for s

0

= �d

k

; �d

k

+ 1; . . . ;D

k+1

� 1. Then, for 0 � s � D

k

,

F

k

(s) = minfh

k

(s� d

k

) + F

k+1

(s� d

k

); f

k

� p

k

(s� d

k

) +G

k

(s� d

k

)g (21)

More speci�cally, this means

F

k

(s) =

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

f

k

� p

k

(s� d

k

) +G

k

(s� d

k

); s = 0; 1; 2; . . . ; d

k

� 1

minfh

k

(s� d

k

) + F

k+1

(s� d

k

); f

k

� p

k

(s� d

k

) +G

k

(s� d

k

)g;

s = d

k

; d

k

+ 1; . . . ;D

k

� 1

h

k

(D

k+1

) + F

k+1

(D

k+1

); s = D

k

Clearly, for given k and s, F

k

(s) can be computed from F

k+1

(�) and G

k

(�) in O(1) time. For

any s

0

2 f �d

k

; �d

k

+ 1; . . . ;D

k+1

� 1 g, G

k

(s

0

) is the minimum of at most c

k

values, namely the

minimum of g

k

(�) with � ranging over the interval [(s

0

+ 1)

+

, minf(s

0

+ c

k

)

+

;D

k+1

g]. Hence, a

straightforward way of determining f G

k

(s

0

) j s

0

= �d

k

; �d

k

+1; . . . ;D

k+1

� 1 g requires O(D

k

c

k

)

time. However, in the next subsection a more e�cient method will be presented.

3.2 The Central Issue

To compute the function G

k

(�) e�ciently, we are going to exploit the fact that it requires the

determination of the minima in a series of \shifting" subsequences of a larger sequence. To be more

precise, the central issue in our dynamic programming approach is that we have to solve problems

which resemble the following one.

(CI) Given positive integers c and D (c � D), and values g(�), � = 0; 1; . . . ;D, determine for every

s = 0; . . . ;D � c the value minfg(�) j s+ 1 � � � s+ cg.

To solve this problem, we propose to use a simple data structure. Consider for any s 2

f0; . . . ;D � cg the values g(s + 1); . . . ; g(s + c). Let ft

1

; t

2

; . . . ; t

r

g be the maximal subset of

fs+ 1; . . . ; s+ cg which has the following properties:
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1. t

r

= s+ c,

2. t

i

is the largest value in fs+ 1; . . . ; t

i+1

� 1g such that g(t

i

) < g(t

i+1

), i = 1; . . . ; r � 1.

Note that g(t

1

) = minfg(�) j s+ 1 � � � s + cg. We can keep track of the set ft

1

; t

2

; . . . ; t

r

g

by storing its elements in increasing order in a Queue/Stack, i.e., a list with the property that

elements at the top can only be deleted, while at the bottom elements can be deleted and added

(see Aho et al. (1983)). This data structure can easily be implemented such that each deletion and

each addition requires constant time (see, for instance, the next subsection).

The key result of our paper is the following.

Theorem 1 Problem (CI) can be solved in O(D) time.

Proof. We will show that the complexity result holds when the proposed data structure is used.

First of all, note that it takes O(c) = O(D) time to determine the elements of the Queue/Stack for

s = 0.

Now let ft

1

; t

2

; . . . ; t

r

g be the elements of the Queue/Stack for any s 2 f0; . . . ;D � c� 1g. We

will analyze how this set should be updated when s is increased by 1, i.e., s+1 is deleted from the

interval of consideration and s+1+ c is added to it. If s+1 < t

1

, then its deletion does not a�ect

the Queue/Stack. If s + 1 = t

1

, then it is deleted from the Queue/Stack and t

2

becomes the top

element. Note that this update takes constant time.

Subsequently, all elements t

p

for which g(t

p

) � g(s+ 1 + c) should be deleted from the bottom

of the Queue/Stack. Clearly, the complexity of this part of the updating process is proportional to

the number of deletions, which we denote by m

s

.

Hence, the total complexity of solving (CI) using the proposed data structure is O(D) +

O(

P

D�c�1

s=0

m

s

). The crucial observation to bound the second term is that while increasing s

from 0 to D � c, every element of f1; . . . ;Dg will be deleted from the Queue/Stack at most once.

In other words, each of these D elements contributes at most 1 to the summation

P

D�c�1

s=0

m

s

.

Therefore,

P

D�c�1

s=0

m

s

� D and the desired result follows.

2

3.3 The DP Algorithm

One way of implementing the proposed data structure for the computation of G

k

(�), is by using an

array t(�) of length D

k

to represent Queue/Stack ft

1

; t

2

; . . . ; t

r

g. Let First and Last indicate the

7



position in t(�) of the �rst and last element of the Queue/Stack, respectively. These variables are

initialized as

First = 1;

Last = 0;

and we de�ne the following procedures and function.

Procedure Delete (g

k

(j))

if j = t(First) then

First = First+ 1;

endif

return

Procedure Add (g

k

(j))

while ( g

k

(Last) >= g

k

(j) ) and ( Last >= First)

Last = Last� 1;

end-while

Last = Last+ 1;

t(Last) = j;

return

Function Min value

Min value=g(t(First));

return

The following algorithm determines G

k

(s

0

) for s

0

= �d

k

; �d

k

+ 1; . . . +D

k+1

.

Algorithm Compute G

k

(�)

begin

for s

0

= �d

k

up to �c

k

G

k

(s

0

) = g

k

(0);

Add (g

k

(0));

for s

0

= �c

k

+ 1 up to �1

begin
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Add (g

k

(s

0

+ c

k

));

G

k

(s

0

) =Min value;

end

for s

0

= 0 up to D

k+1

� c

k

begin

Delete (g

k

(s

0

));

Add (g

k

(s

0

+ c

k

));

G

k

(s

0

) =Min value;

end

for s

0

= D

k+1

� c

k

+ 1 up to D

k+1

� 1

begin

Delete (g

k

(s

0

));

G

k

(s

0

) =Min value;

end

end

Clearly, each Delete( ) requires O(1) time, and each Add( ) requires an amount of time which

is proportional to the number of deletions from the rear of the Queue/Stack. As the total number

of deletions is bounded by the total number of di�erent elements, it should be clear that Algorithm

Compute G

k

(�) determines f G

k

(s

0

) j s

0

= �d

k

; �d

k

+ 1; . . . ;D

k+1

� 1 g from f g

k

(�) j � =

0; 1; 2; . . . ;D

k+1

g in O(D

k

) time. It is now easy to see that for given k, 1 � k < n, fF

k

(s)js =

0; 1; 2; . . . ;D

k

g can be computed in O(D

k

) time from fF

k+1

(s)js = 0; 1; 2; . . . ;D

k

g. The complete

algorithm can be described as follows.

Algorithm. Dynamic Programming

begin

(Initialization)

for s = 0 up to d

n

� 1

F (s) = f

n

+ p

n

(d

n

� s);

F (d

n

) = 0;

(Main loop)

for k = n� 1 down to 2

begin

9



Compute G

k

(�);

F (D

k

) = h

k

(D

k+1

) + F (D

k+1

);

for s = D

k

� 1 down to d

k

F (s) = minfF (s� d

k

); f

k

� p

k

(s� d

k

) +G

k

(s� d

k

)g;

for d

k

� 1 down to s = 0

F (s) = f

k

� p

k

(s� d

k

) +G

k

(s� d

k

);

end

G

1

(�d

1

) = minfg

1

(�) j 0 � � � c

1

� d

1

g;

F (0) = f

1

+ p

1

d

1

+G

1

(�d

1

);

end

It is easy to see that the space complexity of this dynamic programming algorithm to compute F (�)

is O(D

1

). However, in order to determine the optimal production schedule, we need to perform a

backtracking. Hence, the space complexity is O(nD

1

) in that case.

The main result of this section is summarized as follows.

Theorem 2 The basic Capacitated Economic Lot Size Problem can be solved in O(nD

1

) = O(n

2

�

d)

time.

4 Extensions

In this section we will discuss how the dynamic programming algorithm presented in Section 3 can

be adapted to solve extensions of the basic model.

4.1 Backlogging

If backlogging is allowed in the model, then h

k

(s), 1 � k � n, is de�ned to be equal to the

backlogging cost if s < 0. Furthermore, F

k

(s) has the same meaning as before, but this time it is

de�ned for the range s = �

~

D

k

;�

~

D

k

+1; . . . ;�1; 0; 1; . . . ;D

k

, where

~

D

k

�

P

k

t=1

d

t

. Similarly, g

k

(�)

is de�ned as in (19) for � = �

~

D

k+1

;�

~

D

k+1

+ 1; . . . ;�1; 0; 1; 2; . . . ;D

k+1

. De�ne

�

G

k

(s

0

) = minfg

k

(�) j s

0

+ 1 � � � minfs

0

+ c

k

;D

k+1

gg (22)

for s

0

= �

~

D

k+1

;�

~

D

k+1

+ 1; . . . ;�1; 0; 1; 2; . . . ;D

k+1

� 1. Then the following holds.

10



F

k

(s) =

8

<

:

minfh

k

(s� d

k

) + F

k+1

(s� d

k

); f

k

� p

k

(s� d

k

) +

�

G

k

(s� d

k

)g; s 6= D

k

h

k

(D

k+1

) + F

k+1

(D

k+1

); s = D

k

Using the same data structure as in Section 3,

�

G

k

(�) can be computed in O(D

k

) time from

F

k+1

(�). Hence, we have the following result.

Theorem 3 The Capacitated Economic Lot Size Problem with production cost functions each

consisting of a �xed set-up cost and a linear part, can be solved in O(n

2

�

d) time, even if backlogging

is allowed.

4.2 Start-up Costs

We now consider the extension of the basic model in which start-up costs are included. Let r

k

,

1 � k � n, denote the start-up cost in period k. For any period k and inventory level s 2

f0; 1; 2; . . . ;D

k

g, we de�ne two dynamic programming variables. Both of them refer to minimal

costs incurred in periods k to n when the starting inventory in period k is equal to s, but subject

to some conditions:

F

0

k

(s) : the minimal cost under the condition that there is no set-up in period k

F

00

k

(s) : the minimal cost under the condition that a set-up occurs in period k;

and not including the possible start-up cost in period k

Furthermore, we de�ne F

k

(s) to be the minimum of these two variables. Then, the following

triple recursion holds.

F

0

k

(s) = minf h

k

(s� d

k

) + F

0

k+1

(s� d

k

); h

k

(s� d

k

) + r

k+1

+ F

00

k+1

(s� d

k

) g

F

00

k

(s) = min

0�x

k

�c

k

f f

k

+ p

k

x

k

+ h

k

(s� d

k

+ x

k

) + F

k+1

(s� d

k

+ x

k

)g g

F

k

(s) = minf F

0

k

(s); F

00

k

(s) g

Note that we have taken into account the possibility of having a set-up without actual produc-

tion. In general, this may occur in an optimal solution.

The only non-trivial part of the recursion is the evaluation of F

00

k

(s), which resembles (18).

Therefore, we immediately obtain the following complexity result, which also holds when backlog-

ging is allowed.
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Theorem 4 The Capacitated Economic Lot Size Problem with production cost functions each

consisting of a start-up cost, a set-up cost and a linear part, can be solved in O(n

2

�

d) time.

4.3 Piecewise Linear Production Cost Functions

Now suppose that the interval [0; c

k

] = I

1

k

[ I

2

k

[ . . . [ I

q

k

k

, where I

i

k

is a subinterval and

I

i

k

\ I

j

k

= ;. Let p

k

(x) = f

i

k

+ p

i

k

x, for x 2 I

i

k

, i = 1; 2; . . . ; q

k

. Then the recursive equation for

F

k

(s) becomes

F

k

(s) = min

0�x�c

k

f�p

k

(x) + h

k

(s� d

k

+ x) + F

k+1

(s� d

k

+ x)g (23)

= min

1�i�q

k

min

x2I

i

k

ff

i

k

� p

i

k

x+ h

k

(s� d

k

+ x) + F

k+1

(s� d

k

+ x)g (24)

= min

1�i�q

k

ff

i

k

� p

i

k

(s� d

k

) +G

i

k

(s� d

k

)g (25)

where

g

i

k

(�) = p

i

k

� + h

k

(�) + F

k+1

(�) (26)

G

i

k

(s

0

) = minfg

i

k

(s

0

+ x)j 0 < s

0

+ x � D

k+1

; x 2 I

i

k

g (27)

It is now easy to see that G

i

k

(�) can be computed in O(D

k

) time from F

k+1

(�), for �xed k and i.

Hence, F

k

(�) can be computed in O(q

k

D

k

) = O(nq

k

�

d) time, for �xed k.

If �q =

P

n

k=1

q

k

=n, i.e., the average number of pieces of the production cost functions, then we

have just shown the following.

Theorem 5 The Capacitated Economic Lot Size Problem with piecewise linear production cost

functions can be solved in O(n

2

�q

�

d) time.

It is not di�cult to verify that this result also holds if we allow backlogging and include start-up

costs.

Finally, we note that the dynamic programming algorithm can trivially be adapted for bounds

on the inventory levels. Although incorporating such bounds does not a�ect the complexity of the

algorithm, it will actually lower the practical running time.
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5 Computational Results

We have implemented our algorithm in a C code, which runs on a SUN SPARC 5 workstation.

Although our dynamic programming procedure is only a pseudo-polynomial time algorithm, our

computational experiments indicate that it is capable of solving quite large problem instances

within a reasonable amount of time. This can be explained by the fact that the dependence on the

magnitude of the data is only linear.

Our experiments are very similar to those described in Chen et al. (1994b), who modi�ed the

test problem design of Baker et al. (1978) to incorporate piecewise linear production costs. We

have created problem instances with n 2 f12; 24; 48; 96; 192g. Demand in period t is randomly

generated according to the formula

d

t

=

�

� + � z

t

+ a sin(

2�t

b

+

�

2

) + 0:5

�

where � is approximately the mean demand, � is approximately the standard error of demand, a is

the amplitude of the seasonality component, b denotes the number of periods in one seasonal cycle,

and the z

t

are i.i.d. standard normal random variables. In our experiments we consider � = 20; 100

and 200. For each of these, problem instances were generated using the following four combinations

of parameters: (1) � = 0:335 �, a = 0, (2) � = 1:185 �, a = 0, (3) � = 0:335 �, a = 0:625 �, b = n

and (4) � = 0:335 �, a = 0:625 �, b = 12.

We have taken �q 2 f1; 2; 4; 8; 16g. Actually, in all our tests the number of pieces of the produc-

tion cost function are equal for every period. The slope of every piece is uniformly distributed in

[2000=�; 6000=�].

The capacity of each period and each piece is generated by drawing a number from the uniform

distribution on [0:5 c=�q ; 1:5 c=�q], where c 2 f2�; 4�; 6�; 8�g, and then rounding it to the nearest

integer. During the problem generation a simple check ensures that only feasible test instances are

created.

The set-up cost for each period is uniformly distributed in [0:5 f=�q; 1:5 f=�q], where f 2

f400; 1600; 3600; 6400g. There are no start-up costs. The holding cost function of each period

is assumed to be linear, with a slope which is uniformly distributed in [100=�; 300=�]. Backlogging

is not allowed.

For a given value of �, we can create in this way a total of 64 problem instances with di�erent

characteristics. For � = 200, our problem generation is almost identical to the way Chen et al.

(1994b) created their test problems. The only di�erence is that we require demands and capacities

13



pattern average maximum

1 18.64 20.63

2 20.61 24.45

3 19.02 20.70

4 18.98 21.13

n = 48, �q = 8, � = 200

Table 1: CPU times (in seconds) for di�erent demand patterns

to be integer, whereas Chen et al. allow demands and capacities to be real numbers.

Because the complexity of our algorithm depends on the average demand, we have considered

di�erent values of �. By making the unit holding and production costs dependent on �, changing

this parameter can be viewed as rescaling the problem instance.

From the analyses in the preceding sections, we see that the running time of our algorithm

is not only bounded by a constant times n

2

�q

�

d, but that it is actually almost proportional to this

expression. Therefore, we expect that the running time of our algorithm will be quite robust with

respect to changes of data other than the values of n, �q and �. Our computational experiments

con�rm this. For example, Tables 1 and 2 present results for 48 periods, 8 pieces in the production

cost functions, and mean demand equal to 200. Tabel 1 distinguishes between the four demand

patterns and the averages and maxima are taken over 16 problem instances with di�erent capacity

and set-up cost characteristics, whereas in Table 2 the averages and maxima are taken over the

demand patterns and the distinction is made with respect to the other characteristics. We see that

the results are hardly a�ected by changes in the problem characteristics. For other values of n, �q

and

�

d, similar results were found.

On the other hand, when increasing the number of periods while keeping all other characteristics

the same, the average time grows more or less quadratically, as expected. This is illustrated in

Table 3. The averages and maxima are taken over all 64 combinations of demand patterns, set-up

costs and capacities. Similarly, changing only � or �q results in almost proportional changes of the

CPU times. Typical results are shown in Tables 4 and 5, respectively. Again, all 64 combinations

are considered.

We refrain from giving computational results for all problem instances in our test set, because

{ as should be clear from our observations { it is easy to give a good estimate of the average and

maximum running times of our algorithm for problem instances which are not listed in the tables.
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f c average maximum

400 400 18.03 20.62

400 800 19.65 21.83

400 1200 19.28 20.60

400 1600 18.93 21.13

1600 400 17.85 19.43

1600 800 19.87 22.10

1600 1200 19.72 21.85

1600 1600 20.68 23.52

3600 400 19.95 22.47

3600 800 19.43 23.60

3600 1200 17.84 18.37

3600 1600 19.03 19.72

6400 400 18.79 19.20

6400 800 20.36 24.45

6400 1200 19.65 22.37

6400 1600 20.09 22.12

n = 48, �q = 8, � = 200

Table 2: CPU times (in seconds) for di�erent set-up cost and capacity characteristics

n average maximum

12 0.06 0.08

24 0.23 0.27

48 0.97 1.33

96 3.92 5.33

192 15.83 19.08

�q = 4, � = 20

Table 3: CPU times (in seconds) for di�erent numbers of periods

� average maximum

20 7.68 10.30

100 40.00 52.58

200 79.89 105.23

n = 96, �q = 8

Table 4: CPU times (in seconds) for di�erent values of mean demand
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�q average maximum

1 1.06 1.35

2 2.01 2.78

4 3.92 5.33

8 7.68 10.30

16 15.36 19.83

n = 96, � = 20

Table 5: CPU times (in seconds) for di�erent numbers of pieces

For instance, based on Table 5, we expect the average (maximum) CPU time for n = 96, �q = 4

and � = 200 to be around 40 (55) seconds. The actual result is 40.23 (54.42) seconds.

We think that these results indicate that our dynamic programming algorithm is a computa-

tionally feasible approach. We have compared our algorithm with the branch-and-cut approach

developed by Leung et al. (1989), and the variable-rede�nition approach proposed by Eppen and

Martin (1987). Both methods can be extended to multi-item problems, while our algorithm is

a special purpose algorithm for single-item problems. The three 12-period problems reported in

Leung et al. require 14 to 18 seconds on a Prime 850, and another six 12-period problems used by

Eppen and Martin require 12.35 to 123.02 seconds on a VAX 11/750. Our algorithm can solve all

these problems within 0.35 seconds on a SUN SPARC 5 workstation.

Now, it is also interesting to see how the running time of our algorithm compares to the running

time of the e�ective and elegant algorithm presented in a recent paper by Chen et al. (1994b).

Although the latter algorithm is designed for a more restricted class of problems, we expected that

our approach could be competitive for some problem instances with high values of n and �q. The

reason is that Chen et al. reported CPU times which increase at a rate that is approximately

cubic in each of these parameters, whereas our CPU times increase at a quadratic and linear rate,

respectively.

A FORTRAN code of Chen et al.'s algorithm was made available to us by the authors them-

selves. After adapting the code to make it run on a SUN SPARC 5 workstation, we used it to solve

several of our test problems. The results of the computational comparison indicate that our algo-

rithm is worth considering as an alternative to Chen et al.'s for problem instances with high values

of n and �q, tight capacity restrictions and average demand which is not too high (say, two digits).

This is illustrated in Table 6, which shows CPU times of both algorithms for problem instances

with 96 periods, 8 pieces in the production cost functions, and mean demand equal to 20. For
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our method Chen et al.

f c average (maximum) average (maximum)

400 40 7.79 (8.58) 5.48 (6.22)

400 80 7.83 (8.81) 3.67 (4.61)

400 120 7.47 (7.68) 2.40 (3.21)

400 160 7.78 (8.06) 1.77 (2.24)

1600 40 7.62 (8.15) 11.04 (14.46)

1600 80 7.31 (7.68) 6.46 (7.83)

1600 120 7.89 (9.15) 3.63 (4.68)

1600 160 7.91 (9.08) 2.58 (3.39)

3600 40 7.78 (8.10) 15.81 (27.87)

3600 80 8.27 (10.30) 11.94 (15.62)

3600 120 7.67 (8.65) 6.08 (8.39)

3600 160 7.98 (9.38) 4.18 (5.57)

6400 40 7.70 (8.03) 13.54 (19.57)

6400 80 7.77 (8.60) 17.69 (24.13)

6400 120 7.88 (9.17) 10.59 (16.40)

6400 160 7.98 (9.12) 6.19 (7.81)

n = 96, �q = 8, � = 20

Table 6: CPU times (in seconds) for di�erent set-up cost and capacity characteristics

our method, the averages and maxima are taken over 4 problem instances with di�erent demand

patterns. Because Chen et al.'s algorithm may have a less stable behavior, a total of 20 instances

(5 for each demand pattern) were generated for each capacity and set-up cost combination.

Our results for Chen et al.'s algorithm are consistent with those reported by the authors them-

selves. In general, the CPU times increase when the capacity restrictions become tighter as a

result of lower capacities and/or higher set-up costs. Again we observe the stable behavior of our

algorithm.

As we already know, the running time of our algorithm is very sensitive to scaling, whereas

the running time of Chen et al.'s algorithm turned out to be much more robust in this respect.

For instance, when � is taken equal to 200 instead of 20, then our algorithm is only competitive

with Chen et al.'s for the most capacity constrained type of test problems, whereas for the least

constrained problems it was actually slower.

In view of the above discussion, we consider Chen et al.'s and our method as being complemen-

tary, rather than competing. We would like to stress, however, that the computational comparison
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between the two methods has only limited value, because only a certain type of problems are con-

sidered. For instance, our approach is applicable to problems with general holding cost functions.

This means that if the linear holding cost functions of the test problems would be replaced by

arbitrary functions which can be evaluated in constant time, then the CPU times would increase

by at most a constant factor. Chen et al.'s method can only be applied to such problem instances

after the holding cost functions are �rst approximated by piecewise linear functions. If one chooses

to do this, one should keep in mind that Chen et al. have observed that the CPU time of their

method increases at a rate which is approximately cubic in the number of pieces of the cost func-

tions. Hence, our method will become relatively more attractive when the holding cost functions are

non-linear. Moreover, features such as backlogging, start-up costs and bounds on inventory levels

can easily be incorporated into our approach, and { as can be seen from the analysis in Sections 3

and 4 { such extensions will increase the CPU times by at most a constant factor, and sometimes

even decrease the CPU times. On the other hand, incorporating these features into Chen et al.'s

approach is likely to increase the CPU times more dramatically, because it boils down to introduc-

ing extra pieces into the cost functions. Again we expect that our method will become relatively

more attractive. (We did not carry out these additional computational comparison, because Chen

et al.'s FORTRAN code does not handle such problem features.)

Finally, we would also like to mention that our method has the advantage that it is easier to

understand and implement than Chen et al.'s.

6 Conclusion

We have presented a dynamic programming algorithm for the Capacitated Economic Lot Size

problem with general holding costs and piecewise linear production costs. Although our method is

non-trivial, it has a simple and elegant structure, and is capable of solving a broad class of problems

encountered in practice, including features such as start-up costs, backlogging and bounds on the

inventory levels. The simple structure also makes it easy to implement. Moreover, we have shown

that the algorithm is capable of solving quite large problem instances within a reasonable amount

of time.
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