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In fact, best known algorithms (e.g. [Renegar]) for finding a point in $S$ run in $(d s)^{O(k)}$ time
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Are there other examples of a better understanding of the expressive power of semi-algebraic sets can lead to a new algorithm?

Similar: recent work [Anandkumar et al] on topic modeling is based on understanding how many moments are needed to find the parameters.

## Observation

The number of variables plays an analogous role to VC-dimension

Is there an elementary proof of the Milnor-Warren bound?

## Any Questions?
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