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Abstract

In 1986, I. Mikenberg, N. da Costa and R. Chuaqui introduced the
semantic notion of quasi-truth defined by means of partial structures.
In such structures, the predicates are seen as triples of pairwise dis-
joint sets: the set of tuples which satisfies, does not satisfy and can
satisfy or not the predicate, respectively. The syntactical counterpart
of the logic of partial truth is a rather complicated first-order modal
logic. In the present paper, the notion of predicates-as-triples is re-
cursively extended, in a natural way, to any complex formula of the
first-order object language. From this, a new definition of quasi-truth
is obtained. The proof-theoretic counterpart of the new semantics is a
first-order paraconsistent logic whose propositional base is a 3-valued
logic belonging to hierarchy of paraconsistent logics known as Logics
of Formal Inconsistency, which was proposed by W. Carnielli and J.
Marcos in 2001.

1 Introduction

In 1986 Mikenberg, da Costa and Chuaqui (cf. [13]) introduced the semantic
notion of quasi-truth, defined by means of partial structures, where the re-
lations interpreted in this structures are partial. Thus, the membership (or



not) of a given tuple of the domain in such a relation is not always defined,
and so any partial relation R is a triple of sets (R, , R_, R,) such that R, is
the set of tuples which effectively belong to R; R_ is the set of tuples which
effectively do not belong to R, and R, is the set of tuples whose membership
to R is (still) undetermined.

In this way, by introducing the notion of partial structure into the model-
theoretical approach, the conceptual framework of quasi-truth provides a way
of accommodating the conceptual incompleteness inherent in scientific theo-
ries. The philosophical importance of quasi truth was analyzed, for instance,
in [2], [8] and [9].

Looking for a logical system that can serve as the underlying logic to the-
ories that have the quasi-truth as their truth conception, the paraconsistent
modal logic PT is introduced by da Costa (cf. [7], p.136). According to da
Costa, in general, this logic can be used as a deductive logic for empirical
sciences. Posteriorly, in [11], da Costa’s system PT is analyzed as a paracon-
sistent modal system associated to S5Q~, a kind of Jaskowski’s discussive
logic, and new results are obtained. However, the logic PT is established
through two modal systems associated with each other, and they use normal
structures.

In order to provide a complementary formulation of quasi-truth, Bueno
and de Souza (cf. [2]) introduced in 1996 a different definition of quasi-truth
with the purpose of presenting a distinct philosophical outlook, in the sense of
establishing a framework for the notion of truth according to empiricism and
the dynamics of scientific knowledge. Bueno and de Souza’s strategy avoids
constructing normal structures from partial ones, and introduces the concept
of quasi-truth by means of the notion of quasi-satisfaction. However, Bueno
and de Souza’s strategy presents formal limitations, because their underlying
logic coincides with classical logic (cf. Theorem 2.8 below).

In this paper, we propose a new approach to the concept of quasi-truth in
order to establish a methodology for generating first-order non-modal logics,
and on the other hand, avoiding the use of normal structures and so become
closer to the original notion of quasi-truth for predicates presented in [13].
Among other things, the obtained logic will be a paraconsistent one.

The strategy is as follows: the notion of predicates as triples is extended
recursively to any complex (i.e. non-atomic) formula of the object first-order
language. Thus, the interpretation of any formula ¢, in a partial structure
2 inductively originates a triple (¢%, %, ¢2), generalizing the approach in-
troduced in [13].

Moreover, this proposal naturally generalizes the usual tarskian perspec-
tive of considering a given first-order formula ¢ (with at most n free variables)
within a structure 2 as being a relation R = {@ € D" : A |= ¢[d]}, which is
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inductively defined. From this, a new definition of quasi-truth via the notion
of pragmatic satisfaction is obtained. After that, a first-order axiomatic sys-
tem for the logic of quasi-truth is presented, which is proved to be sound and
complete with respect to the semantics of triples. It is also shown that the
underlying propositional logic is 3-valued, and it belongs to the hierarchy of
paraconsistent logics known as Logics of Formal Inconsistency, introduced
by W. Carnielli and J. Marcos (see [5] and [3]).

We conclude by pointing out the similarities and differences among the
presented approach to quasi-truth and two related frameworks: the first-order
logic of paradox LP of G. Priest (cf. [15]) and the logic LFI1* of evolutionary
databases of W. Carnielli, J. Marcos and S. de Amo (cf. [4]).

2 The concept of quasi-truth

In this section, we briefly recall the main definitions of the model theory of
quasi-truth as introduced in [13] (see also [9]).

Definition 2.1. Let D be a nonempty set. An n-ary partial relation R
defined on D is an ordered triple (Ry, R_, R,), where R, R_, and R, are
mutually disjoint sets such that R, UR_U R, = D". "

Remark 2.2. The intended meaning of (R, R_, R,) is as follows:
(i) R, is the set of n-tuples that we know that belong to R;
(ii) R_ is the set of n-tuples that we know that do not belong to R;

(iii) R, is the set of n-tuples for which it is undetermined whether or not
they are in the relation R.

If R, = 0 then R is an usual n-ary relation, which can be identified with R,.
In this case R is called a total relation. m

The following definition will play a central role in the theory of quasi-
truth.

Definition 2.3. A partial structure for a first-order language L, or a partial
model for L, is an ordered pair 2 = (D, (-)*), where D is a nonempty set and
()* is a function defined on IL such that, for every symbol of n-ary relation
R, R* = (R¥, R*, RY) is an n-ary partial relation. For symbols of constants
and functions the mapping (-)* is defined as in classical first-order structures.
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In order to establish a relationship with the tarskian notion of truth,
Mikenberg et alia introduced the concept of 2l-normal structure. A classical
first-order structure 8 is a A-normal structure if it is defined over the same
domain than 2, the interpretation of constants and symbol of functions co-
incides with that of 2, and the total relation R® extends the corresponding
partial relation R*, for every symbol of n-ary relation R. That is, Rﬁ C R®
and R* C D" — R®.

Given a partial structure 2 and a sentence «:

(i) « is quasi-true in A with respect to a 2-normal structure 9B, denoted
by A lFyg a, if B = «, i.e. ais true in B in the tarskian sense.

(i) « is quasi-true in A, denoted by A I «, if A Iy «, for some A-normal
structure B. Otherwise « is quasi-false.

(iii) « is true in 2A, denoted by 2|~ «, if A IFy « for every 2A-normal
structure ‘5.

The main properties of the relation I can be stated. As we shall see,
these properties will be satisfied by our proposed notion of quasi-truth:

Theorem 2.4. Let R be an n-ary predicate symbol of a language L,
T1,...,T, closed terms and let 2 be a partial structure for L.

#1) Al R(ry,...,7) HE (79,7 € R URY,
#2) A =R(7y,...,7) iff (..., 7% € R* URY,

(
(
(#3) A - a A S implies A IF o and A I+ G;
(
(#5) Al aV piff Al a or Al 5;

(

)
)
#4) AW o implies A IF -y
)
)

#6) A IF Vza implies 2 |- afz/a], for all a € D}

Bueno and de Souza (cf. [2]) introduced a different definition of quasi-
truth with the purpose of establishing a framework for the notion of truth
according to the empiricism and the dynamic of the scientific knowledge.

Bueno and de Sousa’s strategy (cf. [2], p. 192) avoids constructing the
normal structures and introduces the concept of quasi-truth by means of the
notion of quasi-satisfaction.

!By ¢[z/7] we mean the formula obtained from ¢ by replacing every free occurrence
of x in ¢ by the term 7. As usual, the constant of the diagram language of 2 representing
a € D will be denoted by a, and 2 will be identified with its canonical expansion to the
diagram language.



Definition 2.5. Let ¢(zy,...,x,) be a formula, (D, (-)*) a partial structure,
and @ a sequence in D. We say that @ quasi-satisfies ¢ in (D, (-)*), which is
denoted by 2 | ¢ld], if:

(1) Suppose that ¢ is the atomic formula R(7,...,7;) and that R is a
k-ary relation symbol, then

A= R(r,...,m)[d iff (T%[J],...,T?[J])GR%UR%;

(2) @ quasi-satisfies ) in (D, (-)*) iff @ does not quasi-satisfy ¢ in (D, (-)).

This definition continues recursively, mutatis mutandis, as in the classical
notion of satisfaction. m

Definition 2.6. A formula ¢ is quasi-true in a partial structure 2 iff ¢
is quasi-satisfied in 2 by all sequences in the domain || of 2. We denote
this by 2 ||= ¢. Finally, ¢ is quasi-valid if it is quasi-true in every partial
structure 2A. We denote this by |E ¢. n

Remark 2.7. If R is an n-ary predicate symbol and 2l is a partial structure.
Then, as a straightforward consequence from Definition 2.5 (2), we have:

A= —R(ry,...,m)[a iff (2al,...,ad]) € R*. .

From the previous results, it is clear that there is a difference between
the definition of quasi-truth introduced by da Costa and collaborators and
the one presented by Bueno and de Souza. In fact, it is enough to contrast
Theorem 2.4 (#2) with Remark 2.7. Moreover, as mentioned above, it can be
proved that the logic underlying Bueno and de Souza’s notion of quasi-truth
is exactly classical logic:

Theorem 2.8. Let ¢ be a formula. Then ¢ is quasi-valid iff it is valid in
classical first-order logic.

Proof. For every partial structure 2 = (D, (-)*), we consider a classical struc-
ture 2’ = (D, (-)%') such that, for every predicate symbol R, R* = R* U R%;
¥ = f% for every symbol for function, and ¢ = ¢* for every constant c.
Then, it is easy to check that 2 ||= p[d] iff A" = ¢[@]. Since every classical
structure is also a partial structure, the result follows. O

3 A new theory of quasi-truth

Despite the negative result shown in Theorem 2.8, the ideas contained in [2]
concerning the possibility of defining a pure notion of quasi-truth — without
using normal structures — are challenging.



Thus, inspired by [2], a new definition of quasi-truth will be proposed
in this section, which does not need normal structures. The basic idea is
to propagate the indeterminacy of partial predicates (given by the extra
component R,) to complex formulas, in a recursive way. In this manner,
a key feature of the original proposal from da Costa and collaborators is
preserved and generalized. On the other hand, the new semantics does not
depend on normal structures. Finally, a sound and complete axiomatization
will be obtained, in terms of a very natural system of first-order logic without
modalities, in contrast to the first-order modal logic proposed in [7] for quasi-
truth.

Previous to this, the basic notions of Logics of Formal Inconsistency will
be briefly described.

3.1 The logics of formal inconsistency

The logics of formal inconsistency (LFIs), introduced by W. Carnielli and J.
Marcos in [5], are logics that allow to internalize the concepts of consistency
and inconsistency by means of formulas of their language. Contradictoriness,
on the other hand, it can always be expressed in any logic, provided its lan-
guage includes a symbol for negation. Besides being able to represent the
distinction between contradiction and inconsistency, LFIs are non-explosive
logics, in the sense that a contradiction does not entail arbitrary statements,
i.e. does not hold the Principle of Explosion: (PE) @ — (-a — ). How-
ever, LFIs are gently explosive, in the sense that, adjoining the additional
requirement of consistency, then contradictoriness does cause explosion.

Several logics can be seen as LFIs (cf. [3]), among them the great majority
of paraconsistent logics developed under the Brazilian tradition, as well as
the systems developed under the Polish tradition.

One of the main contributions of LFIs with respect to the original pro-
posal of paraconsistent logic from da Costa is the use of primitive operators
representing consistency (and/or inconsistency), which are not definable, in
general, in terms of other connectives of the language.

Definition 3.1. Let L be a logic defined over a set For of formulas in a
signature containing a negation —. Then L is an LFI (with respect to —) if
the following holds:

(a) a,—a ¥ [ for some « and f, i.e. the logic is not explosive; and

(b) there exists a set of formulas ()(p) depending exactly on the proposi-
tional variable p, which satisfies: (i) O(«), a ¥ [ for some « and S; (ii)
Ofa),—a ¥ B for some o and f; and(iii) O(«), «, ~a = B for every o
and (3, i.e. the gentle principle of explosion holds. "



We will show in Section 4 that the propositional logic underlying quasi-
truth is an LFL

3.2 Pragmatic satisfaction

As observed in the previous sections, the approach to quasi-truth in [13] in
which the predicates are partial, applies only to atomic formulas, taking into
account that the complex formulas are treated in a classic way. A question
that arises naturally is whether the approach of considering predicates as
ordered triples could be extended to all the formulas of a language. This
would originate a generalization of the tarskian notion of the truth, on one
hand, and an alternative notion of quasi-truth, on the other hand.

From these motivations, we introduce in this section an original proposal
to extend, in a recursive way, the notion of predicates as triples. Thereby,
the interpretation of each formula ¢(zq,...,z,) in a partial structure 2,
originates inductively a triple <<p§, o™ M) of pairwise disjoint set of tuples
such that ¢ U O Ut = D"

This proposal generalizes the usual tarskian perspective of a given formula
of first-order ¢ (with at most n free variables) in a structure 2 seen as a
relation R = {@d € D": 2 |= p|d|} defined inductively. From this, a new
definition of quasi-truth is obtained.

From now on, given a first-order signature ¥ (formed by symbols for
predicates, for functions and for constants, with their arity) the language to
be considered is the usual first-order language IL(X) based on the connectives
A, —, = and the quantifier V. The disjunction ¢V A is defined as =(=p A=),
and the existencial quantifier es defined as 3z =4,y “Vx—p. Given a term
7 of L(X) depending at most on the variables 1, ..., x,, a partial structure
20 with domain D and @ = (ay,...,a,) in D™ such that a; interprets z; (for
i=1,...,n) then 7%[d] is the element of D obtained by interpreting 7 in 2A
using a.

Definition 3.2. Let ¢ (x1,...,2,) be a formula whose free variables occur
in the list z, ..., x,, and let 2 be a partial structure with domain D. Then,
the triple p* = (%, o™, ) is defined recursively as follows:

(i) if ¢ = P(7,...,7,) is atomic then p* = (©%, %, ©2) is such that, for
«€{+, —up, ol ={aeD" : (rld,...,7}[a]) € P'};

K

(i) (¢ O, O, on);

(i) (2 AN (2NN G UM D" [(p3NAZ) U (¢* UX)]);



. def
(iv) (= V"= (P2U (AL UL, (PLUEd) N A% 0). .
From the last definition, it follows that:
(VA" = (T UAL @ N AL, D" — [(¢TUAY) U (9 nAY)]).

Proposition 3.3. The triples obtained in clauses (i)-(iv) of Definition 3.2
are formed by pairwise disjoint sets whose union is D".

Proof. 1t is trivial using basic notions from set theory. O

From the Definition 3.2 we note that:
(A = =) = QLU (P U, (A2 UNY) N2, 0)

i.e. the contrapositive does not coincide, in general, with the given condi-
tional. Moreover, from the previous definition it is easy to show that, if
©¥ = Y* denotes that the formulas ¢ and 1) originate the same triple, we
have: (i) ¢* = (==¢)"; (i) [= (e AN = [ v =A% (i) [~ (e VA =
[~ A=A

Since by definition ¢% and ¢ are disjoint sets, notice that:

(A=) = (2N * U, D"~ [(¢2ne*) U (P*Uue)])
= (0,05 U, M)

This can be interpreted in the following way: giving a partial relation R,
the partial relation R A =R is not supported by any positive evidence; the
negative evidences are given by the reliable knowledge of the relation R, that
is, by the negative and positive evidences of R, while the lack of knowledge of
the new relation coincides with the lack of knowledge of the original relation.

Dually, the following holds: (¢ V =¢)* = (U™, 0,02

We now analyze the quantificational case.? For this purpose, we shall
consider A C D™ and the sets V(A4) € D™ and 3(A) C D" defined, as
usual, in the following way:

V(A) = {a@aeD":(ba)e A, forallbe D}
J(A) = {aeD":(bd) € A, for someb e D}.

Moreover, if A C D (i.e. n = 0), then:
V(A):{ 1, if A=D

0, otherwise

I R .
and 3(4) = { 0,  otherwise.

2The definition of quantifiers presented here differs from the related approach [18].



Definition 3.4. Assume that ¢¥ = (%, %, %) is defined on D" for
o(zo, ..., 2,), n>1. Then:

(vaop)™ = (¥ (1) ,3 (%), D" = [V () U3 ($2)))- .
Since dzyp denotes —Vzy—, it follows that:
(Brop)" = (3(#2) .V (¢2), D" = [3(e3) UV (+2)])

Proposition 3.5. If a triple (%, %, ) is composed by mutually disjoint
sets whose union is D", then the triple (Vzo¢)* obtained as in Definition 3.4
is formed by mutually disjoint sets whose union is D".

Proof. Straightforward. O]

From the Definition 3.2, we obtain a new concept of quasi-truth, following
the original proposal from da Costa and collaborators, via the pragmatic
satisfaction notion. This strategy avoids the construction of total structures,
and it is given mutatis mutandis by the tarskian notion of satisfaction, but
based now in formulas interpreted as triples of sets (that can be considered
as positive, negative evidences and lack of reliable information), instead of
considering the formulas as representing only sets (having only the positive
information). In order to achieve our goal, we shall consider the following
cases for a formula ¥ = (o7, %, ©2):

(i) For ¢ with n free variables: p%, o*, @2 C D" and n > 0. Besides, ¢¥,
o™, and ©? are mutually disjoint sets and also gai U U =D

(ii) For ¢ a sentence: ¢%, " @2 € {0,1} in which only one of ¢? is 1,
for x € {+,—,u}. So, (1,0,0), (0,0,1) and (0,1,0) represent ¢ true,
true by lack of evidence to the contrary and false, respectively. From
the definition of the universal quantifier (see Definition 3.4), conside-
ring A = ¢%, B = ¢* and C = 2, it follows that V(A, B,C) =
(V(A),3(B), D™ — [V (A) UI(B)]). In the case where n = 0:

(1,0,0) if A= D;
V(A,B,C)=1{ (0,1,0) if A#D, B#0;
(0,0,1) if A+#D, B=4.

We now introduce the definition of pragmatic satisfaction and the defini-
tion of quasi-truth.

3Clearly, it is always possible to rearrange the variables in order to quantify with respect
to the first variable of the list. This fact will be tacitly assumed from now on.



Definition 3.6. Let o(z1,...,x,) be a formula, A = (D, (-)*) a partial
structure, and @ in D". The sequence d pragmatically satisfies ¢ in 2, de-
noted by 2 I ¢[d], in the following cases:

(1) for ¢ an atomic formula and R a k-ary relation symbol, we have:
A+ R(m,...,m)a iff (7fal,...,7¢d]) € REURY;

2) Al —wpla iff @eyp* Uy ;

(2)

(3) Al (e AY)a] iff A - p[a] and A IF Pal;
(4) Al (¢ — v)[a] iff AW pld] or A - P[ad];
(5)

5) AIF Vapld iff A - b, a), for all b€ D.* .
Observe that 2 I (p VvV )[a] iff A - ¢[a] or A I+ p|al.

Definition 3.7. A formula ¢(x1,...,z,) is quasi-true in a partial structure
20 if for every sequence @, 2 I ¢[@]. We denote that the formula ¢ is quasi-
true in A by 2 IF ¢ and we say that 2l satisfies pragmatically ¢, or ¢ is
pragmatically satisfied by 2. "

From this formalization, we generalize a well-known feature of the classical
tarskian semantics, namely that, given a structure 2, each first-order formula
¢ (with at most n free variables, for n > 1) defines inductively a set formed
by n-tuples @ in D™ for which the structure 2 satisfies ¢ with parameters a.
More precisely, we can establish the following relations.

Proposition 3.8. Let 2 = (D, (-)*) be a partial structure, and p(xy, . .., z,)
(for n > 1) a formula. Then:

(v) p2={ae D" : AlFp[a] and Al (~p)[a]}.

w —

Proof. These items follow from Definitions 3.2 and 3.6. O]

4 As mentioned in Definition 3.4, it will be assumed, without loss of generality, that the
quantified variable is the first variable of the resulting list of variables encompassing the
free variables of ¢.
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Remark 3.9. From the last result and by definition of 3 it is clear that:
A I Jxpld] iff A - @b, d], for at least one element b € D. .

Observe that, when n = 0 (that is, in the case of sentences), the sequence
a of Definition 3.6 is no longer necessary, since D" is a singleton. As in the
classical case, it is easy to see that, if ¢ is a sentence and n > 1 then, in a
given partial structure A, 2 IF p[d] for every @ € D™ or A W pld] for every
a € D™. In particular, the following holds from Definitions 3.6 and 3.7:

Proposition 3.10. Let ¢ be a sentence and 2 a partial structure. Then
A - iff o* =05 O

Now, from Definition 3.7 a notion of logical consequence between closed
sentences is naturally induced:®

Definition 3.11. Let I' U {¢} be a set of sentences. We say that ¢ is a
pragmatic consequence of I'; denoted by I' IF ¢, if A IF ¢ for every partial
structure 2 such that 20 |-+ for all ¥ € I. "

From Proposition 3.8 (iii) it follows that the classical semantics is a par-
ticular case of the new one:

Proposition 3.12. If 2 is a total structure, that is, R* = () for every
relation symbol R, then ©* = () for every formula ¢. 0

From the previous propositions, we can see that the notion of quasi-truth
via pragmatic satisfaction (cf. definitions 3.6 and 3.7) generalizes the tarskian
notion of truth, the latter being, where all the relations are total, a particular
case of the former. Clearly, the notion of truth and of quasi-truth coincide for
the total structures, as well as their consequence relations. Furthermore, this
semantics notion generalizes, to the whole language, a basic feature of the
original concept of quasi-truth of [13], namely the conception of predicates
as triples.

4 The 3-valued logic of quasi-truth

The preceding semantic framework motivates the development of a first-order
logic underlying the notion of quasi-truth via pragmatic satisfaction. As a
first step, a propositional axiomatic system called LPT will be introduced,

®We recall that, for sentences (that is, when n = 0), the triples associated to the
formulas by a partial structure 2 are of the form (1,0,0), (0,1,0) or (0,0,1).

60f course this notion can be naturally extended to arbitrary sets of formulas, provided
that the set of variables occurring free is finite.

11



in which the semantics will be given by 3-valued matrices. This matrix logic,
denoted by MPT, is the logic associated to sentences by means of the notion
of pragmatic satisfaction introduced in the previous section. In other words,
LPT is the propositional logic underlying the logic of quasi-truth introduced
in Section 3.2. The corresponding theorem of soundness and completeness of
LPT with respect to MPT will be established in Section 5 with the help of
a bivaluation semantics. The second step, which will be done in Section 6,
consists of extending LPT to a first-order system, denoted by LPT1, proving
that the new system is sound and complete with respect to the notion of
pragmatic consequence defined at the end of the previous section.

The 3-valued matrices of MPT will be defined now following the guidelines
of the definition of pragmatic satisfaction. We recall that, for the case of the
sentences (that is, when n = 0), the triples associated to any formula within
a given partial structure are of the form (1,0,0), (0,0,1) and (0,1,0). By
simplicity, we will denote these triples as follows: 1 = (1,0,0) ,% = (0,0,1)
and 0 = (0, 1,0). From Definition 3.2, we obtain, for example:

-(1,0,0) = (0,1,0)
(0,0,1) = (0,1,0) = (0,1,0)
(1,0,0) A (0,0,1) = (0,0,1)
Using the abbreviations introduced above, this can be simply written as

follows: —1 =0, % —0=0and 1/\% = % Thereby, the truth-tables of MPT
can be constructed straightforwardly:

o [1]12]0] A1 T2]0] [ -]
1 [1] 1 [0 1 [ 1 [1/2]0 1[0
12[1] 1 [0 121/211/2]0 172 1/2
0 |[1] 1 |1 0] 0010 0 | I

Using Definition 3.6, it follows that the designated values of MPT are 1
and % The language of MPT is the classical propositional one based on the
connectives A, —, =, namely, conjunction, implication and negation, respec-
tively. We denote by For the set of formulas over this signature generated
by a denumerable set of propositional variables. The defined connectives are
as follow:

aVp = =(-aN-p) disjunction
Ta = a— o top
1, © 5 (v = «) bottom

12



def

~a = a— L, classical negation
oa ¥ ~ (A —a) consistency
a wf (= B)N (B — a) biconditional

The truth-tables of the defined connectives are given below:

(v [1[1/2] 0] L [e]
1 [1] 1 | 1 10 1 1
121]1/2]1/2 1720 172

0 |[1]1/2] 0 0 || 1 0 |[1
(e [1]1/2]0]
1 [1] 1 |0 11 1 [0
12[1] 1 [0 121 1720
0 |[o] 0 |1 0 || 1 0 || 0

Remark 4.1. From Proposition 3.10 it is easy to see that, if ¢ is a sentence
and 2 is a partial structure:

(i) A Ik iff o* € {1,3};
(i) A IF - iff " € {0, 3} .

Concerning the truth-tables presented above, it can be observed that this
logic is one of the 8Kb 3-valued LFIs introduced in [12] (see also [3]). We
will return to this point in Section 6.2.

Remark 4.2. Through the Definition 3.2, we can obtain the interpretation
of the derived connectives by a partial structure 2l in the context of formulas
o(x1,...,x,) having at most n free variables. Hence:

(i) (T = (= @)™ = (D", 0,0)
() (Lp)* = (= T,)" = (0,D",0)
(i) (~@)" = (p = Lo)" = (o™ 0T U, 0)
(iv) (09)™ = [~ (p A=@)]* = [~ (0,3 U™ o))" = (A U™ 02 0). m

The matrix logic MPT is defined as usual.

13



Definition 4.3. A function w : For — {1, %, O} is a valuation for MPT if
it is an homomorphism. That is, w(a#8) = w(a)#w(B), for # € {A, =},
and w(—a) = ~w(a).

The consequence relation of MPT is defined as follows: for every set
IF'u{a} C For, I Erpp « iff there is a finite set I'y C I' such that, for every
valuation w for MPT, if w(T'g) C {1, 5} then w(a) € {1,3}. .

We can easily verify that the logic MPT is a LFI where oo denotes the
consistency of the formula «.

Inspired by [3], the logic MPT may be axiomatized by the following
schemas of a Hilbert calculus defined over the language For. The resul-
ting axiomatic system will be called LPT.

System LPT: Axiom schemas
a— (8- a)
A2) (= B) = ((a = (6 = 7)) = (@ =)
A3) a— (B — (aNp))
Ad) (a A B) = «

1)

)

)

)

A5) (a A B) = B

A6) a — (a Vv p)

AT) B— (aV B)
)

A9) aV(a—p)

A10) a V ~«

All

eI = aNe

A12) cav = (a = (ma = B))

-

14) o(a — B)

(A

(

(

(

(

(

(

(A8) (@ =) = ((B—=7) = (V) = 7))
(

(

(

(

(

(

(A15) (cax A of3) — o(a A 3)
(

)
)
)
13) —oax — (a A —av)
)
)
)

A16) (a AN—=aApB)—= = (aAB)AN=(BA )
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Rule of inference: (MP) infer 8 from «a and oo — f. n

We denote that « is a syntactic consequence of LPT from a set of formulas
r by r l_LPT Q.

In the following sections, it will be proved that the consequence relations
of LPT and MPT coincide.

5 Bivaluation semantics for LPT

In this section, and adapting techniques from [3], we show that LPT is sound
and complete with respect to a paraconsistent bivaluation semantics, i.e.
truth functions (not truth-functional) that assign, for each sentence of the
language, a truth-value 1 or 0.

Definition 5.1. Let 2 {0, 1} be the set of truth-values, where 1 denotes

‘true’ and 0 denotes ‘false’. A 2 pp-valuation is any mapping v : For — 2
satisfying the following conditions (recall that o is a defined connective):

vl) viaeAnp)=1 iff v(a)=0v(p)=1;

v2) va—P)=1 iff v(a)=0 or v(f)=1;
v3) v(—-a) =0 implies v(a)=1;

vd) v(a) = v(=-a);

v6) v(—oa) =1 implies v(a)=v(-a) =1,

oa) =v(of) =1 implies v(o(aAf))=1;

(v1) o
(v2) o
(v3) o
(v4) o
(v5) v(oa) = 1 implies v(a) # v(-a);
(v6) o
(v7) o
(v8) v
(v9) o

a) =v(—a) =v(f) =1 implies v(=(aAp)) =v(=(fAa))=1. =

It is easy to prove that v(a Vv ) = 1iff v(a) =1 or v(B) = 1; v(T) = 1;
v(Ll) =0; and v(~a) =1 iff v(a) = 0.

For a set I' U {a} of formulas of LPT, I' F, « denotes that there exists
a finite set Iy C I' such that v(a) = 1 for every 2, pp-valuation v such that
v(Ty) C 1.

The soundness proof for LPT, with respect to bivaluation semantics in-
troduced above is straightforward.

15



Theorem 5.2. [Soundness| Let I'U {a} be a set of formulas in For. Then:
['Frpr o implies T'E, a.

Proof. 1t is sufficient check that all the axioms of LPT assume only the des-
ignated value 1 in any 2 pr-valuation, and that (MP) preserves satisfaction:
if v(a) =v(a — B) =1 then v(B) = 1, for for every 2 pp-valuation v. [

In order to obtain the completeness of LPT, it is necessary to prove some
auxiliary results.

Recall (see, for instance, [19]) that a logic L defined over a set of formulas
L and with a consequence relation by, is tarskian if it satisfies the following
properties: (i) if « € I' then I' b, a; (i) if ' by, @ and T' € A then A Fy, o
and (iii) if I, 6 b, @ and ' by, B then I' by, . A tarskian logic L is finitary
if it satisfies: (iv) if I' Fr, o then there exists a finite subset I'y of I" such that
FO |_L .

Definition 5.3. Let AU {a} be a set of formulas in L. We say that A is
mazimal relatively to o in L, or a-saturated in L, if A ¥y, a but A, 5 i a,
for any formula /5 in L such that 5 ¢ A. "

We say that a set of formulas I' is closed in L if it contains all of its
consequences in L, that is: ' by, aiff @ € T'. It is easy to prove the following;:

Lemma 5.4. Any set of formulas relatively maximal to « in L is closed,
provided that L is tarskian. O

In Theorem 22.2 of [19] there is a proof of the following classical result:

Theorem 5.5. [Lindenbaum-Los| Let L be a tarskian and finitary logic over
the set of formulas L. Let I' U {a} C LL such that I' ¥, a. Then there exists
an a-saturated set A in L such that I' C A. ]

Since every logic L defined by a Hilbert calculus where the inference rules
are finitary is tarskian and finitary, it is immediate that Theorem 5.5 holds
in L. In particular, Theorem 5.5 applies to LPT.

Now some properties specific of LPT will be proved.

Lemma 5.6. Let A be an a-saturated set in LPT. Then:
i) (BAXN) eA iff feA and \eA;
(i) (BvA) eA iff BeA or AeA;
(iii) (B—=>AN) €A iff BE&A or A€ A;
(iv) B¢ A implies —f € A;

16



v) feA iff - e,
vi) L ¢ A;
vil)of € A iff SE Aor -f & A;

ix) o(8 = \) € A;

(
(
(
(viii) mof € A iff €A and —f€A;
(
(x) o8, 0A € A implies o(BAN) € A;

(x

i) 8,68, € A implies —(BAXN) €A and —(AAfS)€A.

Proof: The proof of items (i) to (viii) can be found in [3], where similar
systems were treated. We now prove:

(ix) By axiom (A14), A bppr o(8 — A). Hence, by Lemma 5.4, it follows
that o(8 — \) € A.

(x) Assume that of € A and oA € A. Hence, by item (i), (o A o)) € A.
So, A Frpr o A oA. By the axiom (A15), A Frpr (o AoX) — o(8 A N).
Hence, A Fppr o(8 A X). Thus, by the Lemma 5.4, o(8 A X) € A.

(xi) It is proved by item (i) and axiom (A16). U

Recall that, given a subset B of a set A, its characteristic function is the
function yp : A — {0, 1} such that, for every x € A, xp(z) =1 iff z € B.

Corollary 5.7. The characteristic function of an a-saturated set of formulas
in LPT defines a 27 pp-valuation.

Proof. Let A be a set of formulas maximal relatively to a in LPT and define
a function v : For — {0,1} such that, for any formula A in For, v(\) =
1 iff X € A. Hence, by Lemma 5.6, it is easy to prove that v satisfies
clauses (v1) to (v9) of Definition 5.1. O

The next step towards the proof of completeness of LPT is to establish
a link between the bivaluation semantics and the valuations over the ma-
trices of MPT. Thus, the completeness of LPT will be a consequence of its
completeness with respect to bivaluations.

Lemma 5.8. For any 2 ppr-valuation v, there exists a valuation w for MPT
such that v(a) = 1 iff w(a) € {1,1}, for every formula a.

17



Proof: Let v be a 2ppp-valuation. Consider a valuation w for LPT such
that, for every atomic formula p, w(p) is defined by:

iff v(p) =1,and v(—p) =0
iff v(p)=1,and v(—p) =1
iff v(p) =0.

=

=

I
—
ONI= =

By induction on the complexity of a formula «, it will be proved the following:
iff v(a)=1,and v(—-a) =0 (a)

iff v(a)=1,and v(-a) =1 (b)
iff v(a)=0 (c)

=4

£

I
——
Ol —

[If o is atomic:] the result follows by definition of w.
(IH) Assume that the result holds for every formula with complexity k < n.
[If o = —f]

(a)(=) If w(a) = w(—=5) = 1, then (by the truth-table of =) w(f) = 0.
Hence, by (IH), v(8) = 0. So, by (v3), v(=8) = v(a) = 1. And, by (v4)
v(ma) = v(==p) = v(f) = 0.

(a)(«) If v(a) = 1 and v(—a) = 0, then by (v4), v(—==8) = v(B) = 0.
Hence, by (IH) w(B) = 0. Thus, w(a) = w(=8) = ~w(5) = 1.

(b)(=) If w(e) = w(—P) = 3, then w(B) = 1. So, by (IH), v(B) =1 and
v(—=p) = 1. Hence, v(a) = v(=f) = 1. Thus, by (v4), v(—a) = v(—-=8) =

v(—a) = 1, then by (v4), v(=f) = v(5) = 1. Hence, by
1. 80 w(a) = w(~6) = ~w(B) = .
c)(=) If w(a) =w(=p) =0, then w(B) = 1. Hence, by (IH), v(f8) =1
=0.

(c)(«=) If v(a) = v(=p) = 0, then by (v3), v(8) = 1. So, by (IH),
w(B) = 1. Hence, w(a) = w(=p) = ~w(p) = 0.

If ais S ANor B — A, the result is similarly proved. g

From this result, we have:

Lemma 5.9. For every valuation w for MPT, there exists a 2 pp-valuation
v, such that v(a) =1 iff w(a) € {1,3} for every formula a.

Proof. Let w be a valuation for TLP. Define a mapping v : For — 2 such
that v(a) = 1 iff w(a) € D = {1,5}. It will be proved that v satisfies the
clauses (v1) to (v9) of Definition 5.1.

[v1]: v(BAX) =1iff w(BAN) € Diff w(f) € Dand w(\) € D iff v(B) =
v(A) = 1.

[V2]: V(B ) 1iff w(f — A\) € D iff either w(B) = 0 or w(\) € D iff
either v(f ) 0or v(\) =1.
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[v3]: If v(=pB) = 0, then w(—p) = 0. Hence, w(B) = 1. Therefore, v(5) = 1.
[v4]: Suppose that v(5) = 1; then w(B) € D. Since w(f) = w(——p), it
follows that v(=—8) = 1. On the other hand, if v(f) = 0 then w(f) =0 =
w(==f), so v(==fF) = 0.

[U5]: v(of) = 1 implies w(of) € D implies w(of) = 1, so w(B) # w(=pP),
where w(f3),w(—f5) € {0,1}. Hence, v(3) # v(—=5).

[V6]: If v(—of) = 1, then w(—of) € D. By the truth-table of o, w(—-0f) = 1.
Hence, w(of) = 0 and so w(B) = 3. Thus, w(—=f) = 3. From this v(8) =
v(~f) = 1.

[07] to [v9] can be proved in a similar way. O
Corollary 5.10. T' Fpypr aiff T'F, a.

Proof. (=) Assume that I' Fy;pr o and let v be a 2 pr-valuation such that,
for every § € T, v(8) = 1. Let w be a valuation for MPT defined from v
as in Lemma 5.8. Then, for every 5 € ', w(8) € D. So, by hypothesis,
w(a) € D. Hence, by definition of w, v(«) = 1. Therefore, I' F, a.

(<) Suppose that I' F, a and let w be a valuation of MPT such that, for
every 5 € T', w(f) € D. Let v be a 2pppr-valuation defined from w as in
Lemma 5.9. Then, for every 5 € I', v(8) = 1. By hypothesis, v(a) = 1 and
so, by definition of v, w(a) € D. Therefore, I' Fypr a. O

From the results above, the completeness of LPT with respect to the
bivaluation semantics can be stated.

Theorem 5.11. [Completeness of LPT w.r.t. bivaluations]
Let I' U {a} be a set of formulas in For. Then: I' F, o implies " b1 pr .

Proof. Let I' U {a} be a set of formulas in For such that I' ¥ pr . By
Theorem 5.5 there exists an a-saturated set A in LPT such that I' C A.
Since A ¥ppr a then a ¢ A. By Corollary 5.7, the characteristic function v
of A is a 2y pp-valuation such that, for every § € A, v(f) = 1, and v(«a) = 0.
Therefore, A ¥, a. Since I' C A, it follows that I' ¥, a. O

Theorem 5.12. [Soundness and Completeness of LPT w.r.t. MPT]
Let T'U {a} be a set of formulas in For. Then: T Eypr o iff T Fppr a.

Proof. Assume that I' Fy;pr . By Corollary 5.10, it follows that I' E, «.
Hence, by Theorem 5.11, we get that I' Fy;pr a. Conversely, if I' Fppr «
then I' F, a, by Theorem 5.2, and so I Fj;pr «, by Corollary 5.10. O

As an application of the last result, the following can be easily proved by
using the truth-tables of MPT:
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Proposition 5.13. The following formulas are theorems in LPT:
(i) ~(aAB) < —aV=p; (i) ~(aVB) < —an=p;

(iii) (o = f) < (~vav B); (iv) ~(a = §) < (~(a = B));

(

v) 2(a— B) < (a A ~p); (Vi) ~va < a. O

6 The first-order logic for quasi-truth

In this section the logic LPT1, the first-order version of LPT, will be defined.
Besides, the completeness of LPT1 with respect to the pragmatic semantics
of partial structures introduced at the end of Section 2 will be established.”

The language of LPT1 is the usual first-order language LL(X) based on
the connectives A, —, —, the quantifier V and a first-order signature . The
logic LPT1 is given by means of the Hilbertian axiomatic method.

System LPT1: Axiom schemas
All the axioms of LPT in the language (%) plus the following:

(A17) Yz — @[z/7], where T is a term free for x in .

Inference rules:
In addition to (MP), we have:

(IV) Infer a — Vz 8 from a — [, whenever x does not occur free in a.

The next step is to obtain the adequacy (soundness and completeness)
of the calculus LPT1 with respect to the semantics of pragmatic satisfaction
by partial structures introduced in Definition 3.6. As usual, the proof of
soundness is an easy task:

Theorem 6.1. [Soundness| Let I' U {¢} be a set of closed first-order sen-
tences. Then: I' Frppr1 ¢ implies I' IF .

Proof. 1t is easy to prove that the axioms of LPT1 are valid in every partial
structure, using Definition 3.6. Finally, by the same definition, the rules of
inference preserve satisfaction. n

The proof of completeness of LPT1 with respect to the semantics of par-
tial structures will follow, with minor modifications, the steps of the Henkin’s
proof of completeness of the calculus of classical first-order logic with respect
to tarskian structures.

"Since the quantifiers are defined here in a different way that in the related ap-
proach [18], the first-order logic LPT1 presented here differs from the logic LPT1 proposed
in [18].
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We begin by observing that Lemma 5.6 holds in LPT1 for sets A of
sentences of the language L(X) which are a-saturated. However, being a-
saturated in LPT1 is not enough to satisfy a crucial property for the Henkin
proof of completeness. In fact, as in the classical case, it will be needed to
extend conservatively a given a-saturated set to a Henkin set. Recall that
dxp is an abbreviation for =Vz—p. The suitable notion of Henkin set for
LPT1 is the following:

Definition 6.2. A set of formulas A in L(X) is a Henkin set for LPT1 if:

(H1) for every sentence of the form Jzg there is some constant ¢ in the
signature ¥ such that A Fppr Jxe — @lx/d;

(H2) for every sentence of the form Vzp, if A Frpr p[x/c] for every constant
¢ in the signature Y, then A Fpppr; V. n

Theorem 6.3. Let A be a set of formulas in L(X). Then, there exists a
signature ¥ extending ¥ and a Henkin set A’ for LPT1 in L(X') such that
A C A’. Moreover, A’ is a conservative extension of A, that is: A" Frpr @

iff A Fppri o, for every sentence ¢ in L(X). In addition, if A” is a set of
formulas in L(¥’) such that A" C A” then A” is a Henkin set for LPT1.

Proof. The proof is similar to the corresponding proof for classical first-order
logic. This is a consequence of the fact that LPT1 is an extension of classical
logic.® O

Theorem 6.4. Let A be a set of formulas in L(3) which is a-saturated
in LPT1 for some sentence « in L(X). Then, there exists a signature >
extending ¥ and a Henkin set A” for LPT1 in L(X') such that A C A”
and A" is a-saturated in LPT1 over IL(X'). Moreover, A” is a conservative
extension of A, that is: A” Frpr1 ¢ iff A Frpr1 @, for every sentence ¢ in

L(X).

Proof. Given an a-saturated set A, there exists a Henkin set A’ over a sig-
nature Y’ conservatively extending A, by Theorem 6.3. Since A Frprm «
then A’ ¥ pr1 a. Given that LPT1 is tarskian and finitary, there exists a set
A" of formulas in L(X’) which is a-saturated in LPT1 such that A’ C A"
by Theorem 5.5. Moreover, A” is a Henkin set over L(¥’), by Theorem 6.3.
Suppose now that ¢ is a sentence of L(X) such that A” Frpr ¢, and sup-
pose that A ¥ppr1 ¢. Then A o Frpr1 a, since A is a-saturated. But then
A" o Frpr a and so A” Frpr «a, a contradiction. Therefore A Fpppr1 .
This shows that A” is a conservative extension of A. O

8For a proof of this result for first-order LFIs similar to LPT1, see [16].

21



Lemma 6.5. Let A be an a-saturated set of sentences over a given first-
order signature . If ¢ is a sentence in L(X) such that A ¥ pr ¢ then
AFppry ~o.

Proof. Suppose that A ¥ rpr ~a. Then, A, ~a Fppr; a and so A Fppr1 a,
a contradiction. Hence A Fppri ~a. Now, assume that ¢ is a sentence in
L(X) such that A ¥rpr1 ¢. Therefore A, ¢ Frpry o and so A, p Frpr L,
since A, ¢ Frpr1 ~a. From this, A Fppr ~ep. O

Since the propositional basis of LPT1 is LPT, it follows:

Lemma 6.6. Let A be an a-saturated set of sentences in L(X), and let
A" be an a-saturated Henkin set in LL(X') conservatively extending A as
in Theorem 6.4. Then A” is a closed theory which satisfies the properties
(i)-(xi) of Lemma 5.6 for sentences in L(3'). Additionally, A" satisfies the
following properties:

(i) Vep € A" iff lx/r] € A", for all 7 € D

(wiii) dxp e A iff [z/7] € A", for some T € D. O

Definition 6.7. Let A and A” as in Lemma 6.6. The partial structure
2A(A") is defined over the domain D of closed terms of L(X') (i.e. terms
without variables) such that the interpretation of the symbols of ¥/ is as fol-
lows (here, P, f and ¢ denote symbols of predicates, functions and constants,
respectively):

PJQ:(AH) ={(r,...,m) €D": P(ry,...,7,) € A” and —

) T1y - 77_71) §é A”};
Pm(AH) = {(TI; R 7Tn) € D": P(Tlu s 7Tn) ¢ A" and —P
)

T1, - 7Tn) € AH};

(
(

pra” ={(r1,...,7n) €ED": P(11,...,7,) € A" and =P(7q,...,7,) € A"};
fAAY o Dr — D s such that f*A)(r, ... 1) = f(r,...,7,) for all
(T1,...,Tn) € D™;

AR = ¢, -

Lemma 6.8. Let A and A” as in Lemma 6.6. Let ¢(z) be a formula in
L(X) such that x is the unique variable occurring free. Let 7 be a closed

term in IL(X’) and 7 be the corresponding constant of the diagram language
of A(A”).? Then A(A") Ik @[z/7] iff A(A")IF @[z/T].

9Notice that 7 can be seen simultaneously as a term (and so it can replace free occur-
rences of variables inside a formula) and as an element of the domain D of the structure
A(A”) (and so it is represented by the constant 7 of the diagram language of A(A").
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Proof. Observe that 722" = 7 = 744" From this, it can be proved by
induction on the complexity of ¢ that A(A") I p[z/7] iff A(A”)IF p[7] iff
A(A") Ik p[x/T].1° O

Lemma 6.9. Let A and A” as in Lemma 6.6. Let 2A(A”) be the partial
structure constructed as in Definition 6.7. Then, for every sentence ¢ in
L(>):

iff o€ A”and —p ¢ A"

ifft pe A” and —p € A"

iff o ¢ A” and —p € A”.

QOQI(A”) _

ONIm

Proof. By induction on the complexity of the sentence .

[Base: ¢ = P(1q,...,T)) is atomic]

Then: ¢*A") = 1 iff A(A”) I ¢ and A(A") ¥ ¢ iff (r,...,7) € PMAY
iff o € A" and ~p ¢ A”, by Definition 6.7. The cases when p*(~") = % and
@A) = 0 are proved similarly.

(IH) Assume that the proposition holds for every formula with complexity
k <n.

[Case a: ¢ = ]

Then: @¥A") = 1iff (=)@ = 1 iff p¥A") = 0 iff, by (IH), ¢ ¢ A” and
—p € A" iff ¢p € A” and =-—p ¢ A" iff ¢ € A” and —p ¢ A”. The cases
when (&) = % and p*2") = 0 are proved similarly.

[Case b: ¢ = — 9]

(b.1) Suppose that ©*2") = (8 — )™A") = 1. Then, either f*“") = 0
or A" ¢ {1,3}. By (IH), either 3 ¢ A” and = € A", or ¢ € A”. In
the first case ~f3 € A” by Lemma 6.5. Then (~3 V) € A” and so (f —
) € A”, that is, ¢ € A”. In the second case it follows, by monotonicity,
that A”, 8 Frpr1 ¥ and so, by the deduction theorem (which is valid for
sentences) A” Frpr 8 — . That is, ¢ € A”. This shows that, in any case,
¢ € A”. Suppose that ¢ € A”. Then, by (A12) and (A14) it follows that
A" Fppr «, a contradiction. Therefore ¢ ¢ A”.

Conversely, assume that ¢ € A” and —¢ ¢ A”. Suppose that g*2") ¢
{1, %} and A" = 0. By (IH), 8 € A” and ¥ ¢ A”. Then A", 9 Frpp a,
since A" is a-saturated. But A" 8 Fppr1 1, since ¢ € A”. Then A" Fppry
Y (since § € A”) and so A” Fppr1 «, a contradiction. Therefore, either
BUAD = 0 or p¥AY) € {1,1}. Thus p*A") = (8 — ¢)*&") =1,

(b.2) Suppose that ¢*A") = (3 — )2 = 0. Then, %2 € {1,1} and

0Recall that B[x/t] denotes the formula obtained by 3 by substituting every free oc-
currence of by the term ¢; on the other hand, 2 I+ 5[a] means that a € D pragmatically
satisfies 5 in the partial structure 2, cf. Definition 3.6.
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YMA) =0, By (IH), B € A", ¢ ¢ A" and wp € A”. If f — 1) € A” then, as
proved in (b.1), a contradiction arises. Hence  — ¢ ¢ A" that is, ¢ ¢ A”.
Then, by Lemma 5.6(iv), =p € A”.

Conversely, assume that ¢ ¢ A” and ~¢ € A”. Since = implies fA~ in
LPT1 M then B €A and ¢ ¢ A”. By (IH), 84" € {1,1} and ¢y*2") =0,
and so *A") = (8 — w)m(A” 0.

(b.3) Observe that @*A&") = (8 — ¢)*A") £ 1,

On the other hand, 1f g — e A" and =(f — ) € A” then, by (A12)
and (A14) o € A", a contradiction.
[Case c: ¢ = V)]
(c.1) (Vz)*A") = 1iff, by Remark 4.1, A(A”) |- Var and A(A") ¥ =V,
iff A(A") I Vayp and A(A") ¥ 3z, by definition of 3, iff (v[z/7])*A") =
1 for every 7 € D iff, by Lemma 6.8, (¢[z/7])™4") =1 for every 7 € D iff,
by (IH), ¢[x/7] € A” and =[x /7] ¢ A” for every 7 € D iff, by Lemma 6.6,
Vayp € A" and Jx—p ¢ A” iff, by definition of 3, Vay € A” and —Vay) ¢ A”.

(c.2) (Va)*A") = 0 iff (Y[ /7])MA") = 0 for some 7 € D iff, by Lemma 6.8,
(Y[z/7]))MA") = 0 for some 7 € D iff, by (IH), ¢[x/7] ¢ A" and =[x /7] € A”
for some 7 € D iff, by Lemma 6.6, Vzv ¢ A” and -V € A” (in the last
two steps we also use Lemma 5.6(iv) and definition of 3).

(c.3) (Vay)™ &) = Liff, by Remark 4.1, A(A”) I Varp and A(A") Ik =Vap,
iff A(A”) IF Vayp and A(A”) Ik IJz—p, by definition of 3, iff (¢[z/7])M2") €
{1,1} for every 7 € D, and (¢[z/7]))*4") € {0,1} for some T € D, by
Remark 3.9, iff ¢[z/7] € A” for every 7 € D and —¢[z/7] € A” for some
T € D, by (IH), iff Vxyp € A” and Jz—p € A", by Lemma 6.6, iff Vo) € A"
and =V € A”, by definition of 3.

[Case d: ¢ = S A ). It is proved analogously. O
From the last lemma it follows the fundamental result:

Theorem 6.10. [Canonical Model|] Let A and A” as in Lemma 6.6. Let
2A(A”) be the partial structure constructed as in Definition 6.7. Then, for
every sentence p in L(X): A(A") IF ¢ iff ¢ € A”. In particular, for every
sentence ¢ in L(X): A(A”) IF ¢ iff p € A”.

Proof. Tt is a direct consequence of Lemma 6.9. O

Using the previous results, we shall prove that LPT1 is complete with
respect to the semantics of pragmatic satisfaction by partial structures in-
troduced in Section 2.

HThe easy proof of this fact is left to the reader.
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Theorem 6.11. [Completeness] Let I'U {¢} be a set of closed sentences in
L(X). Then: T'IF ¢ implies T Fppr1 ¢.

Proof. Assume that I ¥ pr; . Hence, by Theorem 5.5, there exists A, rela-
tively maximal with respect to ¢, which extends I'. Let A” be a p-saturated
Henkin set in L(X’) conservatively extending A as in Theorem 6.4, and let
2A(A”) be the partial structure constructed as in Definition 6.7. By Theo-
rem 6.10, A(A”) I 9 iff » € A", for every sentence 1 in L(X). Since I' C A"
then A(A") I- 9, for every ¢ € I'. Since ¢ ¢ A", then A(A”) ¥ . Therefore
[' ¥ ¢, because there is a partial structure that satisfies pragmatically I', but
it does not satisfy pragmatically . m

6.1 Relationship between LPT1 and LP

In this section a relationship between the first-order version of logic LP and
LPT1 will be established.

The logic LP is one of the first 3-valued paraconsistent logics introduced
in the literature. It consists of the same matrices for negation and conjunction
as in Lukasiewicz and Kleene’s 3-valued logics (which are the same as in LPT)
together with Kleene’s matrix for implication:

o 12 0|
1 [1[1/2] 0

121 [1/2]1/2
0 [[1] 1 [ 1

Clearly, a D ( is =(a A —=f3). Different to Kleene’s logic, the designated
truth-values are 1 and % This logic was introduced by F. Asenjo in [1] as
a formal framework for studying antinomies. In [14], G. Priest studied this
logic in detail, from the perspective of matrix logics, baptizing it as LP (the
logic of paradox).

The semantics for the first-order version of LP, proposed by Priest, (see,
for instance, [15] and [6]) is given by means of LP-models A, which are usual
tarskian structures, except that any n-ary relation symbol P is interpreted as
an ordered pair <Pf, Pf‘>, such that Pf U PA = D" where D (a nonempty
set) is the domain of the structure A.

The truth and falsehood of sentences in a structure A are defined induc-
tively in the following way:

AEYP(r...7,) iff ((7'1)“4, e (Tn)A) c Pf;
AE"P(ny...7,) iff ((Tl)A, o (Tn)‘A> € P4

25



A —p it AR ¢;

A" e it AEY ¢;

AET (oY) it AET pand AET ¢

AR (pAe) it AF por AR o

AT e iff AET ¢[z/a] for at least one a € D;
A" 3Jze iff A" ¢[z/a] for all a € D.

Finally, the (semantical) consequence relation in LP is defined as follows:
I' =rp o iff, for every LP-model A, if A =T 4 for every ¢ € T then A =1 .
It will be shown that the first-order semantics of LP coincides with the
pragmatic satisfaction of LPT1, and so the former is a fragment of the latter.
Since Pf and P4 are not necessarily mutually disjoint, the set Pf N PA
interprets the conjunction P A—P. Thus, given a partial structure 2, an LP-
model Ay can be constructed as follows: the set P{* is given by P* U P,
and the set P™* is given by P® U P2, The interpretation of the symbols for
function and the constants remains the same. Notice that Pfg‘ npAr = p2,
Conversely, given an LP-model A, it is defined a partial structure A4 as
follows: Pi4 = PA—(PANPA); P* = PA—(PANPA); and P*4 = PANPA.
The symbols for function and the constants are interpreted in the same way.
It is easy to see that, given A, then A = Ag,). On the other hand,
A = A 4,) for every 2. This shows that the class of models of LP and LPT1
are essentially the same.
From this, a comparison between both semantics, LP and LPT1, can
now be established (assume, without loss of generality, that 3 is primitive in
LPT1, while V is defined from 3 by using the negation —):

Proposition 6.12. Let 2 be a partial structure for a signature ¥ and let
L(X) be the language of first-order LP over a signature X:

Al iff Ay =T ¢;
A - iff Ay E7 o

Proof. Straightforward, by induction on the complexity of the sentence .
O

Proposition 6.13. let L(X) be the language of first-order LP over a signa-
ture . Then:
I ):Lp 2 iff T'lF (2 if I |_LPT1 .
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Proof. Immediate, by Proposition 6.12 and the definition of semantic entail-
ment in both logics. O]

Corollary 6.14. First-order LP is the {—, A, 3}-fragment of LPT1. O

The difference between logic LPT1 and first-order LP is that the former
includes a classical implication — and a bottom 1, which produce together
a strong negation ~. This feature is not present in the logic LP.

6.2 LPT1 and evolutionary databases

In [4], W. Carnielli, J. Marcos and S. de Amo introduced the so-called evolu-
tionary databases, which are databases based on the paraconsistent first-order
logic LFI1*. The idea was to explore the possibility of using the first-order
extension of a 3-valued paraconsistent logic in order to analyze inconsistent
databases.

The 3-valued logic underlying evolutionary databases is LFI1, an LFI
(re)introduced in [4]. This logic was independently studied by several authors
at different times and with different names, signature and motivations. It is
equivalent to the well-known logic J3, introduced in 1970 by I. D’Ottaviano
and N. da Costa in [10]. More surprisingly, it was also introduced by K.
Schiitte in 1960, in the context of Proof Theory (see [17]).!?

The logic LFI1 can be defined over the signature formed by the connec-
tives A, V, =, — and e. The truth-tables for A, V and — are as in LPT;
the inconsistency operator e coincides with the operator —o of LPT (see
truth-table below), while the (deductive) implication = is defined by the
truth-table below. The distinguished truth-values are 1 and %

= t[1/2]0] [ [e]
1 [1[1/2]0 1[0
121[1/2]0 121
0 [[1] 1 [1 0 [0

All the truth-tables in the class of 8Kb maximal (w.r.t. classical logic) 3-
valued logics can be defined inside of LFI1 (cf. [3]). In particular, the matrices
of LPT are definable in LFI1: o — 8 = =~(a = ), where ~a = =a A —eq.
Thus, LPT is a fragment of LFI1. The interesting fact to be noted is that
the implication = of LFI1 can be defined in LPT as a = 8 = ~a V . This
means that LPT coincides with LFI1 (and so with J3 and with Schiitte’s
logic), being therefore one more reincarnation of this extremely interesting

12For more details about the logic LFI1 and its history see [3].
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3-valued logic. It is worth noting that « — f and a@ = [ = ~a V 3
are semantically equivalent, but they are not intersubstitutable, since both
logics does not satisfy replacement. For instance, o(a — ) and o(a = f)
are inequivalent.

The logic LFI1 was extended in [4] to first-order languages, producing the
logic LFI1* for evolutionary databases. The semantics for LFI1* is briefly
described in the sequel.

An LFI1*-structure is a classical tarskian structure I such that its do-
main |/| contains two distinguished elements denoted by v and x. Terms
and predicate symbols are interpreted in I as usual. Given a symbol for
n-ary relation P, and its classical interpretation P! C |I|", its extended in-
terpretation is a new relation P/" C P! x {v', x}, such that elements of the
form (@,v') and (@, x) do not occur simultaneously in P’". The notion of
satisfaction of sentences by a structure [ is defined inductively as follows:

(1) IEP(r,...,7,) iff (7

1y n7

L vyeP"or (e, .. 7], x) e P"

71

(2) TE=P(1,...,7,) iff (Tl,... mlx) e P,

y'n

orboth (rf,...,71,v)¢ P'" and (r,... 7! x) ¢ P!

n)

3) IEeP(r,....7) iff (rf,.... 7], x) e P

n

4H ITEanpg iff IFaand IF S

5) IFavp it IFaorlkEp
IFa=p0p it I FaorlF}
7) I ¥ —a implies I F «

8

(
(
(
(6
(
8) [E——a iff TFa
(

10 —(aVvp) iff TE-aandlE-p

11 —(a=p) iff IFaandF —f
12) TEex iff IFaand I E -«
ITE —eq iff IF ex

) 1
)
)
)
)
)
9) TE—(aAp) iff TE-aorlF-3
) 1
) 1
)
)
14) [ EVza iff Tk alz/a) for every a € |1
)

(
(
(
(13
(
(15) IF 3z iff Tk alz/a] for some a € |1
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I'E —Vza iff TFJz-a

)

17) 1 E -Jza iff 1 EVr-a
) I EeVza iff I FVra and I F Jren
)

19) I E edza iff [ EVz—a and [ E dzea.

Now, the relationship between LFI1* and LPT1 will be analyzed, showing
that they coincide.

Given an LFI1*-structure I, define a partial structure 2; over the same
domain D = |I| as follows: if P is a symbol for a n-ary relation then:

(a) P ={deD" : (d,v)e P}
(b) P ={de D" : (d@x)e P}
(c) PP"={@eD" : (@,v)¢P" and (@ x)¢ P}

The symbols for functions and constants are interpreted in 2y as in /.
Conversely, given a partial structure %A, let Iy be the LFI1*-structure
defined as follows: if P is a symbol for a n-ary relation then:

(d) PR = P2y P
(e) P ={(@,v) : @ae PYu{(d,x) : de P}.

The symbols for functions and constants are interpreted in Iy as in 2.

It is worth noting that, given %l and I, it holds that 24 = 2{,) and
I = I(5(;). This shows that the class of structures of both logics are essentially
the same. From this, it is obtained the following result (cf. [18]):

Proposition 6.15. Let 2 be a partial structure and consider the LFI1*-
structure Iy. Then, for every symbol for n-ary relation P and for every
ae D"

(i) @e P2 iff (d,v) e Pk,

(i) @ € PY iff (@, x) € Ph;

(i) @ € PY iff (@,v') ¢ P and (@, x) ¢ Pl

(iv) Iy | P(my,...,m) iff Al P(r,...,7);

(V) Iy = =P(r,...,7) iff Al =P(r,.... 7). O
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Given a formula ¢ of LFI1*, let ©* be the corresponding formula of LPT1
obtained from ¢ by replacing every occurrence of ea by —oa and every ocur-
rence of a = [ by ~a V . From the last result, it follows:

Proposition 6.16. Let 2 be a partial structure and consider the LFI1*-
structure Iy. Then, for every sentence v of LFI1*: Iy E o iff A IF o
O

Given that every I is of the form Iy, the last result shows that LFI1*
coincides with LPT1:

Corollary 6.17. LPT1 coincides with LFI1* up to language. 0
From corollaries 6.14 and 6.17 it follows:

Corollary 6.18. First-order LP is the {—, A, 3}-fragment of LFI1*. OJ

7 Final Remarks

This paper presents an alternative approach to the study of the quasi-truth
theory introduced by Mikenberg, da Costa and Chuaqui. One of the main
contributions is that the notion of predicates as ordered triples was extended
recursively to every first-order complex formula. Thereby, the interpretation
of each formula ¢ in a partial structure 2l originates inductively a triple
(P, 0%, 00,

From this, it follows that the new semantics generalizes the usual pers-
pective that any first-order formula ¢ (with at most n free variables) in
a structure 2 can be seen as a relation R = {@ € D" : A = p[d]}, defined
inductively. In other words, the semantics proposed in this paper generalizes
simultaneously the notion from Tarski’s truth and the notion of quasi-truth
from Mikenberg et alia.

Besides, our strategy avoids constructing the total structures, and the
notion of pragmatic satisfaction is given, mutatis mutandis, by the tarskian
notion of satisfaction.

Another contribution of this paper is the axiomatization of the new notion
of quasi-truth, and the presentation of a 3-valued paraconsistent logic that
represents its propositional base.

Finally, the proposed logic for quasi-truth LPT1 was compared with two
related systems: the (first-order) paraconsistent logic LP and the logic LFI1*
of evolutionary databases, showing that the former is a fragment of LPT1,
while the latter is a version of LPT1 defined in a slightly different language.
As a consequence, we obtain a characterization of the logic of evolutionary

30



databases which is simpler than the original, and closer to the tarskian def-
inition of truth. From this, it follows that first-order LP is a fragment of
LFI1*.

It is worth noting that, through the semantic of ordered triples, that is, by
means of the set-theoretic operations associated to the connectives and quan-
tifiers, it is possible to originate different theories of quasi-truth. Besides, this
approach would allow us to define different 3-valued logics according to the
technique introduced in Section 2. For instance, it would be interesting to
characterize other well-known 3-valued logics such as Lukasiewicz’s L3 and
Kleene’s logic K.
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