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#### Abstract

This paper surveys and compares various strategies for processing logic queries in relational databases The survey and comparison is limited to the case of Horn Clauses with evaluable predicates but without function symbols The paper is organized in three parts In the first part, we introduce the man concepts and definitions In the second, we describe the varous strategies For each strategy, we give its main characteristics, its application range and a detalled description We also give an example of a query evaluation The third part of the paper compares the strategies on performance grounds We first present a set of sample rules and queries which are used for the performance comparisons, and then we characterize the data Finally, we give an analytical solution for each query/rule system Cost curves are plotted for specific configurations of the data


## 1. Introduction

The database communty has recently manifested a strong interest in the problem of evaluating "logic queries" agannst relational databases This interest is motivated by two converging trends (1) the desire to integrate database technology and artificial intelligence technology ie, to extend database systems, to provide them with the functoonality of expert systems thus creating "knowledge base systems" and (n) the desire to
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integrate logic programming technology and database technology 1 e , to extend the power of the interface to the database system to that of a general purpose language The second goal is of a somewhat different nature and has found in its ranks proponents of object oriented, functional and imperative as well as logic based programming languages The logic programming camp is relying on the fact that logic programming and relational calculus have the same underlying mathematical model, namely first order logic
Of course, database researchers already know how to evaluate logic queries the view mechanism, as offered by most relational systems, is a form of support of a restricted set of logic queries But those logic queries are restricted to be nonrecursive and the problem of effiriently supporting recursive queries is still open
In the past five years, following the proneering work by Chang, Shapiro and McKay, and Henschen and Naqvi, numerous strategies have been
proposed to deal with recursion in logic queries The positive side of this work is that there are a lot of algorithms offered to solve the problem The negative side is that we do not know how to make a choice of an algorithm It seems reasonable to say that all these strategies can only be compared on three grounds functionality ( 1 e , application domain), performance and ease of implementation However, each of these algorithms is described at a different level of detall, and it is sometimes difficult to understand their differences In fact, we shall claim later in this paper that some of them are indeed identical Each comes with little or no performance analysis, and the application domain is not always easy to identify We try in this paper to evaluate these algorithms with respect to these three criteria We describe all the algorithms at the same level of detall and demonstrate their behavior on common examples This is not always easy to do since some of them are farrly well formalized while others are merely sketched as an 1dea
For each one of them, we state in simple terms the application domain Finally, we give a first sımple comparison of the performance of these algorithms Choosing a simple set of typical queries, a simple characterization of the data and a simple cost function, we give an analytical evaluation of the cost of each strategy The results give a first insight into the respective value of all the proposed strategies
The rest of the paper is organzed as follows In section 2 we present our definitions and notations, and introduce the main ideas In section 3 we present the main features of the strategies, and describe each one individually, and finally, in section 4, we present the performance evaluation methodology and results

## 2. Logic Databases

### 2.1. An Example

Let us start by discussing informally an example Here is what we call a "logic database"

```
parent(cain,adam)
parent(abel,adam)
parent(cain,eve)
parent(abel,eve)
parent(sem,abel)
ancestor(X,Y) - ancestor(X,Z),ancestor(Z,Y)
ancestor(X,Y) - parent(X,Y)
generation(adam,1)
generation(X,I) - generation(Y,J),
    parent(X,Y),J=I-1
generation(X,I) - generation(Y,J),
```

$$
\operatorname{parent}(\mathrm{Y}, \mathrm{X}), \mathrm{J}=\mathrm{I}+1
$$

Note that this is a purely syntactic object In this database, we have a set of predicate or relation names (parent, ancestor and generation), a set of arithmetic predicates ( $\mathrm{I}=\mathrm{J}+1, \mathrm{I}=\mathrm{J}-1$ ) and a set of constants (adam, eve, cain, sem and abel) Finally, we have a set of variables ( $X, Y$ and $Z$ ) The database consists of a set of sentences ending with a period "parent(cain,adam)" is a fact, and "ancestor(X,Y) - parent(X,Y)" is a rule
Let us now associate a meaning with the database We first associate with each constant an object from the real world thus, with "adam" we associate the individual whose name is "adam" Then, we associate with each arithmetic predicate name the corresponding arithmetic operator Then we can interpret intuitively each fact and each rule For instance we interpret "parent(cain,adam)" by saying that the predicate parent is true for the couple (cain,adam), and we interpret the rule
ancestor(X,Y) - ancestor(X,Z), ancestor(Z,Y)
by saying that if there are three objects $X, Y$ and Z such that ancestor $(\mathrm{X}, \mathrm{Z})$ is true and ancestor $(\mathrm{Z}, \mathrm{Y})$ is true then ancestor $(\mathrm{X}, \mathrm{Z})$ is true
This leads to an interpretation which associates with each predicate a set of tuples For instance with the predicate ancestor we associate the interpretation \{(cain,adam), (abel,adam), (cain,eve), (abel,eve), (sem,abel), (sem,adam), (sem,eve) $\}$, and with the predicate generation we assoclate the interpretation \{(adam,1), (eve,1), (cain,2), (abel,2), (sem,3)\}
The problem is to answer queries, given the logic database For instance given a query of the form generation(sem,?) or ancestor(?,adam), how do we find the answer generation(sem,3) and \{ancestor(cain,adam), ancestor(abel,adam), ancestor(sem,adam)\}?
Let us now formalize all the notions encountered in this example and define a logic database We first define it syntactically, then we attach an interpretation to this syntax

### 2.2. Syntax of a Logic Database

We first define four sets of names varzable names, constant names, predicate or relation names and evaluable predicate names
We adopt the Prolog convention of denoting variables by strings of characters starting with an upper case letter and constants by strings of characters starting with a lower case letter or integers For instance X1, Father and Y are variables, while
john, salary and 345 are constants
We use identifiers starting with lower case letters for predicates names and relation names (evaluable and non-evaluable)
We use the term relation (from database terminology) and predicate (from logic terminology) indifferently to represent the same object We shall however interpret them differently a relation will be interpreted by a set of tuples and a predicate by a true/false function There is a fixed arity associated with each relation/predicate
The set of evaluable predicate names is a subset of the set of predicate names We will not be concerned with their syntactic recognition, in the examples it will be clear from the name we use The main examples of evaluable predicate names are arithmetic predicates For instance, sum, difference and greater-than are examples of evaluable predicates of arity 3,3 and 2 respectively, while parent and ancestor are non-evaluable predicates of arity 2
A literal is of the form $p(t 1, t 2$, , tn$)$ where p is a predicate name of arity $n$ and each $t_{1}$ is a constant or a variable For instance father(john, X), ancestor(Y,Z), 1d(John,25,austin) and sum(X,Y,Z) are literals An instantzated literal is one which does not contain any variables For instance id(john, doe, 25 ,austin) $1 s$ an instantiated literal, while father(john,Father) is not
We allow ourselves to write evaluable literals using functions and equality for the purpose of clarity For instance, $Z=X+Y$ denotes sum(X,Y,Z), $I=$ $\mathrm{J}+1$ denotes $\operatorname{sum}(\mathrm{J}, 1, \mathrm{I})$, and $\mathrm{X}>0$ denotes greater-than(X,0)
If $\mathbf{p}(\mathrm{t} 1, \mathrm{t} 2, \mathrm{tn})$ is a literal, we call ( $\mathrm{t} 1, \mathrm{t} 2, \mathrm{tn}) \mathbf{a}$ tuple

A rule 18 a statement of the form

$$
p-q 1, q 2, \quad, q n
$$

where $p$ and the qi's are literals such that the predicate name in $p$ is a non-evaluable predicate $p$ is called the head of the rule, and each of the qi's is called a goal The conjunction of the qi's is the body of the rule We have adopted the Prolog notation of representing implication by ' -' and conjunction by ',' For instance
uncle(John, X) - brother(X,Y), parent(John, Y)
is a rule with head "uncle(john, $X$ )" and body "brother(X,Y), parent(John, Y)"
A ground clause is a rule in which the body is empty A fact is a ground clause which contains no variables For instance

```
loves(X,John)
loves(mary,susan)
```

are ground clauses, but only the second of these is a fact

A database is a set of rules, note that this set is not ordered Given a database, we can partition it into a set of facts and the set of all other rules The set of facts is called the extenstonal database, and the set of all other rules is called the intensional database

### 2.3. Interpretation of a Logic Database

Up to now our definitions have been purely syntactical Let us now give an interpretation of a database This will be done by associating with each relation name in the database a set of instantiated tuples We first assume that with each evaluable predicate $p$ is associated a set natural(p) of instantiated tuples which we call its natural interpretation For instance, with the predicate sum is assoclated an infinite set of all the 3-tuples ( $x, y, z$ ) of integers such that the sum of $x$ and $y$ is $z$ In general the natural interpretation of an evaluable predicate is infinite
Given a database, an interpretation of this database is a mapping which associates with each relation name a set of instantiated tuples
A model of a database is an interpretation I such that
(1) for each evaluable predicate $p$, $\mathrm{I}(\mathrm{p})=$ natural $(\mathrm{p})$, and,
(2) for any rule,

$$
\mathrm{p}(\mathrm{t})-\mathrm{q} 1(\mathrm{t} 1), \mathrm{q} 2(\mathrm{t} 2), \quad, \mathrm{qn}(\mathrm{tn})
$$

for any instantiation $\sigma$ of the variables of the rule such that $\sigma\left(\mathrm{t}_{1}\right)$ is in the interpretation of ql for all 1 then $\sigma(\mathrm{t})$ is is in the interpretation of p

This is simply a way of saying that, in a model, if the right hand side is true then the left hand side is also true This implies that for every fact $p(x)$ of the database the tuple $x$ belongs to the interpretation of $p$
Of course, for a given database there are many models The nice property of Horn Clauses is that among all these models there is a minimal one (minimal in the sense of set inclusion), which is the one we choose as the model of the database [Van Emden and Kowalski 76] Therefore from now on, when we talk about the model or the interpretation of a database, we mean its minımal model
Notice that because of the presence of evaluable arithmetic predicates the minmal model is, in gen-
eral, not finte
Let $p$ be an $n$-ary predicate An adornment of $p$ is a sequence $a$ of length $n$ of b's and f's [Ullman 85] For instance bbf is an adornment of a ternary predicate, and fbff is an adornment of predicate of arty 4 An adornment is to be interpreted inturtively as follows the 1 -th variable of $p$ is bound (respectively free) if the 1 -th element of $a$ is $b$ (respectively f) Let $\mathrm{p}(\mathrm{x} 1, \mathrm{x} 2, \mathrm{xn})$ be a literal, an adornment ala2 an of that hiteral is an adornment of $p$ such that
(1) if xl is a constant then al is b ,
( $\mathbf{u}$ ) if $\mathbf{x l}=\mathrm{xj}$ then $\mathrm{ar}=\mathrm{aj}$
We denote adornments by superscripts A query form is an adorned predicate Examples of query forms are father ${ }^{b /}, \mathrm{Id}^{b / f b}$
A query is a query form and an instantiation of the bound varables We denote it by an adorned literal where all the bound positions are filled with the corresponding constants and the free positions are filled by distinct free variables Therefore father ${ }^{\text {b } ~}$ ( $\mathrm{John}, \mathrm{X}$ ) and $1 \mathrm{~d}^{\text {bffb }}$ ( $\mathrm{John}, \mathrm{X}, \mathrm{Y}, 25$ ) are queries The distinction between queries and query forms are that query forms are actually compiled, and at run-time their parameters will be instanthated Notice that father $(\mathrm{X}, \mathrm{X})$ is not a query form in this formalism
The answer to a query $\mathrm{q}(\mathrm{t})$ is the set
$\{q(\sigma(\mathrm{t})) \mid \sigma$ is an instantiation of t , and $\sigma(\mathrm{t})$ is in the interpretation of q$\}$

### 2.4. Structuring and Representing the Database

A predicate which only appears in the intensional database is a derived predicate A predicate which appears only in the extensional database or in the body of a rule is a base predicate
For performance reasons, it is good to decompose the database into a set of pure base predicates (which can then be stored using a standard DBMS) and a set of pure derived predicates Fortunately, such a decomposition is always possible, because every database can be rewritten as an "equivalent" database contauning only base and derived predrcates. By equivalent, we mean that all the predrcate names of the onginal database appear in the modified database and have the same interpretation
We obtan this equivalent database in the following way: consider any predicate $p$ that is neither base nor derved By definition, we have a set of facts for $p$, and $p$ appears on the left of some rules So we simply introduce a new predicate p_ext and do
the following
(1) replace $p$ by $p_{-}$ext in each fact of $p$,
(2) add a new rule of the form
$\mathrm{p}(\mathrm{X} 1, \mathrm{X} 2, \quad, \mathrm{Xn})$ - p_ext(X1,X2, ,Xn)
where $n$ is the arity of $p$

## Example

father $(\mathrm{a}, \mathrm{b})$
parent(b,c)
grandfather(b,d)
grandfather( $\mathrm{X}, \mathrm{Y}$ ) - father $(\mathrm{X}, \mathrm{Z})$, parent $(\mathrm{Z}, \mathrm{Y})$
becomes
father $(\mathrm{a}, \mathrm{b})$
parent(b,c)
grandfather_ext(b,d)
grandfather $(\mathrm{X}, \mathrm{Y})$ - father $(\mathrm{X}, \mathrm{Z})$, parent $(\mathrm{Z}, \mathrm{Y})$
grandfather(X,Y) - grandfather_ext(X,Y)
Most authors have chosen to describe a set of rules through some kind of graph formalism Predicate Connection Graphs, as presented in [McKay and Shapıro 81], represent the relationshıp between rules and predicates Rule/goal graphs, as presented in [Ullman 85], carry more information because predicates and rules are adorned by their variable bindings We have chosen here to keep the rule/goal graph terminology while using unadorned predicates
The rule/goal graph has two sets of nodes square nodes which are associated with predicates, and oval nodes which are associated with rules If there is a rule of the form

> rp-p1,p2, ,pn
in the intensional database, then there is an arc going from node $r$ to node $p$, and for each predrcate pl there is an arc from node pi to node $r$
Here is an example of an intensional database For the sake of simplicity, we have omitted the variables in the rules

| r 1 | $\mathrm{p} 1-\mathrm{p} 3, \mathrm{p} 4$ |
| :--- | :--- |
| r 2 | $\mathrm{p} 2-\mathrm{p} 4, \mathrm{p} 5$ |
| r 3 | $\mathrm{p} 3-\mathrm{p} 6, \mathrm{p} 4, \mathrm{p} 3$ |
| r 4 | $\mathrm{p} 4-\mathrm{p} 5, \mathrm{p} 3$ |
| r 5 | $\mathrm{p} 3-\mathrm{p} 6$ |
| r 6 | $\mathrm{p} 5-\mathrm{p} 5, \mathrm{p} 7$ |
| r 7 | $\mathrm{p} 5-\mathrm{p} 6$ |
| r 8 | $\mathrm{p} 7:-\mathrm{p} 8, \mathrm{p} 9$ |

The rule/goal graph is.


### 2.5. Recursion

Recursion is often discussed in the single rule context For the purpose of clarity and simphicity, let us first give some temporary definitions in this context We say that a rule is recursive if it is of the form

$$
\mathrm{p}(\mathrm{t})-\quad, \mathrm{p}\left(\mathrm{t}^{\prime}\right),
$$

For instance the rule
ancestor $(X, Y)-\operatorname{ancestor}(X, Z), p a r e n t(Z, Y)$
is recursive
An interesting subcase is that of linear rules Linear rules play an important role because (1) there is a behef that most "real life" recursive rules are indeed linear, and ( 11 ) algorithms have been developed to handle them efficiently
We say that a rule is linear if it is recursive, and the recursive predicate appears once and only once on the right This property is sometime referred to as regularity [Chang 81] We believe the term linear to be more appropriate, and we think that regularity should be kept for another concept (which is not defined here)
For instance the rule
$\mathrm{sg}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{sg}(\mathrm{XP}, \mathrm{YP})$
is linear, while the rule
ancestor(X,Y) - ancestor(X,Z), ancestor(Z,Y)
is not
These definitions are farrly simple in the single rule context They are a little more involved in the context of a set of rules where properties have to be attached to predicates instead of rules Consider the following database

$$
\begin{aligned}
& \mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{bl}(\mathrm{X}, \mathrm{Z}), \mathrm{q}(\mathrm{Z}, \mathrm{Y}) \\
& \mathrm{q}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{Z}), \mathrm{b} 2(\mathrm{Z}, \mathrm{Y})
\end{aligned}
$$

Neither of the rules are recursive according to the above definition, while clearly both predicates $p$ and $q$ are recursive
We now come to the general definitions of recursion in the multirule context Let $p$ and $q$ be two predicates We say that $p$ derives $q$ (denoted $p \rightarrow$ q) If it occurs in the body of a rule whose head predicate is $q$ We define $\rightarrow+$ to be the transitive closure (not the reflexive transitive closure) of $\rightarrow$ A predicate $p$ is said to be recursive if $p \rightarrow+p$ Two predicates $p$ and $q$ are mutually recursive if $p$ $\rightarrow+q$ and $q \rightarrow+p$ It can be easily shown that mutual recursion is an equivalence relation on the set of recursive predicates Therefore the set of recursive predicates can be decomposed into disjoint blocs of mutually recursive predicates
Given a set of rules, we say that the rule $\mathrm{p}-\mathrm{p} 1, \mathrm{p} 2$, pn is recursive 1 ff there exists p 1 in the body of the rule which is mutually recursive to p
A recursive rule p-p1,p2, ,pn is linear if there is one and only one pi in the body of the rule which is mutually recursive to $p$ A set of rules is linear if every recursive rule in it is linear For instance, the following system is linear

| r1 | $\mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{p} 1(\mathrm{X}, \mathrm{Z}), \mathrm{q}(\mathrm{Z}, \mathrm{Y})$ |
| :--- | :--- |
| r 2 | $\mathrm{q}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{Z}), \mathrm{p} 2(\mathrm{Z}, \mathrm{Y})$ |
| r3 | $\mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{b} 3(\mathrm{X}, \mathrm{Y})$ |
| r 4 | $\mathrm{p} 1(\mathrm{X}, \mathrm{Y})-\mathrm{b} 1(\mathrm{X}, \mathrm{Z}), \mathrm{p} 1(\mathrm{Z}, \mathrm{Y})$ |
| r5 | $\mathrm{p} 1(\mathrm{X}, \mathrm{Y})-\mathrm{b} 4(\mathrm{X}, \mathrm{Y})$ |
| r6 | $\mathrm{p} 2(\mathrm{X}, \mathrm{Y})-\mathrm{b} 2(\mathrm{X}, \mathrm{Z}), \mathrm{p} 2(\mathrm{Z}, \mathrm{Y})$ |
| r7 | $\mathrm{p} 2(\mathrm{X}, \mathrm{Y})-\mathrm{b5}(\mathrm{X}, \mathrm{Y})$ |

The set of recursive predicates is $\{p, q, p 1, p 2\}$, the set of base predicates is $\{b 1, b 2, b 3, b 4, b 5\}$ The blocks of mutually recursive predicates are $\{[p, q],[p 1],[p 2]\} \quad$ The recursive rules are $\mathrm{r} 1, \mathrm{r} 2, \mathrm{r} 4$ and r6, and the system is linear even though rules r1 and r2 both have two recursive predicates on their right
We say that two recursive rules are mutually recursive iff the predicates in their heads are mutu-
ally recursive This defines an equivalence relation among the recursive rules
Thus mutual recursion defines an equivalence class among recursive predicates and among the recursive rules, [Bancilhon 85] Therefore, it groups together all predicates which are mutually recursive to one another, 1 e which must be evaluated as a whole It also groups together all the rules which participate in evaluating those blocks of predicates Let us now see how this can be represented in the rule/goal graph We define the reduced rule/goal graph as follows
Square nodes are associated with non-recursive predicates or with blocks of mutually recursive predicates and, oval nodes are associated with non-recursive rules or with blocks of mutually recursive rules The graph essentially describes the non-recursive part of the database by grouping together all the predicates which are mutually recursive to one another and isolating the recursive parts For every non-recursive rule of the form $r$ $\mathrm{p}-\mathrm{p} 1, \mathrm{p} 2$, pn , there is an arc going from node r to node $p$ ( ff p is non-recursive), or to node [ p ], which is the node representing the set of predicates mutually recursive to $p$ (if $p$ is recursive) For each non-recursive predicate pi, there is an arc from the node pi to the node $r$, and for each recursive predrcate pJ there is an arc going from [p] the node representing the set of predicates mutually recursive to pJ
Finally, each bloc of recursive rules [r] is uniquely associated to a set of mutually recursive predicates [ p ], and we draw an arc from [ p$]$ to $[\mathrm{r}]$ and an arc from $[r]$ to $[p]$ We also draw an arc from $q$ (if $q$ is non-recursive) or from [q] (if $q$ is recursive) to [ $r$ ] if there is a rule in $[\mathrm{r}]$ which has q in its body This grouping of recursive predicates in blocks of strongly connected components is presented in [Morris et al 86]
Here is the representation of the previous database


### 2.6. Safety of Queries

Given a query $q$ in a database $D$, we say that $q$ is safe in D if the answer to $q$ is finite Obviously unsafe queries are highly undesirable

Sources of unsafeness are of two kinds
(1) the evaluable arithmetic predicates are interpreted by infinite tables Therefore they are unsafe by definition For mstance the query greaterthan $(27, X)$ is unsafe
(n) rules with free variables in the head which do not appear in the body are a source of unsafeness in the presence of evaluable arthmetic predicates (the arithmetic predicates provide an infinte underlying domain, and the variable from the head of the rule which does not appear on the right ranges over that domain) Thus for instance, in the system
good-salary $(\mathrm{X})-\mathrm{X}>100000$
like(X,Y) - nice(X)
mice(John)
the query like(John, X )? is unsafe because, in the minimal model of the database like(John, $x$ ) is true for every mteger $x$ Note that if the first rule was not there, like(John, X)' would be safe and have answer like(John,john)
The problem of safety has received a lot of attention recently [Afratı et al 86, Ullman 85, Zanolo

86] We shall not survey those results here but merely present some simple sufficient syntactic conditions to guarantee safety A rule is range restricted if every variable of the head appears somewhere in the body Thus in this system

```
r1 loves(X,Y) - nce(X)
r2 loves(X,Y) - nice(X),human(Y)
```

r1, which corresponds to "nice people love everything", is not range restricted while r2, which corresponds to "nice people love all humans", is Obviously, every ground rule which is not a fact is not range restricted For instance

## loves(John,X)

is not range restricted
A set of rules is range restricted if every rule in this set is range restricted
It is known [Reiter 78] that if each evaluable predicate has a finte natural interpretation, and of the set of rules is range restricted, then every query defined over this set of rules is safe This apphes obviously to the case where there are no evaluable predicates However, if there are evaluable predicates with infinte natural interpretations, safety is no longer assured We now present a simple sufficient condition for safety in the presence of such predicates
A rule is strongly safe iff (1) it is range restricted, and (2) every variable in an evaluable predicate term also appears in at least one base predicate
For example, the rule

$$
\text { well-pard(X) - has-salary(X,Y), } \mathrm{Y}>100 \mathrm{~K}
$$

is strongly safe, whereas

$$
\text { great-salary(X) }-X>100 \mathrm{~K}
$$

is not strongly safe
A set of rules is strongly safe if every rule in this set is strongly safe
Any query defined over a set of strongly safe rules is safe However, while this is a sufficient condition, it is not necessary We can develop better conditions for testing safety, or leave it to the user to ensure that his queries are safe

### 2.7. Effective Computability.

Safety, in general, does not guarantee that the query can be effectively computed Consider for instance

$$
\begin{aligned}
& \mathrm{p} 1(1, \mathrm{X}, \mathrm{Y})-\mathrm{X} \geq \mathrm{Y} \\
& \mathrm{p} 2(\mathrm{X}, \mathrm{Y}, 2)-\mathrm{X} \leq \mathrm{Y} \\
& \mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{p} 1(\mathrm{X}, \mathrm{Z}, \mathrm{Z}), \mathrm{p} 2(\mathrm{Z}, \mathrm{Z}, \mathrm{Y})
\end{aligned}
$$

The query $p(X, Y)$ is safe (the answer is $\{p(1,2)\}$ ), but there is no safe computation for it
However, strongly safe rules are guaranteed to be safe and safely computable
In fact, while we might often be willing to let the user ensure that his queries are safe, it is desirable to ensure that the query can be computed without materializing "infinite" intermediate results We now present a sufficient condition for ensuring this
We first need some information about the way arithmetic predicates can propagate bindings So we characterize each arithmetic predicate by a set of safety dependencres [Zanolo 86] A safety dependency is a couple ( $\mathrm{X} \rightarrow \mathrm{Y}$ ) where X is a set of attributes and Y is a set of attributes It is to be interpreted intuitively as "if the values of the X attributes are fixed then there is a finite number of values of the Y attributes associated with them" Therefore, while their semantics is dufferent from that of functional dependencles, they behave in the same fashion (and have the same axiomatization) Of course, we assume that the natural interpretation of the evaluable predicate satisfies the set of safety dependencies
For mstance, the ternary arithmetic predicate "sum" has the safety dependencres

$$
\begin{aligned}
\{1,2\} & \rightarrow\{3\} \\
\{1,3\} & \rightarrow\{2\} \\
\{2,3\} & \rightarrow\{1\}
\end{aligned}
$$

while the arithmetic predicate "greater than" has only trivial safety dependencies
Now consider a rule, and define each variable in the body to be secure if it appears in a nonevaluable predicate in the body or if it appears in position 1 in an evaluable predicate $p$ and there is a subset $I$ of the variables of $p$ which are secure and $\mathrm{I} \rightarrow\{1\}$ Note that the definition is recursive
A rule is bottom-up evaluable if
1 it is range restricted, and
2 every variable in the body is secure

## For instance

$\mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{Y}=\mathrm{X}+1, \mathrm{X}=\mathrm{Y} 1+\mathrm{Y} 2, \mathrm{p}(\mathrm{Y} 1, \mathrm{Y} 2)$
is bottom-up evaluable because (1) Y1 and Y2 are secure (they appear in p which is non-evaluable), (in) in $\mathrm{X}=\mathrm{Y} 1+\mathrm{Y} 2$, the safety dependency $\{\mathrm{Y} 1, \mathrm{Y} 2\}$ $\rightarrow\{X\}$ holds, therefore $X$ is secure, and (in) in $\mathrm{Y}=\mathrm{X}+1$, the safety dependency $\{\mathrm{X}\} \rightarrow\{\mathrm{Y}\}$ holds,
therefore Y is secure
On the contrary

$$
\mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{X}>\mathrm{Y} 1, \mathrm{q}(\mathrm{Y} 1, \mathrm{Y})
$$

is not bottom-up evaluable because X is not secure A set of rules is bottom-up evaluable if every rule in this set is bottom-up evaluable
Any computation using only a set of bottom-up evaluable rules can be carrned out without materializing infinite intermediate results The computation proceeds in a strictly bottom-up manner, using values for the body variables to produce values for the head variables The bottom-up evaluability criterion ensures that the set of values for body variables is finite at each step However, there may be an infinite number of steps For example, if we repeatedly apply the bottom-up evaluable rule given above, at each step we have a finite number of values (in this case, a unique value) for Y 1 and $Y 2$, and hence for $X$ and $Y$ However, we can apply the rule an infinite number of times, producing new values for $X$ and $Y$ at each step

## 3. The Strategies

In the past five years, a large number of strategies to deal with Horn rules have been presented in the literature A strategy is defined by (1) an application domain ( $1 \mathrm{e}, \mathrm{a}$ class of rules for which it applies) and ( 11 ) an algorithm for replying to queries given such a set of rules
In studyıng the strategies, we found that the methods were described at different levels of detall and using different formalisms, that they were sometımes very difficult to understand (and sometimes were understood differently by subsequent authors), that the application domain was not always very clearly defined, and that no performance evaluation was given for any of the strategies, which left the choice of a given strategy completely open when the application doman was the same Finally, we found that some of the strategies were in fact the same
We think that the strategies should be compared according to the following criteria (i) size of the apphcation domain, (the larger the better), (n) performance of the strategy, (the faster the better) and (in) ease of implementation (the simpler the better) While the last criterion is somehow subjective, the first two should be quantifiable In this section, we give a complete description of our understanding of the strategies and of their applcation domains, and we demonstrate each one of them through an example As much as possible, we have tried to use the same example, except for
some "specialized" strategies where we have picked a specific example which exhibits its typical behavior

### 3.1. Characteristics of the Strategies

### 3.1.1. Query Evaluation vs. Query Optimization

Let us first distinguish between two approaches one first class of strategies consists of an actual query evaluation algorithm, 1 e a program which, given a query and a database, will produce the answer to the query We will call these methods Representatives of this class are Henschen-Naqui, Query/Subquery (QSQ) or Extenszon Table, APEX, Prolog, Natve Evaluation and Semi-Natve Evaluation
The strategies in the second class assume an underlying simple strategy (which is in fact naive or semi-naive evaluation) and optimize the rules to make their evaluation more efficient They can all be described as term rewriting systems These include Aho-Ullman, Counting and Reverse Countıng, Magıc Sets and Kıfer-Lozınsku
Note that this distinction is somehow arbitrary each of the optimization strategies could be described as a method (when adding to it naive or semi-narve evaluation) However, this decomposition has two advantages (1) it might make sense from an implementation point of view to realize the optimization strategies as term rewning systems on top of an underlying simpler method such as narve evaluation, and (in) from a pedagogical standpoint, they are much easier to understand this way, because presenting them as term rewriting systems indeed captures their essence
The subsequent characteristics only relate to pure methods

### 3.1.2. Interpretation vs. Compilation

A method can be interpreted or compiled The notion is somehow fuzzy, and difficult to characteruze formally We say that the strategy is compiled if it consists of two phases (i) a complation phase, which accesses only the intensional database, and which generates an "object program" of some form, and (11) an execution phase, which executes the object program against the facts only $A$ second characteristic of compiled methods is that all the database query forms ( 1 e , the query forms on base relations which are directly sent to the DBMS) are generated during the complation phase This condition is very important, because it allows the DBMS to precompile the the query
forms Otherwise the database query forms are repetitively compled by the DBMS during the execution of the query, which is a time consuming operation If these two conditions do not hold, we say that the strategy is interpreted In this case, no object code is produced and there is a fixed program, the "interpreter", which runs against the query, the set of rules and the set of facts

### 3.1.3. Recursion vs. Iteration

A rule processing strategy can be recursive or uterative It is iterative of the "target program" (in case of a compiled approach) or the "interpreter" (in case of the interpreted approach) is iterative It is recursive if this program is recursive, $1 e$, uses a stack as a control mechanism Note that in the iterative methods, the data we deal with is statıcally determined For instance, if we use temporary relations to store intermediate results, there are a finite number of such temporary relations On the contrary, in recursive methods the number of temporary relations maintained by the system is unbounded

### 3.1.4. Potentially Relevant Facts

Let $D$ be a database and $q$ be a query $A$ fact $p(a)$ is relevant to the query iff there exists a derivation $p(a) \rightarrow * q(b)$ for some $b$ in the answer set The notion of relevant fact was introduced in [Lozinskil 85], we use it here with a somewhat different meaning If we know all the relevant facts in advance, instead of using the database to reply to the query, we can use the relevant part of the database only, thus cutting down on the set of facts to be processed A sufficient set of relevant facts is a set of facts such that replacing the database by this set of facts gives the same answer to the query Unfortunately, in general there does not exist a unique minımal set of facts as the following example shows

```
suspect(X) - long-har(X)
suspect(X) - alen(X)
long-hair(antoine)
alien(antoine)
```

Minimal sets of facts with respect to the query suspect(X) ${ }^{?}$ are $\{$ long-hair(antoine) $\} \quad$ and \{alien(antoine)\} The second unfortunate thing about relevant facts is that it is in general impossible to find all the relevant facts in advance without spending as much effort as in replying to the query Thus, all methods have a way of finding a superset of relevant facts We call this set the set of potentzally relevant facts $A$ set of potentially relevant facts is valed if it contains a sufficient set
of relevant facts An obvious but not very interesting valid set is the set of all facts of the database

### 3.1.5. Top Down vs. Bottom Up

Consider the following set of rules and the query

```
ancestor(X,Y) - parent(X,Z), ancestor(Z,Y)
ancestor(X,Y) - parent(X,Y)
query(X) - ancestor(John,X)
```

We can view each of these rules as productions in a grammar In this context, the database predicates (parent in this example) appear as terminal symbols, and the derived predicates (ancestor in this example) appear as the non-terminal symbols Finally, to pursue the analogy, we shall take the distinguished symbol to be query $(\mathrm{X})$ Of course, we know that the analogy does not hold totally, for two reasons (1) the presence of variables and constants in the literals and (11) the lack of order between the literals of a rule (for instance "parent(X,Z), ancestor $(Z, Y)$ " and "ancestor(Z, Y), parent(X,Z)" have the same meaning) But we shall ignore these differences, and use the analogy informally

Let us now consider the language generated by this "grammar" It consists of
\{parent(John,X),
parent(John, X), parent(X,X1),
parent(John,X), parent(X,X1),parent(X1,X2), \}

This language has two interesting properties (i) it consists of first order sentences involving only base predicates, 1 e , each word of this language can be directly evaluated against the database, and (11) if we evaluate each word of this language against the database and take the union of all these results, we get the answer to the query
There is a minor problem here the language is not fimte, and we would have to evaluate an infinite number of first order sentences To get out of this difficulty, we use termination conditions which tell us when to stop An example of such a termination condition is if one word of the language evaluates to the empty set, then all the subsequent words will also evaluate to the empty set, so we can stop generating new words Another example of a termination condition is if a word evaluates to a set of tuples, and all these tuples are already in the evaluation of the words preceding it, then no new tuple will ever be produced by the evaluation of any subsequent word, thus we can stop at this point

All query evaluation methods in fact do the following
(1) generate the language, (11) while the language is generated, evaluate all its sentences and (in) at each step, check for the termination condition
Therefore, there are essentially two classes of methods those which generate the language bottom up, and those which generate the language top-down The bottom-up strategies start from the terminals ( 1 e , the base relations) and keep assembling them to produce non-terminals ( e derived relations) until they generate the distinguished symbol ( 1 e , the query) The top-down strategies start from the distinguished symbol (the query) and keep expanding it by applying the rules to the non-termınals (derived relations) As we shall see, top-down strategies are often more efficient because they "know" which query is being solved, but they are more complex Bottom up strategies are simpler, but they compute a lot of useless results because they do not know what query they are evaluating

### 3.2. The Methods

We shall use the same example for most of the methods The intensional database and query are

```
r1 ancestor(X,Y) - parent(X,Z),ancestor(Z,Y)
r2 ancestor(X,Y) - parent(X,Y)
r3 query(X) - ancestor(aa,X)
```

The extensional database is

```
parent(a,aa)
parent(a,ab)
parent(aa,aaa)
parent(aa,aab)
parent(aaa,aaaa)
parent(c,ca)
```


### 3.2.1. Naive Evaluation

Naive Evaluation is a bottom-up, compiled, iterative strategy
Its apphcation domain is the set of bottom-up evaluable rules
In a first phase, the rules which derive the query are compiled into an iterative program The compilation process uses the reduced rule/goal graph It first selects all the rules which derive the query $A$ temporary relation is assigned to each derived predicate in this set of rules $A$ statement which computes the value of the output predicate from the value of the input predicates is associated with each rule node in the graph With each set of mutually recursive rules, there is associated a loop
which applies the rules in that set until no new tuple is generated Each temporary relation is initralized to the empty set Then computation proceeds from the base predicates capturing the nodes of the graph
In this example, the rules which denve the query are $\{r 1, r 2, r 3\}$, and there are two temporary relations ancestor and query The method consists in applying $r 2$ to parent, producing a new value for ancestor, then applying rl to ancestor until no new tuple is generated, then applying r3
The object program is

## begin

initialize ancestor to the empty set, evaluate (ancestor(X,Y) - parent(X,Y)),
insert the result in ancestor,
while "new tuples are generated" do
begin
evaluate (ancestor( $\mathrm{X}, \mathrm{Y}$ ) - parent $(\mathrm{X}, \mathrm{Z})$, ancestor ( $Z, Y)$ )
using the current value of ancestor,
insert the result in ancestor
end,
evaluate (query (X) - ancestor(aa, X)),
insert the result in query
end
The execution of the program against the data goes as follows

Step 1 Apply r1
The resulting state is
ancestor $=\{(\mathrm{a}, \mathrm{aa}),(\mathrm{a}, \mathrm{ab}),(\mathrm{aa}, \mathrm{aa}),(\mathrm{aa}, \mathrm{aab})$, (aaa,aaaa), (c,ca)\}
query $=\{ \}$
Step 2 Apply r2
The following new tuples are generated in ancestor $\{(a, a a a),(a, a a b),(a a, a a a a)\}$
And the resulting state is
ancestor $=\{(a, a a),(a, a b),(a a, a a a),(a a, a a b)$,
(aaa,aaaa), (c,ca), (a,aaa), (a,aab), (aa,aaaa)\}
query $=\{ \}$
New tuples have been generated so we continue
Step 3 Apply r2
The following tuples are generated
$\{(a, a a a),(a, a a b),(a a, a a a a),(a, a a a a)\}$
The new state is
ancestor $=\{(\mathrm{a}, \mathrm{aa}),(\mathrm{a}, \mathrm{ab}),(\mathrm{aa}, \mathrm{aaa}),(\mathrm{aa}, \mathrm{aab})$,
(aaa,aaaa), (c,ca), (a,aaa), (a,aab),
(aa,aaaa), (a,aaaa)\}
query $=\{ \}$
Because (a,aaaa) is new, we continue
Step 4 Apply r2

The following tuples are generated
$\{(\mathrm{a}, \mathrm{aaa}),(\mathrm{a}, \mathrm{aab}),(\mathrm{aa}, a \mathrm{aaa}),(\mathrm{a}, \mathrm{aaaa})\}$
Because there are no new tuples, the state does not change and we move to r3

Step 5 Apply r3
The following tuples are produced in query $\{(a, a a a),(a a, a a a a)\}$ and the new state is ancestor $=\{(a, a a),(a, a b),(a a, a a a),(a a, a a b)$, (aaa,aaaa), (c,ca), (a,aaa), (a,aab), (aa,aaaa), (a,aaaa)\}
query $=\{(a a, a a a),(a a, a a a a)\}$
The algorithm terminates
In this example, we note the following problems ( 1 ) the entire relation is evaluated, 1 e , the set of potentially relevant facts is the set of facts of the base predicates which derive the query, and (n) step 3 completely dupheates step 2
Naive evaluation is the most widely described method in the literature It has been presented in a number of papers under different forms The inference engine of SNIP, presented in [Shapiro and McKay 80, Shapiro et al 82, McKay and Shapıro 81], is in fact an interpreted version of naive evaluation The method described in [Chang 81], while based on a very interesting language paradigm and restricted to linear systems, is a compled version of nave evaluation based on relational algebra The method in [Marque-Pucheu 83, Marque-Pucheu et al 84] is a compled version of naive evaluation using a different algebra of relations The method in [Bayer 85] is another description of naive evaluation The framework presented in [Delobel 86] also uses naive evaluation as its inference strategy SNIP is, to our knowledge, the only existing implementation in the general case

### 3.2.2. Semi-Naive Evaluation

Semi-nalve evaluation is a bottom-up, compiled and iterative strategy
Its application range is the set of bottom-up evaluable rules
This method uses the same approach as naive evaluation, but tries to cut down on the number of duplications It behaves exartly as naive evaluation, except for the loop mechanism where it tries to be smarter
Let us first try to give an idea of the method as an extension of naive evaluation Let $p$ be a recursive predicate, consider a recursive rule having $p$ as a head predicate and let us write this rule

$$
\mathrm{p}-\phi(\mathrm{p} 1, \mathrm{p} 2, \quad, \mathrm{pn}, \mathrm{q} 1, \mathrm{q} 2, \quad, \mathrm{qm})
$$

where $\phi$ is a first order formula, p1,p2, ,pn are
mutually recursive to p , and $\mathrm{q} 1, \mathrm{q} 2$, , qm are base or derived predicates, which are not mutually recursive to $p$
In the naive evaluation strategy, all the q's are fully evaluated when we start computing $p$ and the pi's On the other hand $p$ and the pi's are all evaluated inside the same loop (together with the rest of predicates mutually recursive to $p$ )
Let $\mathrm{pJ}(1)$ be the value of the predicate pJ at the 1 -th iteration of the loop At this iteration, we compute

$$
\phi(\mathrm{p} 1(\mathrm{l}), \mathrm{p} 2(\mathrm{l}), \quad, \mathrm{pn}(\mathrm{l}), \mathrm{q} 1, \mathrm{q} 2, \quad, \mathrm{qm})
$$

During that same iteration each pJ receives a set of new tuples Let us call this new set $\mathrm{dpJ}(1)$ Thus the value of pJ at the beginning of step ( $1+1$ ) is $\mathrm{pJ}(1)+$ $\mathrm{dpJ}(1)$ (where + denotes union)
At step ( $1+1$ ) we evaluate
$\phi((\mathrm{p} 1(\mathbf{1})+\mathrm{dp} 1(\mathbf{1})), \quad,(\mathrm{pn}(\mathbf{1})+\mathrm{dpn}(\mathbf{1})), \mathbf{q} 1, \quad, q \mathrm{~m})$,
which, of course, recomputes the previous expression (because $\phi$ is monotonic)
The ideal however, is to compute only the new tuples 1 e the expression

```
d }\phi(\textrm{pl}(\textrm{l}),\textrm{dp1}(\textrm{l}), ,pn(1),dpn(1),q1, ,qm)
\phi((pl(1)+dp1(1)), ,(pn(1)+dpn(1)),q1, ,qm)
- \phi(pl(1), ,pn(1),q1, ,qm)
```

The basic principle of the semi-naive method is the evaluation of the differential of $\phi$ instead of the entire $\phi$ at each step The problem is to come up with a first order expression for $d \phi$, which does not contan any difference operator Let us assume there is such an expression, and describe the algorithm With each recursive predicate $p$ are associated four temporary relations $p$ before, $p$ after, dp before and dp after The object program for a loop is as follows

```
while "the state changes" do
    begin
    for all mutually recursive predicates p do
        begin
        mitualize dp after to the empty set,
        mitialize p after to p before,
        end
    for each mutually recursive rule do
        begin
        evaluate d\phi(p1,dp1, ,pn,dpn,q1, ,qn)
            using the current values of
        pı before for pı and of dpı before for dpl,
        add the resulting tuples to dp after,
        add the resulting tuples to p after
        end
    end
```

All we have to do now is provide a way to generate
$\mathrm{d} \phi$ from $\phi$ The problem is not solved in its entirety and only a number of transformations are known In [Bancllhon 85], some of them are given in terms of relational algebra
It should be noted however, that for the method to work, the only property we have to guarantee is that

$$
\begin{array}{cl}
\phi(\mathrm{p} 1+\mathrm{dp} 1,) & -\phi(\mathrm{p} 1,) \subseteq \mathrm{d} \phi(\mathrm{p} 1, \mathrm{dp} 1,) \\
\subseteq \phi(\mathrm{p} 1+\mathrm{dp} 1,)
\end{array}
$$

Clearly, the closer $\mathrm{d} \phi(\mathrm{p} 1, \mathrm{dp} 1$, ) is to ( $\phi(\mathrm{p} 1+\mathrm{dp} 1)-,\phi(\mathrm{p} 1)$,$) , the better the optımıa-$ tion is In the worse case, where we use $\phi$ for $\mathrm{d} \phi$, semi-naive evaluation behaves as naive evaluation Here are some simple examples of rewrite rules
if $\phi(\mathrm{p}, \mathrm{q})=\mathrm{p}(\mathrm{X}, \mathrm{Y}), \mathrm{q}(\mathrm{Y}, \mathrm{Z})$,
then $d \phi(\mathrm{p}, \mathrm{dp}, \mathrm{q})=\mathrm{dp}(\mathrm{X}, \mathrm{Y}), \mathrm{q}(\mathrm{Y}, \mathrm{Z})$
More generally when $\phi$ is linear in $p$, the expression for $\mathrm{d} \phi$ is obtained by replacing $p$ by dp

$$
\begin{aligned}
& \text { if } \phi(\mathrm{p} 1, \mathrm{p} 2)=\mathrm{pl}(\mathrm{X}, \mathrm{Y}), \mathrm{p} 2(\mathrm{Y}, \mathrm{Z}), \\
& \text { then } \mathrm{d} \phi(\mathrm{p}, \mathrm{dp})=\mathrm{p} 1(\mathrm{X}, \mathrm{Y}), \mathrm{dp} 2(\mathrm{Y}, \mathrm{Z}) \\
& \quad+\mathrm{dp} 1(\mathrm{X}, \mathrm{Y}), \mathrm{p} 2(\mathrm{Y}, \mathrm{Z})+\mathrm{dp} 1(\mathrm{X}, \mathrm{Y}), \mathrm{dp} 2(\mathrm{Y}, \mathrm{Z})
\end{aligned}
$$

Note that this is not an exact differential but a reasonable approximation
The idea of sem-naive evaluation underles many papers A complete description of the method based on relational algebra is given in [Bancilhon 85] The idea is also present in [Bayer 85]
It should also be pointed out that, in the particular case of linear rules, because the differential of $\phi(\mathrm{p})$ is simply $\phi(\mathrm{dp})$, it is sufficient to have an inference engine which only uses the new tuples Therefore many methods which are restricted to linear rules do indeed use semi-nave evaluation Note also that when the rules are not linear, applying nave evaluation only to the "new tuples" is an incorrect method (in the sense that it does not produce the whole answer to the query) This can be easily checked on the recursive rule
ancestor ( $\mathrm{X}, \mathrm{Y}$ ) - ancestor $(\mathrm{X}, \mathrm{Z})$, ancestor $(\mathrm{Z}, \mathrm{Y})$
In this case, if we only feed the new tuples at the next stage, the relation which we compute consists of the ancestors whose distance to one another is a power of two
To our knowledge, outside of the special case of linear rules, the method as a whole has not been implemented

### 3.2.3. Iterative Query/Subquery

Iterative Query/Subquery (QSQI) is an interpreted, top-down strategy

Its application domain is the set of range restricted rules without evaluable predicates
The method associates a temporary relation with every relation which derives the query, but the computation of the predicates derving the query is done at run time QSQI also stores a set of queries which are currently being evaluated When several queries correspond to the same query form, QSQI stores and executes them as a single object For instance, if we have the queries $\mathrm{p}(\mathrm{a}, \mathrm{X})$ and query $\mathrm{p}(\mathrm{b}, \mathrm{X})$, we can view this as query $\mathrm{p}(\{\mathrm{a}, \mathrm{b}\}, \mathrm{X})$ We call such an object a generalzzed query The state memorized by the algorithm is a couple $\langle\mathrm{Q}, \mathrm{R}\rangle$, where $Q$ is a set of generalized queries, and $R$ is a set of derived relations, together with their current values

The iterative interpreter is as follows
Intial state is < \{query $(\mathrm{X})\},\{ \}>$
while the state changes do for all generalized queries in Q do
for all rules whose head matches the
generalized query do

## begin

unify rule with the generalized query, (1 e propagate the constants) this generates new generalized quemes for each derived predicate in the body by looking up the base relations, generate new tuples, (by replacing each base predicate on the right by its value and every derived predıcates by its current temporary value ) add these new tuples to $R$, add these new generalized queries to $Q$ end

Let us now run this interpreter against our example logic database
The initial state is $<\{q u e r y(X)\},\{ \}>$

## Step 1

We try to solve query(X) Only rule r3 apphes The unification produces the generalized query ancestor( $\{\mathrm{aa}\}, \mathrm{X})$ This generates temporary relations for query and ancestor with empty set values Attempts at generating tuples for this generahzed query fall
The new state vector 15

$$
\begin{gathered}
<\{\text { query }(\mathrm{X}), \text { ancestor(aa,X) }\}, \\
\\
\{\text { ancestor }=\{ \}, \text { query }=\{ \}\}>
\end{gathered}
$$

## Step 2

A new generalized query has been generated, so we go on We try to evaluate each of the generalized
queries query $(\mathrm{X})$ does not give anything new, so we try ancestor ( $\{\mathrm{aa}\}, \mathrm{X}$ )
Using rule r2, and unfying, we get parent(aa, X) This is a base relation, so we can produce a set of tuples Thus we generate a value for ancestor which contans all the tuples of parent(aa,X) and the new state vector is

```
\(<\{\) query \((\mathrm{X})\), ancestor( \(\mathrm{aa}, \mathrm{X})\}\),
    \(\{\) ancestor \(=\{(a a, a a a),(a a, a a b)\}\), query \(=\{ \}\}>\)
```

We now solve ancestor(aa,X) using r1 Unification produces the expression
parent(aa, $Z$ ), ancestor( $Z, Y$ )
We try to generate new tuples from this expansion and the current ancestor value but get no tuples We also generate new generalized queries by looking up parent and instantiating $Z$ This produces the new expression
parent(aa, \{aaa,aab\}), ancestor(\{aaa,aab\},Z)
This creates two new queries which are added to the generalized query and the new state is

$$
\begin{aligned}
& <\{\text { query }(X), \text { ancestor }(\{\text { aa, aaa, aab }\}, X)\}, \\
& \quad\{\text { ancestor }=\{(a a, a a a),(\text { aa, aab })\}, q u e r y=\{ \}\}>
\end{aligned}
$$

## Step 3

New generalized queries and new tuples have been generated so we continue We first solve query(X) using r3 and get the value $\{(a a, a a a),(a a, a a b)\}$ for query The resulting new state is

$$
\begin{aligned}
< & \{\text { query }(\mathrm{X}), \text { ancestor }(\{\text { aa, aaa, aab }\}, \mathrm{X})\}, \\
& \{\text { ancestor }=\{(\mathrm{aa}, \mathrm{aaa}),(\mathrm{aa}, \mathrm{aab})\}, \\
& \text { query }=\{(\mathrm{aa}, \mathrm{aaa}),(\mathrm{aa}, \mathrm{aab})\}\}>
\end{aligned}
$$

We now try to solve ancestor( $\{a, a a a, a a b\}, X)$ Using r2, we get parent $(\{a a, a a a, a a b), X)$ which is a base relation and generates the followng tuples in ancestor $\{(a a, a a a),(a a, a a b),(a a a, a a a a)\}$ This produces the new state

$$
\begin{gathered}
<\{\text { query }(X), \text { ancestor }(\{\text { aa, aaa, aab }\}, X)\} \\
\{\text { ancestor }=\{(\text { aa, aaa }),(a a, a a b),(\text { aaa,aaaa })\} \\
\text { query }=\{(\text { aa,aaa }),(\text { aa,aab })\}\}
\end{gathered}
$$

We now solve ancestor $(\{a \mathrm{a}, \mathrm{aaa}, \mathrm{aab}\}, \mathrm{X})\}$ using r1 and we get $p(\{a a, a a a, a a b\}, Z)$, ancestor $(Z, Y)$ We bind $Z$ by going to the parent relation, and we get

```
p({aa,aaa,aab},{aaa,aab,aaaa}),
ancestor({aaa,aab,aaaa},Y)
```

This generates the new generalized query ancestor ( $\{a a a, a a b, a a a a\}, Y$ ) and the new state

$$
\begin{gathered}
<\{\text { query }(X), \text { ancestor }(\{\text { aa, aaa, aab }, \text { aaaa }\}, X)\}, \\
\{\text { ancestor }=\{(\text { aa, aaa }),(a a, a a b),(\text { aaa }, a a a a)\}, \\
\text { query }=\{(a a, a a a),(a a, a a b)\}\}>
\end{gathered}
$$

Step 4
A new generalized query has been generated, so we continue Solving the ancestor queries using r2 will not produce any new tuples, and solving it with r3 will not produce any new generalized query nor any tuples The algorithm terminates
Concerning the performance of the method, one can note that ( 1 ) the set of potentially relevant facts is better than for naive (in this example it is optimal), and (n) QSQI has the same duplication problem as naive evaluation each step entirely duplicates the previous strategy
Iterative Query/Subquery is presented in [Vielle 85 and 86] To our knowledge it has not been implemented

### 3.2.4. Recursive Query/Subquery or Extension Tables

Recursive Query/Subquery (QSQR) is a top-down interpreted recursive strategy
The application domain is the set of range restricted rules without evaluable predicates
It is of course a recursive version of the previous strategy As before, we mantain temporary values of derived relations and a set of generalized queries The state memorized by the algorithm is still a couple $<Q, R\rangle$, where $Q$ is a set of generalized queries and $R$ is a set of derived relations together with their current values However, besides this explicit state, the recursion mechanism stores at each level in the stack the tuples returned by the evaluation of the query, but this seems to have been solved reasonably in the existing implementation The algorithm uses a selection function which, given a rule, can choose the first and the next derived predicate in the body to be "solved"
The recursive interpreter is as follows

## procedure evaluate(q)

(* q is a generalized query *)

## begin

while "new tuples are generated" do
for all rules whose head matches the
generalized query do
begin
unify the rule with the generalized query, ( 1 e, propagate the constants) until there are no more derived predicate on the right do
begin
choose the first/next derived predicate according to the selection function, generate the corresponding generalized query, (This is done by replacing in the
rule each base predicate by its value and each previously solved derived predicate by its current value) eliminate from that generalized query the queries that are already in $Q$, this produces a new generalized query $q$ ',
add $q^{\prime}$ to $Q$,
evaluate $\left(q^{\prime}\right)$
end,
replace each evaluated predicate by its
value and evaluate the generalized query $q$,
(This can be done in some order without
waiting for all predicates to be evaluated)
add the results in $R$,
return the results
end
end
Initial state is $<\{$ query $(X)\},\{ \}>$
evaluate(query (X))
It is important to note that this version of QSQ is very similar to Prolog It solves goals in a topdown fashion using recursion, and it considers the literals ordered in the rule (the order is defined by the selection function) The important differences with Prolog are (1) the method is set-at-a-time instead of tuple-at-a-time, through the generalized query concept, and (in) as pointed out in [Dietrich and Warren 86], the method uses a dynamic programming approach of storing the intermediate results and re-using them when needed This dynamic programming feature also solves the problem of cycles in the facts while Prolog will run in an infinite loop in the presence of such cycles, QSQR will detect them and stop the computation when no new tuple is generated Thus, QSQR is complete over its application domain whereas Pro$\log$ is not
Here is the ancestor example

```
evaluate(query(X))
    use rule r3
    query (X) - ancestor(aa,X)
    this generates the query ancestor \((\{a a\}, X)\)
    new state is
    \(<\{\) ancestor \((\{a a\}, X)\), query \((X)\},\{ \}>\)
    evaluate(ancestor( \(\{a \mathrm{a}\}, \mathrm{X}\) )
        Step 1 of the iteration
        use rule rl
        ancestor \((\{a \mathrm{a}\}, \mathrm{Y})-\operatorname{parent}(\{\mathrm{aa}\}, Z)\),
                ancestor(Z,Y)
    by looking up parent we get the
    bindings \{aaa,aab\} for \(Z\)
    this generates the query
    ancestor (\{aaa,aab\},X)
    new state is
```

```
\(<\{\) ancestor(\{aa,aaa, aab\},X), query(X) \(\},\{ \}>\)
evaluate (ancestor(\{aaa,aab\},X))
(this is a recursive call)
    Step 11
    use rl
    ancestor (\{aaa,aab\},Y) -
        parent( \(\{a a a, a a b\}, Z)\), ancestor \((Z, Y)\)
    by looking up parent we get the
    binding \{aaaa for Z
    new state is
    \(<\{\) ancestor \((\{a a, a a a, a a b, a a a a\}, \mathrm{X})\),
        query \((\mathrm{X})\},\{ \}>\)
    evaluate(ancestor(\{aaaa\},X))
    (this is a recursive call)
        Step 111
    use r1
    ancestor \((\{\) aaaa \(\}, Y)\) -
    parent(\{aaaa\},Z), ancestor(Z,Y)
    by looking up parent we get no
    binding for Z
    use r2
    ancestor(\{aaaa\},Y) -
                                    parent(\{aaaa\},Y)
    this fanls to return any tuple
    end of evaluate(
            ancestor (\{aaaa\},X))
    Step 112
    nothing new is produced
    end of evaluate(
        ancestor (\{aaaa\}, Y\()\) )
```

    use r 2
    ancestor(\{aaa,aab\},Y) -
                                    parent(\{aaa,aab\},Y)
    this returns the tuple
    ancestor(aaa,aaaa)
    new state is
    \(<\{\) ancestor \((\{\) aa, aaa, aab, aaaa \(\}, \mathrm{X})\),
    query \((\mathrm{X})\},\{\) ancestor \(=\{(\) a.aa, \(\mathrm{aa} a)\}\}>\)
    Step 12
    same as Step 1, nothing new produced
    end of evaluate (
        ancestor( \(\{a a a, a a b\}, \mathrm{X})\) )
    use rule r2
    ancestor \((\{a a\}, X)-\operatorname{parent}(\{a a\}, Y)\)
    returns the tuples
ancestor(aa,aaa) and ancestor(aa, aab)
new state is
$<\{$ ancestor $(\{a a, a a a, a a b, a a a a\}, \mathrm{X})$,
query $(\mathrm{X})\},\{$ ancestor $=\{($ aaa, aaaa $)$,
(aa,aaa),(aa,aab)\}\}>

Step 2
nothing new produced
end of evaluate( $\{\mathrm{aa}\}, \mathrm{X}$ )
generate tuples from r3
new state is
$<\{$ ancestor(\{aa,aaa,aab,aaaa\},X),

$$
\begin{aligned}
& \text { query }(\mathrm{X})\},\{\text { ancestor }=\{(\text { aaa, aaaa }), \\
& (\mathrm{aa}, a \mathrm{aa}),(\text { aa, aab })\}, \text { query }=(\text { aaa }, a a a a), \\
& (\mathrm{aa}, a a a),(\mathrm{aa}, a a b)\}\}\rangle
\end{aligned}
$$

end of evaluate(query (X))
Recursive Query/Subquery is described in [Vieille 85 and 86] A compiled version has been implemented on top of the INGRES relational system [Vielle 86] In [Dietrich and Warren 85], along with a good survey of some of these strategies, a method called "extension tables" is presented It is, up to a few details, the same method

### 3.2.5. Henschen-Naqvi

Henschen-Naqvi is a top-down, compiled and iterative method
The application domain is that of linear range restricted rules
The method has a compilation phase which generates an iterative program That iterative program is then run agaunst the data base The general strategy is fairly complex to understand, and we shall restrict ourselves to describing it in the "typical case" which is

$$
\begin{aligned}
& \mathrm{p}(\mathrm{X}, \mathrm{Y})-\operatorname{up}(\mathrm{X}, \mathrm{XU}), \mathrm{p}(\mathrm{XU}, \mathrm{YU}), \operatorname{down}(\mathrm{YU}, \mathrm{Y}) \\
& \mathrm{p}(\mathrm{X}, \mathrm{Y})-\operatorname{flat}(\mathrm{X}, \mathrm{Y}) \\
& \text { query }(\mathrm{X})-\mathrm{p}(\mathrm{a}, \mathrm{X})
\end{aligned}
$$

Note that the relation names $u p$ and down are not to be confused with the notions "top-down" or "bottom-up", which are characteristics of evaluation strategies Let us introduce some simple notation, which will make reading the algorithm much simpler Since we are only dealing with binary relations, we can view these as set-to-set mappings Thus, the relation $r$ associates with each set $A$ a set $B$, consisting of all the elements related to $A$ by $r$ We denote Ar the image of $A$ by $r$, and we have

$$
A r=\{y \mid r(x, y) \text { and } x \in A\}
$$

If we view relations as mappings, we can compose them, and we shall denote $r s$ the composition of $r$ and $s$ Therefore

$$
A(r s)=(A r) s
$$

This approach is similar to the formalism described in [Gardarin and Maindreville 86] We shall denote the composition of relation $r n$ times with itself $r^{n}$ Finally we shall denote set umon by ' + ' Once this notation is introduced, it is easy to see that the answer to the query is
\{a\} flat $+\{a\}$ up flat down
$+\{a\}$ up up flat down down +
$+\{a\} \mathrm{up}^{n}$ flat down ${ }^{n}+$
The state memorized by the algorithm is a couple $<\mathrm{V}, \mathrm{E}\rangle$, where V is a the value of a unary relation and $E$ is an expression At each step, using $V$ and E , we compute some new tuples and compute the new values of $V$ and $E$
The iterative program is as follows

```
\(V=\{a\}\),
\(\mathrm{E}=\lambda, \quad / *\) the empty string \(* /\)
while "new tuples are generated in V" do
    begin
    /* produce some answer tuples */
    answer \(=\) answer +V flat E ,
    /* compute the new value */
    \(\mathrm{V}=\mathrm{V}\) up,
    /* compute the new expression */
    \(E=E \mid\) down,
    end
```

Note that $E$ is an expression, and is augmented each time around the loop by concatenating " down" to it through the "cons" operator As can be seen from this program, at step 1 , the value $V$ represents $\{a\} u^{\prime}{ }^{\prime}$ and the expression $E$ represents down ${ }^{\prime}$ Therefore the produced tuples are
\{a\} up ${ }^{\prime}$ flat down'
This is not meant to be a complete description of the method, but a description of its behavior in the typical case
The Henschen-Naqvi method is described in [Henschen and Naqvi 84] The method has been implemented in the case described here This implementation can be found in [Laskowski] An equivalent strategy is described using a different formalism in [Gardarin and Maindreville 86] The performance of the strategy is compared to Semi-Narve evaluation and another method (not described here) in [Han and Lu 86]

### 3.2.6. Prolog

Prolog is a top-down, interpreted and recursive method
The application domain of Prolog is difficult to state precisely (1) it is data dependent in the sense that the facts have to be acychic for the interpreter to terminate, and (n) there is no simple syntactic characterization of a terminating Prolog program The job of characterizing the "good" rules is left to the programmer

We consider its execution model to be well known and will not describe it In fact Prolog is a programming language and not a general strategy to evaluate Horn clauses We essentially mention Prolog for the sake of completeness and because it is interesting to compare its performance to the other strategies

### 3.2.7. APEX

APEX is a strategy which is difficult to categorize It is partly compıled in the sense that a graph simılar to the predicate connection graph is produced from the rules, which takes care of some of the preprocessing needed for interpretation It is not fully compiled in the sense that the program which runs against the database is still unique (but driven by the graph) It is, however, clearly recursive, because the interpreter program is recursive Finally, it is partly top-down and partly bottom-up as will be seen in the interpreter
The application domain of APEX is the set of range restricted rules which contain no constants and no evaluable predicates

The interpreter takes the form of a recursive procedure, which, given a query, produces a set of tuples for this query It is as follows

```
procedure solve(query,answer)
begin
answer = {},
if query q is on a base relation
then evaluate q against the date base
else
    begin
    select the relevant facts for q in the
        base predicates,
        put them in relevant,
        while new tuples are generated do
            begin
            for each rule do
            (this can be done in parallel)
                begin
                    unstantiate the right predicates
                with the relevant facts and produce
                tuples for the left predicate,
                add these tuples to the set of
                relevant facts,
                mitialize the set of useful facts
                to the set of relevant facts,
                    for each literal on the right do
                    (this can be done in parallel)
                    begin
                    for each matching relevant fact do
                    begin
                    plug the fact in the rule and
```

```
        propagate the constants,
                this generates a new rule and
                a new set of queries,
                for all these new queries q' do
                        begin
                        solve(q', answer(q'))
                        (this is the recursion step)
                        add answer(q')
                        to the useful facts
                        end
                    end
                    mstantrate the right predicates
                    with the useful facts,
                    produce tuples for
                    the left predicate,
                    add these to the
                    relevant facts,
                extract the answer to q from
                the relevant facts
                end
            end
        end
    end
end,
solve(query(X),answer)
```

Let us now run this program against our ancestor example We cannot have a constant in the rules and we must modify our rule set and solve directly the query ancestor ( $\mathrm{aa}, \mathrm{X}$ )
solve (ancestor(aa, X ), answer)
we first select the relevant base facts,
relevant $=\{$ parent(aa, aaa), parent(aa, aab) $\}$,
we now start the main iteration
Step 1
rule r1
"ancestor(X,Y) - parent(X,Z), ancestor $(\mathrm{Z}, \mathrm{Y})$ "
we cannot produce any new tuple
form this rule because ancestor
does not yet have any relevant fact
useful =
\{parent(aa, aaa), parent(aa,aab)\},
process parent(X,Z)
use parent(aa,aaa)
the new rule is
"parent(aa,aaa), ancestor(aaa,Y)"
solve(ancestor(aaa, $Y$ ), answerl)
(this call is not described)
this returns
\{ancestor(aaa,aaaa)\}
which we add to useful
useful $=$
\{parent(aa,aaa), parent(aa,aab),
ancestor(aaa,aaaa)\},
use parent(aa,aab)
the new rule is "parent(aa, aab), ancestor(aab,Y)"
solve(ancestor(aab,Y), answer2)
(this call is not described)
this returns nothing
process ancestor ( $\mathrm{Z}, \mathrm{Y}$ )
we instantiate parent and ancestor
with the useful facts
this produces ancestor(aa, aaaa)
we add it to the relevant facts
relevant $=$
\{parent(aa,aaa), parent(aa, aab), ancestor(aa,aaaa)\},
rule r 2 "ancestor( $\mathrm{X}, \mathrm{Y}$ ) - parent $(\mathrm{X}, \mathrm{Y})$ "
using the relevant facts we produce
\{ancestor(aa,aaa), ancestor(aa, aab)\}
we add these to relevant
relevant $=$
\{parent(aa,aaa), parent(aa,aab), ancestor(aa,aaa), ancestor(aa,aab), ancestor(aa,aaaa) \},
this rule does not produce any subquery

## Step 2

will not produce anything new, and so the algorithm stops

The APEX method is described in [Lozinskil 85 and 85a] The method has been implemented

### 3.3. Optimization Strategies

We now turn to the description of the second class of strategies the optimization strategies
The main drawbacks of the nave evaluation method are

1 The potential set of
relevant facts is too big (In other words, it does not make good use of the query bindings), and
2 It generates a lot of duplicate computation
A number of optimization strategies have recently been proposed to overcome those two difficulties

### 3.3.1. Aho-Ullman

Aho and Ullman [Aho and Ullman 79] present an algorithm for optimizing recursive queries by commuting selections with the least fixpoint operator (LFP) The mput is an expression

$$
\sigma_{\mathrm{F}}(\mathrm{LFP}(\mathrm{r}=\mathrm{f}(\mathrm{r}))
$$

where $f(r)$ is a monotonic relational algebra expression (under the ordering of set inclusion) and con-
tains at most one occurrence of $r$ The output is an equivalent expression where the selection has been pushed through as far as possible
We introduce their notation and ideas through an example Consider

$$
\begin{aligned}
& a(X, Y)-a(X, Z), p(Z, Y) \\
& a(X, Y)-p(X, Y) \\
& q(X)-a(\jmath o h n, X)
\end{aligned}
$$

Aho-Ullman write this as

$$
\sigma_{\mathrm{a}_{1}=\text { John }}(\mathrm{LFP}(\mathrm{a}=\mathrm{ap} \cup \mathrm{p}))
$$

In this definition, $a$ is a relation which is defined by a fixpoint equation in relational algebra, and $p$ is a base relation If we start with a empty and repeatedly compute $a$ using the rule $a=$ a $p \cup p$, at some iteration, there is no change (since the relation $p$ is finite) Because the function used in the fixpoint equation is monotonc, this is the least fixpoint of the fixpoint equation [Tarskı 55] It is the smallest relation $a$ which satisfies the equation, 1 e contains every tuple which can be generated by using the fixpoint rule, and no tuple which cannot The query is simply the selection $a_{1}=$ john applied to this relation Thus, the query is a selection applied to the transitive closure of $p$
We now describe how the Aho-Ullman algorithm optimizes this query We use ' ' to denote composition, which is a join followed by projecting out the join attributes We begin with the expression

$$
\sigma_{\mathrm{a}_{1}=\text { john }}(\mathrm{a})
$$

and by replacing a by $f(a)$ we generate

$$
\left.\sigma_{\mathrm{a}_{1}=\text { john }}(\operatorname{a} p \cup \mathrm{p})\right)
$$

By distributing the selection across the join, we get

$$
\sigma_{\mathrm{a}_{1}=\text { John }}(\mathrm{a} p) \cup \sigma_{\mathrm{a}_{1}=\text { john }}(\mathrm{p})
$$

Since the selection in the first subexpression only involves the first attribute of a, we can rewrite it as

$$
\sigma_{\mathrm{a}_{1}=\text { john }}(\mathrm{a}) \mathrm{p}
$$

We observe that this contains the subexpression

$$
\sigma_{\mathrm{a}_{1}=\text { john }}(\mathrm{a})
$$

which was the first expression in the series If we denote this by E, the desired optimized expression is then

$$
\operatorname{LFP}\left(E=\operatorname{Ep} \cup \sigma_{\mathrm{a}_{1}=\jmath o h n}(\mathrm{p})\right)
$$

This is equivalent to the Horn Clause query

$$
\mathrm{a}(\mathrm{\jmath ohn}, \mathrm{Y})-\mathrm{a}(\mathrm{\jmath} \mathrm{ohn}, \mathrm{Z}), \mathrm{p}(\mathrm{Z}, \mathrm{Y})
$$

$$
\begin{aligned}
& \mathrm{a}(\text { John, } \mathrm{Y})-\mathrm{p}(\text { John, } \mathrm{Y}) \\
& \mathrm{q}(\mathrm{X})-\mathrm{a}(\text { John, } \mathrm{X})
\end{aligned}
$$

The essence of the strategy is to construct a series of equivalent expressions starting with the expression $\sigma_{\mathrm{F}}(\mathrm{r})$ and repeatedly replacing the single occurrence of $r$ by the expression $f(r)$ Note that each of these expressions contains just one occurrence of $R$ In each of these expressions, we push the selection as far inside as possible Selection distributes across union, commutes with another selection and can be pushed ahead of a projection However, it distributes across a Cartesian product $\mathrm{Y} \times \mathrm{Z}$ only if the selection applies to components from just one of the two arguments $Y$ and $Z$ The algorithm falls to commute the selection with the LFP operator if the (single) occurrence of $r$ is in one of the arguments of a Cartesian product across which we cannot distribute the selection We stop when this happens or when we find an expression of the form $h\left(g\left(\sigma_{F}(r)\right)\right)$ and one of the previous expressions in the series is of the form $h\left(\sigma_{F}(r)\right)$ In the latter case, the equivalent expression that we are looking for is $h(\operatorname{LFP}(s=g(s)))$, and we have succeeded in pushing the selection ahead of the LFP operator
We note in conclusion that the expression $f(r)$ must contain no more than one occurrence of $r$ For instance, the algorithm does not apply in this case

$$
\sigma_{\mathrm{a}_{1}=\text { john }}(\operatorname{LFP}(\mathrm{a}=\mathrm{ap} \cup \mathrm{p}))
$$

Aho and Ullman also present a simular strategy for commuting projections with the LFP operator, but we do not discuss it here

### 3.3.2. Kifer-Lozinskii

The Kıfer-Lozinskil algorithm is an extension of the Aho-Ullman algorithm described above However, rules are represented as rule/goal graphs rather than as relational algebra expressions, and the strategy is described in terms of filters which are applied to the arcs of the graph It is convenient to think of the data as flowing through the graph along the arcs A filter on an arc is a selection which can be applied to the tuples flowing through that arc, and is used to reduce the number of tuples that are generated Transforming a given rule/goal graph into an equivalent graph with (additional) filters on some arcs is equivalent to rewriting the corresponding set of rules

The execution of a query starts with the nodes corresponding to the base relations sending all their tuples through all arcs that leave them Each axiom node that receives tuples generates tuples for its head predicate and passes them on through
all its outgoing arcs A relation node saves all new tuples that it recerves and passes them on through its outgoing arcs Computation stops (with the answer being the set of tuples in the query node) when there is no more change in the tuples stored at the various nodes at some iteration We note that this is simply Semi-Naive evaluation
Given filters on all the arcs leaving a node, we can 'push' them through the node as follows If the node is a relation node, we simply place the disjunction of the filters on each incoming arc If the node is an axiom node, we place on each incoming arc the strongest consequence of the disjunction that can be expressed purely in terms of the variables of the literal corresponding to this arc
The objective of the optimization algorithm is to place the "strongest" possible filters on each arc Starting with the filter which represents the constant in the query, it repeatedly pushes filters through the nodes at which the corresponding arcs are incident Since the number of possible filters is finite, this algorithm terminates It stops when further pushing of filters does not change the graph, and the graph at this point is equivalent to the original graph (although the graph at intermediate steps may not) Note that since the disjunction of 'true' with any predicate is 'true', if any arc in a loop is assigned the filter 'true', all arcs in the loop are subsequently assigned the filter 'true'
Consider the transitive closure example that we optimized using the Aho-Ullman algorithm We would represent it by the following axioms

```
r1 \(a(X, Y)-a(X, Z), p(Z, Y)\)
r2 \(a(X, Y)-p(X, Y)\)
r3 \(\mathrm{q}(\mathrm{X})-\mathrm{a}(\mathrm{John}, \mathrm{X})\)
```

Given below is the corresponding system graph, before and after optimization (We have omitted the variables in the axioms for clarity)


After


We begin the optimization by pushing the selection through the relation node a Thus the arcs from rl to $a$ and from r2 to $a$ both get the filter ' $1=$ john' (We have simplified the conventions for keeping track of variables - ' 1 ' refers to the first attribute of the corresponding head predicate) We then push these filters through the corresponding axiom nodes, r1 and r2 Pushing ' $1=$ john' through node r2 puts the filter ' $p_{1}=$ john' on the arc from $p$ to r2 Pushing ' $1=$ john' through node r1 puts the filter ' $a_{1}=$ john' on the arc from $a$ to r1 Note that it does not put anything on the arc from $p$ to $r 1$ (empty filters are equivalent to 'true') There are no arcs entering $p$, and the filter on the arc from $a$ to rl does not change the disjunction of the filters on arcs leaving $a$ (which is still ' $a_{1}=$ john') So the algorithm terminates here

The analogy with the Aho-Ullman algorithm is easily seen when we recognize that a filter is a
selection, pushing through a relation node is distribution across a $U$ and pushing through an axiom node is distribution across a Cartesian product In general, the optimizations achieved by the two algorithms are identical However, the KiferLozinskil algorithm is more general in that it successfully optimizes some expressions containing more than one occurrence of the defined predicate An example is the expression

$$
\sigma_{\mathrm{a}_{1}=\text { john }}(\operatorname{LFP}(\mathrm{a}=(\mathrm{a} p \cup \mathrm{aq} \cup \mathrm{p})))
$$

The Aho-Ullman algorithm does not apply in this case because there are two occurrences of $R$ in $f(R)$ The Kıfer-Lozinskiı algorithm optımizes this to

$$
\begin{gathered}
\operatorname{LFP}\left(\left(\sigma_{\mathbf{a}_{1}=\text { John }}(\mathrm{a}) \mathrm{p}\right) \cup\left(\sigma_{\mathrm{a}_{1}=\text { John }}(\mathrm{a}) \mathrm{q}\right)\right. \\
\left.\cup\left(\sigma_{\mathrm{a}_{1}=\text { John }}(\mathrm{p})\right)\right)
\end{gathered}
$$

Essentially, it improves upon the Aho-Ullman algorithm in that it is able to distribute selection across some unions where both arguments contan $r$
Further, the algorithm can work directly upon certain mutually recursive rules, for example

```
r1 r(X,Y) - b(X), s(X,Y)
r2 s(X,Y) - c(X), r(X,Y)
r3 q(X) - r(X,john)
```

Before applying the Aho-Ullman algorithm, these rules must be rewritten as follows

$$
\begin{array}{ll}
\mathrm{r} 1 & \mathrm{r}(\mathrm{X}, \mathrm{Y})-\mathrm{b}(\mathrm{X}), \mathrm{c}(\mathrm{X}), \mathrm{r}(\mathrm{X}, \mathrm{Y}) \\
\mathrm{r} 2 & \mathrm{q}(\mathrm{X})-\mathrm{r}(\mathrm{X}, \mathrm{john})
\end{array}
$$

Note that the Kifer-Lozinskiı algorithm fails to optimıze both

$$
\begin{aligned}
& \sigma_{\mathrm{a}_{1}=\mathrm{john}}(\operatorname{LFP}(\mathrm{a}=\mathrm{a} a \cup \mathrm{p})), \text { and } \\
& \sigma_{\mathrm{a}_{1}-\mathrm{john}}(\operatorname{LFP}(\mathrm{a}=\mathrm{a} p \cup \mathrm{p} \cup \mathrm{a} \cup \mathrm{p}))
\end{aligned}
$$

### 3.3.3. Magic Sets

The idea of the Magic Sets optimization is to simulate the sideways passing of bindings a la Prolog by the introduction of new rules This cuts down on the number of potentially relevant facts
The application domain is the set of bottom-up evaluable rules
We shall describe the strategy in detanl, using as an example a modified version of the same-generation rule set

$$
\begin{aligned}
& \mathrm{sg}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{sg}(\mathrm{YP}, \mathrm{XP}) \\
& \mathrm{sg}(\mathrm{X}, \mathrm{X}) \\
& \text { query }(\mathrm{X})-\mathrm{sg}(\mathrm{a}, \mathrm{X})
\end{aligned}
$$

Note that in this version the two variables XP and

YP have been permuted Note also that the second rule is not range restricted The first step of the magic set transformation is the introduction of adornments and the generation of adorned rules
Given a system of rules, the adorned rule system [Ullman 85] is obtaned as follows
For each rule $r$ and for each adornment $a$ of the predicate on the left, generate an adorned rule Define recursively an argument of a predicate in the rule r to be distıngurshed [Henschen and Naqvi 84] If either it is bound in the adornment $a$, or it is a constant, or it appears in a base predicate occurrence that has a distinguished variable Thus, the sources of bindings are (1) the constants and (il) the bindings in the head of the rule These bindings are propagated through the base predicates If we consider each distingushed argument to be bound, this defines an adornment for each derived literal on the right The adorned rule is obtaned by replacing each derived literal by its adorned version
If we consider the rule

$$
\mathrm{sg}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{sg}(\mathrm{YP}, \mathrm{XP})
$$

with adornment bf on the head predicate, then X is distingurshed because bound in $\mathrm{sg}(\mathrm{X}, \mathrm{Y}), \mathrm{XP}$ is distingushed because X is distinguished and $\mathrm{p}(\mathrm{X}, \mathrm{XP})$ is a base predicate and these are the only distingushed variables Thus the new adorned rule is
$\mathrm{sg}^{b f}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{sg}^{f{ }^{b}}(\mathrm{YP}, \mathrm{XP})$
If we consider a set of rules, this process generates a set of adorned rules The set of adorned rules has size $K$ where $R$ is the size of the original set of rules and $K$ is a factor exponential in the number of attributes per derived predicate So, for instance, if every predicate has three attributes, then the adorned system is elght tımes larger than the original system However, we do not need the entire adorned system and we only keep the adorned rules which derive the query In our example the reachable adorned system is

```
sg}\mp@subsup{}{}{6f}(\textrm{X},\textrm{Y})-\textrm{p}(\textrm{X},\textrm{XP}),\textrm{p}(\textrm{Y},\textrm{YP}),\mp@subsup{\textrm{sg}}{}{f6}(\textrm{YP},\textrm{XP}
sg}\mp@subsup{}{}{\primeb}(\textrm{X},\textrm{Y})-\textrm{p}(\textrm{X},\textrm{XP}),\textrm{p}(\textrm{Y},\textrm{YP}),\mp@subsup{\textrm{sg}}{}{bj}(\textrm{YP},\textrm{XP}
sg}\mp@subsup{}{}{6\prime}(\textrm{X},\textrm{X}
sg}\mp@subsup{}{}{\primeb}(\textrm{X},\textrm{X}
query }\mp@subsup{}{}{\prime}(\textrm{X})-\mp@subsup{\textrm{sg}}{}{bf}(\textrm{a},\textrm{X}
```

Clearly, this new set of rules is equivalent to the original set in the sense that it will generate the same answer to the query
The magic set optimization consists in generating from the given set of rules a new set of rules, which are equivalent to the original set with respect to the query, and such that ther bottom-
up evaluation is more efficient This transformation is done as follows (1) for each occurrence of a derived predicate on the right of an adorned rule, we generate a magic rule (n) For each adorned rule we generate a modified rule
Here is how we generate the magic rule (1) choose an adorned literal predicate $p$ on the right of the adorned rule $r$, ( 11 ) erase all the other derived literals on the right, (im) in the derived predicate occurrence replace the name of the predicate by magic $\mathrm{p}^{a}$ where $a$ is the literal adornment, and erase the non distinguished variables, (iv) erase all the non distingushed base predicates, (v) in the left hand side, erase all the non distingushed variables and replace the name of the predicate by magic $p 1^{a^{\prime}}$, where p1 is the predicate on the left, and $\mathrm{a}^{\prime}$ is the adornment of the predicate p 1 , and finally ( v ) exchange the two magic predicates
For instance the adorned rule
$\mathrm{sg}^{b f}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{sg}^{f b}(\mathrm{YP}, \mathrm{XP})$
generates the magic rule
$\operatorname{magic}^{f b}(\mathrm{XP}) \cdot \mathrm{p}(\mathrm{X}, \mathrm{XP})$, magıc $^{b /}(\mathrm{X})$
Note that the magic rules simulate the passing of bound arguments through backward chaming (We have dropped the suffix "sg" in naming the magic predicates since it is clear from the context )
Here is how we generate the modified rule For each rule whose head is $p$ a, add on the right hand side the predicate magic $p a(X)$ where $X$ is the list of distingushed variables in that occurrence of $p$ For instance the adorned rule
$\mathrm{sg}^{b /}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{sg}^{f{ }^{b}}(\mathrm{YP}, \mathrm{XP})$
generates the modified rule

$$
\mathrm{sg}^{b j}(\mathrm{X}, \mathrm{Y}) \underset{\mathrm{sg}^{f b}(\mathrm{Y}, \mathrm{YP}, \mathrm{XP})}{\mathrm{p}(\mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{magic}^{b j}(\mathrm{X}),}
$$

Finally the complete modified set of rules for our example is

```
\(\operatorname{magic}^{f b}(\mathrm{XP})-\mathrm{p}(\mathrm{X}, \mathrm{XP}), \operatorname{maglc}^{b f}(\mathrm{X})\)
\(\operatorname{magic}^{b /}\) (YP) - \(\mathrm{p}(\mathrm{Y}, \mathrm{YP})\), magıc \(^{l b}(\mathrm{Y})\)
\(\operatorname{magic}^{b f}\) (a)
\(\mathrm{sg}^{b j}(\mathrm{X}, \mathrm{Y})\) -
    \(\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP}), \mathrm{magcc}^{6 /}(\mathrm{X}), \mathrm{sg}^{f{ }^{6}}(\mathrm{YP}, \mathrm{XP})\)
\(\operatorname{sg}^{f{ }^{b}}(\mathrm{X}, \mathrm{Y})\) -
    \(\mathrm{p}(\mathrm{X}, \mathrm{XP}), \mathrm{p}(\mathrm{Y}, \mathrm{YP})\), magic \(^{f b}(\mathrm{Y}), \mathrm{sg}^{b /}(\mathrm{YP}, \mathrm{XP})\)
\(\mathrm{sg}^{\text {bj }}(\mathrm{X}, \mathrm{X})-\mathrm{magic}^{6 j}(\mathrm{X})\)
\(\mathrm{sg}^{\prime 6}(\mathrm{X}, \mathrm{X})-\operatorname{magic}^{6 /}(\mathrm{X})\)
query \(f(X)-s g^{b j}(a, X)\)
```

The idea of the magic set strategy was presented in [Bancilhon et al 86] and the precise algorithm is described in [Bancilhon et al 86a] The "Alexan-
dre" strategy described in [Rohmer and Lescoeur 85] appears to be based on the same idea To our knowledge, the strategy is not implemented

### 3.3.4. Counting and Reverse Counting.

Counting and Reverse Counting are derived from the magic set optimization strategy
They apply under two conditions (1) the data is acyclic and (11) there is at most one recursive rule for each predicate, and it is linear
We first describe counting using the "typical" single linear rule system

```
\(p(X, Y)\) - flat(X,Y)
\(p(X, Y)-u p(X, X U), p(X U, Y U), d o w n(Y U, Y)\)
query \((Y)-p(a, Y)\)
```

The idea consists in introducing magic sets (called counting sets) in which elements are numbered by their distance to the element a Remember that the magıc set essentially marks all the $u p$ ancestors of a and then applies the rules in a bottom-up fashion to only the marked ancestors In the counting strategy, at the same time we mark the ancestors of john, we number them by ther distance from a Then we can "augment" the $p$ predicate by numbering its tuples and generate them by levels as follows

$$
\text { counting }(\mathrm{a}, 0)
$$

counting (X,I) -countıng(Y,J),up(Y,X), $\mathrm{I}=\mathrm{J}+1$
$p^{\prime}(X, Y, I)-\operatorname{counting}(X, I), f l a t(X, Y)$
$p^{\prime}(X, Y, I)$ - counting(X,I), up(X,XU), $\mathrm{p}^{\prime}(\mathrm{XU}, \mathrm{YU}, \mathrm{J}), \operatorname{down}(\mathrm{YU}, \mathrm{Y}), \mathrm{I}=\mathrm{J}-1$
query $(X)$ - $p^{\prime}(a, X, 0)$
Thus at each step, instead of using the entire magic set, we only use the tuples of the correct level, thus minimizing the set of relevant tuples But in fact, it is useless to compute the first attribute of the $p$ predicate Thus the system can be further optimized into
counting $(a, 0)$
counting (X,I) -counting( $\mathrm{Y}, \mathrm{J}), \mathrm{up}(\mathrm{Y}, \mathrm{X}), \mathrm{I}=\mathrm{J}+1$
$p^{\prime \prime}(\mathrm{Y}, \mathrm{I})$ - counting(X,I),flat(X,Y)
$\mathrm{p}^{\prime \prime}(\mathrm{Y}, \mathrm{I})-\mathrm{p}$ ' $(\mathrm{YU}, \mathrm{J})$, down(YU,Y), $\mathrm{I}=\mathrm{J}-1, \mathrm{~J}>0$
query $(X)-p^{\prime \prime}(Y, 0)$
It is interesting to notice that this new set of rules is in fact simulating a stack
Reverse counting is another variation around the same idea It works as follow (1) first compute the magic set, then ( 11 ) for each element $b$ in the magic set number all its down descendants and its $u p$ descendants and add to the answer all the down descendants having same number as a (because a is in the up descendants) This gives the following
equivalent system

```
\(\operatorname{magıc}(a)\)
\(\operatorname{magıc}(Y)-\operatorname{magıc}(X), u p(X, Y)\)
des up(X,X,0) - magıc(X)
des down( \(\left.\mathrm{X}^{\prime}, Y, 0\right)-\operatorname{mag}\left(\mathrm{X}^{\prime}\right)\), flat \(\left(\mathrm{X}^{\prime}, Y\right)\)
des \(\operatorname{up}\left(\mathrm{X}^{\prime}, \mathrm{X}, \mathrm{I}\right)-\operatorname{des} \operatorname{up}\left(\mathrm{X}^{\prime}, \mathrm{Y}, \mathrm{J}\right)\),
        \(\operatorname{up}(\mathrm{X}, \mathrm{Y}), \mathrm{I}=\mathrm{J}+1\)
des down( \(\left.\mathrm{X}^{\prime}, \mathrm{X}, \mathrm{I}\right)\) - des down( \(\left.\mathrm{X}^{\prime}, \mathrm{Y}, \mathrm{J}\right)\),
        down(Y,X), \(\mathrm{I}=\mathrm{J}+1\)
query (Y) - des up( \(\left.\mathrm{X}^{\prime}, \mathrm{a}, \mathrm{Y}\right)\), des down( \(\left.\mathrm{X}^{\prime}, \mathrm{Y}, \mathrm{I}\right)\)
```

This can be slightly optimized by limiting ourselves to the b's which will join with flat and restricting the down des's to be in the magic set This generates the following system

```
\(\operatorname{magıc}(\mathrm{a})\)
\(\operatorname{magıc}(\mathrm{Y})-\operatorname{mag} c(\mathrm{X}), \operatorname{up}(\mathrm{X}, \mathrm{Y})\)
des up(X,X,0) - magıc(X),flat(X,Y)
des down( \(\left.\mathrm{X}^{\prime}, \mathrm{Y}, 0\right)-\operatorname{magıc}\left(\mathrm{X}^{\prime}\right), \mathrm{flat}\left(\mathrm{X}^{\prime}, \mathrm{Y}\right)\)
des up( \(\left.\mathrm{X}^{\prime}, \mathrm{X}, \mathrm{I}\right)-\operatorname{magic}(\mathrm{X})\), des \(u p\left(\mathrm{X}^{\prime}, \mathrm{Y}, \mathrm{J}\right)\),
    \(\operatorname{up}(X, Y), I=J+1\)
des down( \(\left.\mathrm{X}^{\prime}, \mathrm{X}, \mathrm{I}\right)\) - des down \(\left(\mathrm{X}^{\prime}, \mathrm{Y}, \mathrm{J}\right)\),
    down \((\mathrm{Y}, \mathrm{X}), \mathrm{I}=\mathrm{J}+1\)
\(\operatorname{sg}(\mathrm{a}, \mathrm{Y})-\operatorname{des} \operatorname{up}\left(\mathrm{X}^{\prime}, \mathrm{a}, \mathrm{Y}\right), \operatorname{des} \operatorname{down}\left(\mathrm{X}^{\prime}, \mathrm{Y}, \mathrm{I}\right)\)
```

Note that we still have the problem of a "late termination" on down because we number all the descendants in down, even those of a lower generation than a
The idea of counting was presented in [Bancilhon et al 86] and a formal description of counting and of an extension called "magic counting" was presented in the single rule case in [Sacca and Zanolo 86] An extension to the fully general case of Horn Clauses with function symbols is described in [Sacca and Zaniolo 86a] We did not cover this extension here Reverse counting is described in [Bancılhon et al 86] They have not been implemented

### 3.4. Summary of Strategy Characteristics.

A summary of the characteristics of each strategy is presented in Table 1

## Table 1: Summary of Strategy Characteristics

| Method | Applicatıon Range | Top down vs Bottom Up | Compaled vs Interpreted | Iterative vs Recursıve |
| :---: | :---: | :---: | :---: | :---: |
| Naive Evaluation | Bottom-up Evaluable | Bottom Up | Compiled | Iterative |
| Semı-Naive Evaluation | Bottom-up Evaluable | Bottom Up | Compiled | Iterative |
| Query/Subquery | Range Restricted <br> No Arithmetic | Top Down | Interpreted | Iteratıve |
| Query/Subquery | Range Restricted <br> No Arithmetic | Top Down | Interpreted | Recursive |
| APEX | Range Restricted No Arithmetic Constant Free | Mixed | Mixed | Recursive |
| Prolog | User responsible | Top Down | Interpreted | Recursive |
| Henschen-Naqvı | Linear | Top Down | Compiled | Iterative |
| Aho-Ullman | Strongly Linear | Bottom Up | Compiled | Iterative |
| Kıfer-Lozınskı | Range Restricted No Arithmetic | Bottom Up | Compled | Iterative |
| Counting | Strongly Linear | Bottom Up | Compiled | Iterative |
| Magic Sets | Bottom-up evaluable | Bottom Up | Compiled | Iterative |

## 4. Performance Comparisons

In this section, we present the results of a comparative performance evaluation of the various strategies To perform such a comparison we must
(1) Choose a set of rules and queries which will represent our benchmark (2) Choose some test data which will represent our extensional database (3) Choose a cost function to measure the performance of each strategy (4) Evaluate the performance of each query aganst the extensional databases

We first describe the four queries used as "typical" intensional databases Then, we present our characterization of the data Each relation is characterized by four parameters and it is argued that a number of familiar data structures, eg trees, can be described in this framework We describe our cost metric, which is the size of the intermediate results before duplicate elimination We present analytical cost functions for each query evaluation strategy on each query The cost functions are plotted for three sets of data - tree, inverted tree
and cylinder We discuss these results informally
The performance issue was addressed informally through the discussion of a set of examples in [Bancllhon et al 86a] Han and Lu [ Han and Lu 86] have reported a study of the performance of a set of four evaluation strategies (including Naive and Henschen-Naqvi and two others not considered here) on the same generation example, using randomly generated data Their model is based on the selectivity of the join and select operations and the sizes of the data relations They consider both CPU and IO cost We have chosen to concentrate on one aspect of the problem, which is the number of successful firings (measured using the sizes of the intermediate relations) and have studied a wider range of strategies, queries and data

### 4.1. Workload: Sample Intensional Databases and Queries

Instead of generating a general mix, we have chosen four queries which have the properties of exercizing various important features of the strategies We are fully aware of the fact that this set

15 insufficient to provide a complete benchmark, but we view this work as a first step towards a better understanding of the performance behavior of the various strategies
The queries are three different versions of the ancestor query and a version of the samegeneration query The first one is just a classical ancestor rule and query with the first attribute bound

$$
\begin{array}{ll}
\text { Query } 1 & \mathrm{a}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{Y}) \\
& \mathrm{a}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{Z}), \mathrm{a}(\mathrm{Z}, \mathrm{Y}) \\
& \text { query }(\mathrm{X})-\mathrm{a}(\mathrm{\jmath} \mathrm{ohn}, \mathrm{X})
\end{array}
$$

Because most strategies are representation dependent, we have studied the same example with the second attribute bound instead of the first This will allow us to determine which strategies can solve both cases

$$
\begin{array}{ll}
\text { Query } 2 & a(X, Y)-p(X, Y) \\
& a(X, Y)-p(X, Z), a(Z, Y) \\
& \text { query }(X)-a(X, j o h n)
\end{array}
$$

The third version of the ancestor example specifies ancestor using recursive doubling This enables us to see how the strategies react to the non linear case This example being fully symmetric, it is sufficient to test it with its first attribute bound

$$
\begin{array}{ll}
\text { Query } 3 & \mathrm{a}(\mathrm{X}, \mathrm{Y})-\mathrm{p}(\mathrm{X}, \mathrm{Y}) \\
& \mathrm{a}(\mathrm{X}, \mathrm{Y})-\mathrm{a}(\mathrm{X}, \mathrm{Z}), \mathrm{a}(\mathrm{Z}, \mathrm{Y}) \\
& \text { query }(\mathrm{X})-\mathrm{a}(\mathrm{\jmath} \mathrm{ohn}, \mathrm{X})
\end{array}
$$

Finally to study something more complex than transitive closure, we have chosen a generalized version of the same generation example, bound on its first attribute

$$
\begin{array}{ll}
\text { Query } 4 & \mathrm{p}(\mathrm{X}, \mathrm{Y})-\operatorname{flat}(\mathrm{X}, \mathrm{Y}) \\
& \mathrm{p}(\mathrm{X}, \mathrm{Y})-\mathrm{up}(\mathrm{X}, \mathrm{XU}), \mathrm{p}(\mathrm{XU}, \mathrm{YU}), \\
& \operatorname{down}(\mathrm{YU}, \mathrm{Y}) \\
& \text { query }(\mathrm{X})-\mathrm{p}(\mathrm{John}, \mathrm{X})
\end{array}
$$

### 4.2. Characterizing Data: Sample Extensional Databases

Because we decided on an analytical approach, we had to obtain tractable formulae for the cost of each strategy against each query Therefore, each relation must be characterized by a small set of parameters Fortunately, because of the chore of our workload, we can restrict our attention to binary relations
We represent every binary relation by a directed graph and view tuples as arcs and domann elements as nodes Nodes are arranged in layers and each are goes from a node in one layer to a node in the next Note that in these graphs each node has at
least one n -arc or one out-arc Nodes in the first layer have no incoming arcs and nodes in the last layer have no outgoing arcs
Let $R$ be a binary relation and $A$ be a set Recall that we denote by A.R the set

$$
A R=\{y \mid x \in A \text { and } R(x, y)\}
$$

We charactenze a binary relation $R$ by
(1) $\mathrm{F}_{R}$ the fan-out factor,
(2) $\mathrm{D}_{R}$ the duplication factor,
(3) $\mathrm{h}_{R}$ the height, and
(4) $\mathrm{b}_{R}$ the base
$\mathrm{F}_{R}$ and $\mathrm{D}_{R}$ are defined as follows given a "random" set A of $n$ nodes from $R$, the size of $A R$ is $n F_{R}$ (We use "' here to denote multiphication It should be clear from the context whether ", denotes multiplication or composition) before dupheate elimination $D_{R}$ is the duphication factor in AR, ie the ratio of the size of AR before and after duplicate elimination Thus the size of AR after duplicate elimination is $n \mathrm{~F}_{R} / \mathrm{D}_{R}$
We call $\mathrm{E}_{R}=\mathrm{F}_{R} / \mathrm{D}_{R}$ the expansion factor of R
The base $\mathrm{b}_{R}$ is the number of nodes which do not have any antecedents The height $\mathrm{h}_{\boldsymbol{R}}$ is the length of the longest chain in $R$
When no confusion is possible, we shall simply use $\mathrm{F}, \mathrm{D}, \mathrm{h}$ and b instead of $\mathrm{F}_{R}, \mathrm{D}_{R}, \mathrm{~h}_{R}$ and $\mathrm{b}_{R}$
The typical structure consists of a number of layers There are $\left(\mathrm{h}_{R}+1\right)$ layers of nodes in the structure, numbered from top to bottom (as 0 to
h) There are $\mathrm{b}_{\boldsymbol{R}}$ nodes in level 0


This "parametrized structure" is farly general and can represent a number of typical configurations
A binary balanced tree of height $l$ is defined by

$$
F=2, D=1, h=l, b=1
$$

The same binary tree upside down is defined by

$$
\mathrm{F}=1 / 2, \mathrm{D}=2, \mathrm{~h}=\mathrm{l}, \mathrm{~b}=2^{1}
$$

A list of length 1 is defined by

$$
F=1, D=1, h=1, b=1
$$

A set of $n$ lists of length $l$ is defined by

$$
F=1, D=1, h=l, b=n
$$

A parent relation, where each person has two children and each child has two parents, is defined by $F=2, D=2, h=$ number of generations, $b=$ number of people of unknown parentage
However, this formalism does not represent cycles Nor does it represent short cuts, were a short cut is the existence of two paths of different length going from one point to another Clearly, they would violate our assumption that nodes were arranged in layers with arcs going from nodes in one layer to the next We also emphasize that we assume the data to be random, with a uniform distribution Thus, the values $F$ and $D$ are average values
Our assumption that the duplication factor is independent of the size is a very crude approximation For instance it implies that if you start from one node you still generate some duplicates Obviously the duplication factor increases with the size of the start set Therefore, our approximation overestimates the number of duplicates However, it becomes reasonable as the size of the start set becomes large It is also dependent upon our assumption that the data is random (with a uniform distribution) and not regular
Let us now turn to the problem of characterizing inter-relation relationships Let $A$ and $B$ be two sets The transfer ratio of $A$ with respect to $B$, denoted $T_{A . B}$ is the number such that given a random set of $n$ nodes in $A$, the size of $A \cap B$ after duphicate elimination is $n T_{A B}$ Note that $0 \leq T$ $\leq 1$
This definition can be extended to binary relations by considering only the columns of the relations We shall denote the 1 -th column of $R$ by $\mathrm{R}_{\mathrm{t}}$. Thus, given two binary relations $R$ and $S$, the number of tuples in the (ternary) result of the join of $R$ and $S$ is $n T_{R 2 . S 1}$, where $n$ is the number of tuples in $R$

### 4.3. The Cost Metrics

We have chosen for our cost measure the number of successful inferences performed by the system
The simplest way to obtain this cost function is to measure the size of the intermediate results before duplicate elimination
Note that in this model the measure of complexity of the join, the cartesian product, intersection and selection is the size of the result, the measure of complexity of union is the sum of the sizes of the arguments (each tuple present in both argument is going to fire twice), and the measure of complexity of projection is the size of the argument Readers
familar with performance evaluation of relational queries might be surprised by these measures However, it is argued in [Bancilion 85] that they are meaningful In essence, our cost is a measure of one important factor in the performance of a query evaluation system, the number of successful firings, rather than a measure of the actual run-time performance

### 4.4. Cost Evaluation

For each strategy and for each query, we have analytically evaluated the cost of computing the given query using the given strategy The cost is expressed as a function of the data parameters $F$, $\mathrm{D}, \mathrm{h}$ and b The formulae are listed in Appendix 1, and their derivations are contained in [Bancilhon and Ramakrishnan 86] To compare these faurly complex formulae, we have plotted a number of curves, some of which are included in Appendix 2

### 4.5. Graphical Comparison of the Costs

The curves shown in Appendix 2 show the relative performance of the various strategies on each of the sample queries for three sets of data They are relations in which the tuples are arranged in a tree structure, an inverted tree structure, and a "cylinder" A cylinder is a structure in which each layer has $b$ nodes and each node has on the average two incoming and two outgoing arcs We present below a sample relation of each type


Tree, $S=2, D=1$


Inverted Tree, $\mathrm{S}=1, \mathrm{D}=2$


Cylinder, $S=D=2$

The chorce of these structures was made in order to study the effects of uneven distribution of the data and the effects of duphcation We have fixed the sizes of all relations at 100,000 tuples For the tree structure, we vary the shape by changing the fan-out $F$ while keeping the number of arcs (which is the number of tuples) constant Clearly, decreasing the fan-out increases the depth of the structure and vice-versa Similarly, the shape of the inverted tree is varied by varying the duplication factor The shape of the cylinder is varied by varying the ratio of breadth $b$ to height $h$, again keeping the number of arcs constant

For each query and data structure, we plot the cost of each strategy against the shape of the data (measured in terms of the parameter used to vary 1t) Thus, for each query, we plot cost vs F for the tree, cost vs $D$ for the inverted tree, and cost vs $\mathrm{b} / \mathrm{h}$ for the cylnder We do this for each strategy The cost is computed using the cost functions listed in the appendix We have often displayed a subset of the curves (for the same query and data structure) over a different range, to allow a better comparison
For the ancestor queries, we plot the cost of each strategy for the cases when the parent relation has 100,000 tuples and the data in it has the shape of a tree, an inverted tree and a cylinder
For the same generation example, we have assumed that the relations $u p$ and down are identical and that the fan-out and duplication for the relation flat are both equal to 1 We have also assumed that the transfer ratio from up to flat is equal to the transfer ratio from flat to down We have assumed that all three relations (up, flat and down) have 100,000 tuples We plot the cost of each strategy as the shape of $u p$ and down varies for a total of six cases the cases when the structure is a tree, an inverted tree and a cylinder, with the transfer ratio equal to 1 and $001(100 \%$ and $1 \%$ respectively)

### 4.6. Summary of the Curves

There are several important points to be seen in the curves For a given query, there is a clear ordering of the various strategies which usually holds over the entire range of data The difference in performance between strategies is by orders of magnitude, which emphasizes the importance of choosing the right strategy The cost of the optimal strategy is less than $10,000 \mathrm{in}$ each of the queries we have considered, over the entire range of data The size of the data is 100,000 tuples This indicates that recursive queries can be implemented efficiently

We present a summary of the ordering of the strategies, as seen in the corresponding curves We use $\ll$ to denote an order of magnitude or greater difference in performance, and for a given query, we hist in parentheses those strategies that perform identically for all data We refer to the various strategies using the following acronyms for brevity HN (Henschen-Naqvı), C (Countıng), MS (Magıc Sets), QSQR, QSQI, APEX, P (Prolog), SN (SemıNaıve), N (naive) and KL (Kıfer-Lozınskin)
Query 1 (Ancestor bf)
Tree
$(\mathrm{HN}, \mathrm{C}) \ll(\mathrm{MS}, \mathrm{QSQR}, \mathrm{APEX})=\mathrm{P} \ll$ QSQI $\ll($ SN,KL $) \ll N$

Inverted tree
(HN,C) $\ll$ (MS,QSQR,APEX) $\ll$ P $\ll$ QSQI $\ll(S N, K L) \ll N$

Cylinder
$(H N, C) \ll(M S, Q S Q R, A P E X) \ll$
QSQI $\ll($ SN, KL $) \ll N \ll P$
Query 2 (Ancestor fb)
All data
(HN,C) $\ll(M S, Q S Q R, K L) \ll$ QSQI $\ll$ APEX $\ll$ SN $\ll \mathrm{N} \approx \mathrm{P}$

Query 3 (Ancestor bf, non-linear)
All data
QSQR $\ll$ QSQI $\ll$ APEX $\ll$
(SN,MS,KL) $\ll \mathrm{N}$
(HN, Counting and Prolog do not apply)
Query 4 (Same Generation bf)
Tree
$\mathrm{C} \ll \mathrm{HN} \approx(\mathrm{MS}, \mathrm{QSQR}, \mathrm{APEX})=\mathrm{P} \ll$
QSQI $\ll(\mathrm{SN}, \mathrm{KL}) \ll \mathrm{N}$
Inverted tree
$\mathrm{C} \ll \mathrm{HN} \approx(\mathrm{MS}, \mathrm{QSQR}, \mathrm{APEX}) \ll$
$\mathrm{P} \ll \mathrm{QSQI} \ll(\mathrm{SN}, \mathrm{KL}) \ll \mathrm{N}$
Cylinder
$\mathrm{C} \ll \mathrm{HN} \approx(\mathrm{MS}, \mathrm{QSQR}, \mathrm{APEX}) \ll$
QSQI $\ll(\mathrm{SN}, \mathrm{KL}) \ll \mathrm{N} \ll \mathrm{P}$

To summarize the ancestor results, the following order is seen to hold for the ancestor queries
$(H N, C) \ll(M S, Q S Q R) \ll$ QSQI $\ll$ APEX $\ll$ SN $\ll \mathbf{N}$

There are some exceptions and additions to the above ordering In the non-linear case, HenschenNaqvı and Counting do not apply, and Magic Sets reduces to Semı-Naive Kıfer-Lozinskin performs
like Semi-Naive, except in the case where the second argument is bound, and in this case it performs like QSQR APEX performs like QSQR in the case where the first argument is bound Prolog performs poorly when it cannot propagate the con,tant in the query (the case where the second argument is bound), as expected When it can propagate the constant, its performance degrades sharply with duphcation, especially as the depth of the data structure mereases This is readily seen from the curves for the cylnder
To summarize the same generation results, we have

$$
\begin{aligned}
& \mathrm{C} \ll \mathrm{HN} \approx(\mathrm{MS}, \mathrm{QSQR}, \mathrm{APEX}) \ll \\
& \mathrm{QSQI} \ll(\mathrm{SN}, \mathrm{KL}) \ll(\mathrm{P}, \mathrm{~N})
\end{aligned}
$$

Prolog behaves like QSQR when there is no duphcation (tree) With duplication, its performance degrades so sharply with an increase in the depth of the data structure that we have classified it with Naive, although it performs better than SemiNalve over a wide range

### 4.7. Interpreting the Results

These results indicate that the following three factors greatly influence the performance

1 The amount of duplication of work,
2 The size of the set of relevant facts, and
3 The use of unary vs binary intermediate relations

By duphcation of work, we refer to the repeated firing of a rule on the same data This can occur due to duplication in the data (e g Prolog), or due to an iterative control strategy that does not remember previous firings (e g QSQI and Naive) Relevant facts have been defined earher, and their signnficance in reducing the number of useless firings has been explained The third factor is hard to define precisely Strategies which only look at sets of nodes rather than sets of arcs perform better than those that look at sets of arcs, by an order of magnitude or more They are less generally applicable since this often involves a loss of information This usually leads to non-termination unless the database has certain properties, such as hnearity of rules and acychcity of the extensional database The following discussion is intended to clarify these concepts, as well as to explan the performance of the various strategies in terms of these three factors

### 4.7.1. The Ancestor Queries

We begin by looking at the ancestor queries The effect of duplication is seen by considering Prolog and QSQI, both of which do duplicate work, for different reasons When the first argument is bound, Prolog performs like QSQR on a tree data structure, where exactly one arc enters each node (equivalently, there is exactly one way of deriving a given answer) With duplication ( 1 e on the average more than one arc enters a given node) performance degrades dramatically Prolog's performance for the same query on a cylinder is comparable to Naive evaluation, a difference of several orders of magnitude' We note that the set of relevant facts is comparable in the two cases, being the set of nodes reachable from the node denoting the constant in the query (which will henceforth be referred to as the query node) However, in the case of the cylnder, these nodes can be reached along several paths and Prolog infers them afresh along each path QSQI performs duplicate computation for a different reason, which is that its iterative control strategy does not remember previous firings Essentially, there are as many steps (executions of the control loop) as the longest path from the query node, and all nodes reached by a path of length less than or equal to 1 are recomputed at all steps after the th This can be seen by comparing QSQR and QSQI and noting that QSQI is orders of magnitude worse in all cases QSQR uses the same set of relevant facts (the reachable nodes) and differs only in that it has a recursive control strategy that avoids precisely this duphcation Naive evaluation also does a lot of duplicate work, for the same reason as QSQI, 1 e , it does not remember previous firings Semi-Naive differs from Naive only in that it remembers all previous firings and does not repeat them Thus, the effect of duplication can also be seen in the difference between Naive and Semi-Naive
The effect of a smaller set of relevant facts can be seen in the vast difference between Magic Sets and Semı-Naıve Magic Sets is simply Semı-Naive applied to the set of relevant facts, which is determined to be the set of reachable nodes except in the doubly recursive case In this case, the first phase of the Magic Sets strategy, which computes the set of relevant facts, falls and the Magic Sets strategy degenerates to Sem-Naive This effect can also be seen in the behavior of Prolog on a tree data structure (which means we elimmate the effect of duphcation) when the first argument is free Prolog's depth first strategy is unable to propagate the constant in the second argument of the query In other words, it must consider all facts in the
database, and its performance degrades by several orders of magnitude Sımılarly, the Kıfer-Lozınskn strategy degenerates to Semı-Naive when the optimization algorithm fails to push down the constant in the query We note that pushing the constant (equivalently, the selection that it represents) is equivalent to cutting down on the number of relevant facts
QSQR succeeds in restricting the set of relevant facts to the set of nodes reachable from the query node even in the non-linear version of ancestor QSQI also succeeds in dong this, but performs a lot of duplicate computation The Magic Sets algorthm uses the entire parent relation for the set of relevant facts and so degenerates to Semi-Naive APEX, for reasons explained below, also uses a much larger set of relevant facts So, although it improves upon Semi-Naive computation in this case, it is much worse than QSQR HenschenNaqvi and Counting do not apply and Prolog does not terminate Thus QSQR is the only strategy that succeeds in both restricting the set of relevant facts and avoiding duplicate work It does this at the cost of implementing the recursive control, which is a cost that we do not understand at this stage
The behavior of APEX illustrates the interesting distinction between the set of relevant facts and the set of useful facts The first step in the APEX strategy is to find what APEX calls the set of relevant facts (which is actually a subset of the set of relevant facts as we have defined $1 t$, since 1 does not include all facts than could derive an answer) In the ancestor examples, these are facts from the relation parent, and the firng of the first rule adds them to the ancestor relation Subsequently, these facts are substituted (in turn) into both the parent and ancestor predicates in the body of the second rule Except in the first case, this leads to subqueries whose answers are not relevant For example, in the case where the second argument is bound to John, the set of relevant (a la APEX) facts is the set of facts $p(X, J o h n)$ By substituting these into the parent predicate in the second rule, we generate the query $a(j o h n, ?$ ) This computes the ancestors of john, whereas the given query a( $\left.{ }^{2}, \mathrm{John}\right)$ asks for the descendants of john This is because APEX does not make the distinction that facts of the form $p(X, j o h n)$ are relevant to the query $a(?, j o h n)$ only when substituted into the ancestor predicate in the second rule This is a distinction that the Magic Sets strategy makes, and it thereby reduces the number of useless firings
We now consider the third factor, the arity of the intermediate relations The two strategies which
use unary intermediate relations are the HenschenNaqvi and Counting strategies In essence, at step 1 they compute the set of relevant facts which is at a distance 1 from the query node Let us denote this set by Sl At the next step, they compute the set of those nodes in parent to which there is an arc from a node in Si Thus, they compute all nodes reachable from john, and further they compute each node at most D times where D is the duphication factor However, the unary relations strategy fails to terminate if the query node is in a cycle Also, neither the Henschen-Naqvi nor the Counting strategy apphes when there are non-linear rules
Magic Sets computes exactly the same set of relevant facts and does no dupheate work However, in the second phase at step 1 it computes all arcs in the transitive closure of parent (restricted to the set of relevant facts) of length 1 In particular, this includes all arcs of length 1 rooted at john This is the answer, and this is essentially all that the more specialized methods, Henschen-Naqvi and Counting, compute Everything else that the Magic Sets strategy does is useless computation Thus, the cost of the Magic Sets strategy is the number of arcs in the transitive closure of the subtree rooted at john ( 1 e the subtree of nodes reachable from John)
The recursive control of QSQR generates subqueries using precisely the nodes in set $\mathrm{Si}_{1}$ at step 1 , and the answer to each of these subquaries is the set of all nodes in the subtree rooted at that node By induction, it is easy to see that the total cost involved in computing a query is the number of arcs in the transitive closure of the subgraph rooted at that query node The intermediate relations here are the (binary) sets of answers to each subquery This seems to indicate the power of a recursive control strategy since it succeeds in reducing both the set of relevant facts and the amount of duphcate work

### 4.7.2. The Same Generation Query

We conclude this discussion by explaining the performance of the various strategies in the same generation query in terms of these three factors Counting has the best performance since it uses the smallest set of relevant facts (the nodes of up which are reachable from the query node), does not do duplicate computation, and further, uses unary intermediate relations It executes the query in two phases In the first phase, at step 1, it computes the set of all nodes in up that are reachable from the query node via a path of length 1 In the second phase, it first computes the nodes of down that are reachable from this set via an arc of flat,
still retaining the distance of each set from the query node In subsequent iterations, it steps through down once each time, such that each node in a set that is isteps away from the query node in up is the root of paths of length in down
Henschen-Naqvi uses the same set of relevant facts, and is a unary strategy, but it does a lot of duplicate work It is a single phase algorithm, which does the same amount of work as the first phase of Counting in computing sets of up nodes along with their distances from the query node However, it steps through down 1 times for each set at a distance 1 from the query node in up Since it does not keep track of the work it does in step 1 at step $1+1$, it repeats a lot of the work in stepping through down

The set of relevant facts for Magic Set, QSQR and APEX is again the set of up nodes reachable from the query node They do not perform duphcate computation However, they work with binary relations, in effect computing all paths with equal lengths in up and down linked by a single arc in flat Thus, their performance is inferior to that of Counting Our graphs show their performance to be identical to that of Henschen-Naqvi It is to be expected that they perform simularly since the duplicate work done by Henschen-Naqvi is offset by the fact that they work with binary relations However, their performance is not really identical It appears to be so in our curves for two reasons The first is our approximation of the number of arcs of length 1 to $n(l)$ gsum(E,h-l) The second is the fact that we plot the curves for cases where up and down are identical Under these conditions, the expressions for the performance of these methods become identical
QSQI is similar to QSQR except that at each step, it duphcates the work of the previous steps, and so it is inferior to Magic Set, QSQR and APEX Semı-Naive uses binary relations, and although it does not do duplicate work, this is outweighed by the fact that the set of relevant facts is all the nodes in up So it performs worse than QSQI Kıfer-Lozinskir degenerates to Semı-Naive since the optimization strategy farls to make any improvements to the system graph Prolog is similar to QSQR when there is no duplication in the data, but its cost increases exponentially with the depth of the data structure when there is duplication Naive evaluation uses the entire set of nodes in up as relevant facts, does duplicate work since it does not remember firings, and uses binary intermediate relations With the exception of Prolog over a certain range, it is clearly the worst strategy

Finally, we note that when the transfer ratio $T$ is $001(1 \%)$, the cost of computing the answer by Naive or Semı-Nave evaluation is essentially that of computing all arcs in the relation flat, and so the two methods perform almost identically

### 4.8. Summary and Caveats

Our conclusions may be summarized as follows
1 For a given query, there is a clear ordering of the strategies
2 The more specialized strategies perform significantly better
3 Recursion is a powerful control structure which reduces the number of relevant facts and eliminates duphicate work
4 The choice of the right strategy is critical since the differences in performance are by orders of magnitude
5 Three factors which greatly influence performance are (i) duphication of work, ( 11 ) the set of relevant facts, and (iu) the arity of the intermediate relations
The results seem robust in that the performance of the various strategies usually differ by orders of magnitude, which allows a wide latitude for the approximations in the model and cost evaluation. Also, the curves rarely intersect, which means that the relative ordering of the strategies is maintained in most cases over the entire range of data
However, it must be emphasized that our cost function makes some crude approximations The cost of join is linear in the size of the result, a consequence of our using the size of intermediate relations as the cost measure We also ignore the cost of disk accesses, and the cost of implementing a recursive control strategy Our model suffers from the approximation that duplication is independent of the size of the start set
Finally, our sample data and queries are hmited, and the results must be extrapolated to other data and queries with caution, especially since the results show some variance in the relative performance of the strategies for different sets of data and queries In particular, our benchmark is limited to the type of data and query where there is a large amount of data and the size of the answer to the query is small This clearly favors the "smart" strategies and obscures, for instance, the fact that Semi-Naive performs as well as any other strategy when computing the entire transitive closure of a relation [Bancilhon 85] Further, our data contains no cycles or shortcuts This is an important limitation since it favours some of the specialized strategies For instance, there are cases where Counting performs worse than Magic Sets [Bancllhon et
al 86] This is not shown by our results since these cases involve shortcuts in the data
We have also assumed in this paper that methods should strive for generality, 1 e we have not addressed the problem of finding a set of speciallzed operators which would solve the "real life" cases of recursion Other authors have addressed this problem, manly by concentrating on the transitive closure operator [Valduriez and Boral 85] or extensions of 1 t [Dayal et al 85, Rosenthal et al 85]

## 5. Conclusions

In this paper, we have given a description and comparative evaluation of the major strategies for processing logic queries without function symbols
We have tried to identify the exact application doman for each method We have also tried to describe the strategies in a uniform manner Unfortunately, we have only been partially successful at that We have identified a set of major characteristics of the strategies method vs optimization strategy, top-down vs bottom-up, recursive vs iterative and compiled vs interpreted But some of these characteristics are somewhat arbitrary for the same strategy it is sometimes possible to have a compled or interpreted version For instance, we have presented a compiled version of naive evaluation, while SNIP is an interpreted version of it It seems also reasonable to design a compiled version of iterative QSQ We also argued that the distinction between optımıation strategy and method was mainly of a pedagogical interest However, the top-down vs bottom-up and recursive vs iterative distinction seems to capture intrinsic properties of the strategies But we consider that the problem of finding a good taxonomy of strategies is still wide open
We have presented a performance comparison of ten methods Even though the "benchmark" we have used is incomplete, the cost measure too elementary and the approximations crude, we found the results to be valuable The robustness of the results (at least on our workload), both in terms of the order of magnitude differences between the costs of the strategies and in terms of invariance of the results to the parameters which we varied, was a surprise We have also been able to explain most of our results through three factors duplication, relevant facts and unary vs binary While the first two factors were well known, the third one came also as a surprise, even though it was probably already understood in [Sacca and Zaniolo 86]
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## Appendix 1: The Cost Functions

We first explan the notation and terminology used in analytically deriving the cost functions We have derived expressions for the cost of each strategy on each of the four queries we have defined We refer the reader to [Bancllhon and Ramakrishnan 86] for the derivation of these expressions
We denote the number of nodes at level 1 in relation $R$ by $n_{R}(1)$, and the total number of arcs in $R$ (which is the number of tuples in $R$ ) by $A_{R}$ Where no confusion is possible, we drop the subscript
We denote the sum of the $(h+1)$ st elements of the geometric series of ration E by gsum( $\mathrm{E}, \mathrm{h})$, thus
$\operatorname{gsum}(E, h)=\left(1+E+E^{2}+E^{3}+E^{b}\right)$
We define the length of an arc in the transitive closure of $R$ (which we denote by $R *$ ) to be the length of the path of $R$ that generates it (Note that this is well defined because there are no short-cuts)
We denote by $\mathrm{a}_{\mathrm{R}^{*}}$ (l) the number of arcs of length exactly l in R * Where the context is clear, we write a(l)
$\mathrm{a}(\mathrm{l})=\mathrm{n}(\mathrm{l})+\mathrm{n}(\mathrm{l}+1)+.+\mathrm{n}(\mathrm{h})=\mathrm{n}(\mathrm{l}) \operatorname{gsum}(\mathrm{E}, \mathrm{h}-\mathrm{l})$
We denote by $\mathbf{h}^{\prime}$ the average level

$$
\mathbf{h}^{\prime}=\mathrm{h}-\left\lfloor\frac{\left(\sum_{i=1}^{\mathrm{h}}(\mathrm{i} \mathrm{n}(1))\right)}{\mathrm{N}}\right\rfloor
$$

It denotes the mean level at which we pick a node, assuming nodes are uniformly distributed We have actually defined $h^{\prime}$ as the distance of the mean level from the highest level $h$ for notational convenience, since this is a quantity we use extensively.

## Query 1 (Ancestor.bf)

| 1.1 Nave evaluation | $D \sum_{l=1}^{\mathrm{h}}(\mathrm{~h}-\mathrm{l}+1) \cdot \mathrm{a}(\mathrm{i})+E \cdot \operatorname{gsum}\left(E, h^{\prime}-1\right)$ |
| :---: | :---: |
| 12 Semr-Natve Evaluation | $D \sum_{i=1}^{b} a(l)+E \operatorname{gsum}\left(E, h^{\prime}-1\right)$ |
| 1.3 QSQ, Iterative | $E \operatorname{gsum}\left(E, h^{\prime}-1\right)+F \sum_{i=1}^{h^{\prime}}\left(h^{\prime}-i+1\right)_{1} E^{i-1}$ |
| 1.4 QSQ, Recursive | $(F+E) \operatorname{gsum}\left(E, h^{\prime}-1\right)+D \sum_{i=1}^{h^{\prime}} E^{1} \cdot g \operatorname{sum}\left(E, h^{\prime}-1\right)$ |
| 15 Henschen-Naqvı | $(\mathrm{F}+\mathrm{E}) \operatorname{ssum}\left(\mathrm{E}, \mathrm{h}^{\prime}-1\right)$ |
| 16 Prolog | $\operatorname{gsum}\left(F, h^{\prime}\right)+E \operatorname{gsum}\left(E, h^{\prime}-1\right)+\sum_{i=1}^{h^{\prime}}\left(F^{\prime}\right) \operatorname{gsum}\left(F, h^{\prime}-1\right)$ |
| 17 APEX | $(F+E) \operatorname{gsum}\left(E, h^{\prime}-1\right)+D \sum_{i=1}^{h^{\prime}} E^{1} \operatorname{gsum}\left(E, h^{\prime}-1\right)$ |
| 18 Kıfer-Lozunsku | $\mathrm{D} \sum_{\mathrm{i}=1}^{\mathrm{b}} \mathrm{a}(\mathrm{l})+\mathrm{E} \operatorname{gsum}\left(\mathrm{E}, \mathrm{~h}^{\prime}-1\right)$ |
| 19 Magzc Sets | $(F+E) \operatorname{gsum}\left(E, h^{\prime}-1\right)+D \sum_{i=1}^{h^{\prime}} E^{\prime} g \operatorname{sum}\left(E, h^{\prime}-1\right)$ |
| 110 Counting | $(F+E) \operatorname{ssum}\left(E, h^{\prime}-1\right)$ |

Query 2 (Ancestor.fb)
21 Nave cvaluation $\quad D \sum_{i=1}^{\mathrm{h}}(\mathrm{h}-1+1) \mathrm{a}(1)+(1 / E) g \operatorname{sum}\left(1 / E, \mathrm{~h}-\mathrm{h}^{\prime}-1\right)$
22 Semt-Nave Evaluation
$D \sum_{i=1}^{\mathrm{h}} \mathrm{a}(\mathrm{l})+(1 / \mathrm{E}) \operatorname{gsum}\left(1 / \mathrm{E}, \mathrm{h}-\mathrm{h}^{\prime}-1\right)$

| 23 QSQ, Iterative | $(1 / E) \operatorname{gsum}\left(1 / E, h^{\prime}-h^{\prime}-1\right)+D \sum_{i=1}^{h-h^{\prime}}\left(h-h^{\prime}-1+1\right) i(1 / E)^{i-1}$ |
| :---: | :---: |
| 24 QSQ, Recursive | $1+(1 / E) \operatorname{gsum}\left(1 / E, h-h^{\prime}-1\right)+F \sum_{i=1}^{h-h^{\prime}}(1 / E)^{i} \operatorname{gsum}\left(1 / E, h-h^{\prime}-1\right)$ |
| 25 Henschen-Naqvi | ( $\mathrm{D}+1 / \mathrm{E}$ ) gsum(1/E, $\mathrm{h}-\mathrm{h}$ ' -1 ) |
| 26 Prolog | $(1 / E) \operatorname{gsum}\left(1 / E, h-h^{\prime}-1\right)+\sum_{i=1}^{\mathrm{h}} \mathrm{n}(1) \operatorname{gsum}(F, h-1)$ |
| 27 APEX | $(1 / E)^{\left(h-k^{\prime}\right)}\left(E \operatorname{gsum}(E, \mathrm{~h}-1)+\mathrm{D} \sum_{i=1}^{\mathrm{h}} \mathrm{E}^{1} \operatorname{gsum}(\mathrm{E}, \mathrm{h}-1)\right)$ |
| 28 Kıfer-Lozınsku | $(\mathrm{D}+1 / \mathrm{E}) \mathrm{gsum}\left(1 / E, h-h^{\prime}-1\right)$ |
| 29 Magrc Sets | $1+(1 / E) \operatorname{gsum}\left(1 / E, h-h^{\prime}-1\right)+F \sum_{i=1}^{h-h^{\prime}}(1 / E)^{1} \operatorname{gsum}\left(1 / E, h-h^{\prime}-1\right)$ |
| 210 Counting | ( $\mathrm{D}+1 / \mathrm{E}$ ) gsum(1/E, $\mathrm{h}-\mathrm{h}^{\prime}-1$ ) |
| Query 3 (Ancestor.bf, Non-Linear Version) |  |
| s 1 Naive evaluation | $\operatorname{Egsum}\left(\mathrm{E}, \mathrm{~h}^{\prime}-1\right)+D \sum_{\mathrm{l}=1}^{\mathrm{h}}(\log (\mathrm{~h} / \mathbf{1})+1)(1-1) a(\mathrm{l})$ |
| s 2 Semı-Nave Evaluatıon | Egsum (E, $\left.\mathrm{h}^{\prime}-1\right)+D \sum_{i=1}^{\mathrm{h}}(\mathrm{l}-1) \mathrm{a}(\mathrm{i})$ |
| s s QSQ, Iterative | $E \operatorname{gsum}\left(\mathrm{E}, \mathrm{h}^{\prime}-1\right)+\mathrm{F} \sum_{\mathrm{i}=1}^{\mathrm{h}^{\prime}}\left(\mathrm{h}^{\prime}-1+1\right)_{1} \mathrm{E}^{1-1}$ |
| 34 QSQ, Recurstve | $F+E \operatorname{gsum}\left(E, h^{\prime}-1\right)+D \sum_{l=2}^{\mathrm{h}^{\prime}}(\mathrm{l}-1) \mathrm{E}^{\text {l }}$ |
| s 5 Henschen-Naqvı | Does not apply |
| 36 Prolog | Does not terminate |
| s 7 APEX | $E \operatorname{gsum}\left(E, h^{\prime}-1\right)+(1 / E)^{h-h^{\prime}}\left(D \sum_{i=1}^{h}(1-1) E^{1} \operatorname{gsum}(E, h-i)\right)$ |
|  | $+E^{b^{\prime}}\left(F \sum_{i=1}^{b}(1-1)(1 / E)^{l^{\prime}} g \operatorname{sum}(1 / E, h-1)\right)$ |
| 38 Kıfer-Lozınskız | $E \operatorname{gsum}\left(E, h^{\prime}-1\right)+D \sum_{t=1}^{h}(1-1) a(t)$ |
| 9 9 Magic Sets | $E \operatorname{gsum}\left(E, h^{\prime}-1\right)+D \sum_{i=1}^{\mathrm{h}}(\mathrm{l}-1) \mathrm{a}(\mathrm{i})$ |
| $s 10$ Counting | Does not apply |

## Query 4 (Same Generation.bf)

In the following expressions, $h^{\prime}{ }_{v p}{ }_{\text {down }}=\min \left(h_{v p}{ }_{v}, h^{\prime}{ }_{\text {down }}\right)$, and $h_{v p \text { down }}=\min \left(h_{v p} h_{\text {down }}\right)$
41 Naive evaluation

42 Semı-Naive Evaluation
$43 Q S Q$, Iterative

$$
\left(h_{\text {vp doun }}^{\prime}+1\right) F_{\text {flat }}+
$$

$$
T_{v p} \text { 2flat } 1 F_{f l a t} \sum_{i=1}^{n_{10}^{d o w}}\left(h_{k p ~ d o w n}^{\prime}-1+1\right) E_{v p}^{i}+
$$

$$
T_{u p ~ 2 f l a t 1} E_{f l a t} T_{f l a t ~ 2 d o w n ~ 1} F_{d o w n} \sum_{i=1}^{b_{v s} \text { down }}\left(E_{u p} E_{d o w n}\right)^{1}
$$

44 QSQ, Recurstve

## 45 Henschen-Naqvi



$\mathrm{T}_{\mathrm{up} \text { 2 flat 1 }} \mathrm{E}_{\text {flat }} \mathrm{T}_{\text {flat 2 down } 1} \mathrm{~F}_{\text {down }} \sum_{\mathrm{i}=1}^{\mathrm{h}^{\prime} \text {, down }}\left(\mathrm{E}_{\mathrm{vp}} \mathrm{E}_{\text {down }}\right)^{1}$
46 Prolog

$$
\operatorname{gsum}\left(F_{u p} h^{\prime}{ }^{\prime}-1\right)+F_{u p} \operatorname{gsum}\left(F_{* p}, h_{* p}^{\prime}-1\right) T_{* p 2 \text { flat } 1} F_{\text {flat }}+
$$


$T_{\text {up 2.flat } 1} E_{\text {flat }} T_{\text {flat } 2 \text { down } 1} F_{\text {down }} \sum_{i=1}^{\mathrm{b}^{\prime} \mathrm{s} \text { doun }}\left(\mathrm{E}_{\text {up }} \mathrm{E}_{\text {down }}\right)^{1}$

$$
\begin{aligned}
& T_{u p} \text { 2.flat 1 } E_{f l a t} T_{\text {flat 2down 1 }} F_{\text {down }} \sum_{i=1}^{b_{v p}^{\prime} \text { doon }}\left(E_{s p} E_{\text {down }}\right)^{i}
\end{aligned}
$$

$$
\begin{aligned}
& A_{f l a t}+T_{\text {sp 2flat 1 }} E_{\text {flat }} T_{\text {flat 2down } 1} D_{\text {down }} \sum_{i=1}^{b_{\text {ve fown }}} a_{\text {ap }}(1) E_{\text {down }}^{d}+ \\
& T_{\text {up 2.flat 1 }} E_{\text {flat }} T_{f \text { lat 2down 1 }} F_{\text {down }} \sum_{i=1}^{b_{i=1}^{\text {dovn }}}\left(E_{u p} E_{\text {down }}\right)^{1}
\end{aligned}
$$

$$
\begin{aligned}
& T_{\text {wp 2 flat 1 }} E_{\text {flat }} T_{\text {flat 2down 1 }} F_{\text {down }} \sum_{i=1}^{h_{v i s}^{\prime} \text { down }}\left(E_{v p} E_{\text {down }}\right)^{i}
\end{aligned}
$$

47 APEX



48 Kijer-Lozunskui
$A_{f l a t}+T_{\text {up 2flat } 1} E_{f \text { lat }} T_{\text {flat } 2 \text { down } 1} D_{\text {down }}\left(\sum_{i=1}^{h_{v o l}^{\text {down }}}\left(a_{\text {up }}(1) E_{\text {doun }}^{1}\right)+\right.$

49 Magic Sets



410 Counting
$\mathrm{F}_{\mathrm{pp}} \mathrm{gsum}\left(\mathrm{E}_{\mathrm{qp}}, \mathrm{h}^{\prime}{ }_{\mathrm{spp}}-1\right)+$
$\mathrm{T}_{\text {up 2flat } 1} \mathrm{~F}_{\text {flat }}\left(1+\mathrm{E}_{\mathrm{spg}} \mathrm{gsum}\left(E u, \mathrm{~h}_{\mathrm{sp}}{ }^{\prime}-1\right)\right)+$

$T_{\text {up 2flat } 1} E_{\text {flat }} T_{\text {flat 2down } 1} F_{\text {down }} \sum_{i=1}^{h_{i s}^{\prime} \text { down }}\left(E_{v p} \cdot E_{\text {down }}\right)^{1}$

## Appendix 2: The Curves
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