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Abstract—This paper proposes a neuromorphic analog CMOS
controller for interlimb coordination in quadruped locomotion.
Animal locomotion, such as walking, running, swimming, and
flying, is based on periodic rhythmic movements. These rhythmic
movements are driven by the biological neural network, called
the central pattern generator (CPG). In recent years, many
researchers have applied CPG to locomotion controllers in
robotics. However, most of these have been developed with digital
processors and, thus, have several problems, such as high power
consumption. In order to overcome such problems, a CPG con-
troller with analog CMOS circuit is proposed. Since the CMOS
transistors in the circuit operate in their subthreshold region
and under low supply voltage, the controller can reduce power
consumption. Moreover, low-cost production and miniaturization
of controllers are expected. We have shown through computer
simulation, such circuit has the capability to generate several
periodic rhythmic patterns and transitions between their patterns
promptly.

Index Terms—Analog CMOS circuits, central pattern gener-
ator (CPG), coupled neural oscillators, interlimb coordination,
quadruped locomotion.

I. INTRODUCTION

A NIMAL locomotion, such as walking, running, swimming
and flying, is based on periodic rhythmic movements.

These rhythmic movements are driven by the biological neural
network, called the central pattern generator (CPG) [1]. CPG
consists of sets of neural oscillators, situated in ganglion or
spinal cord. Induced by inputs from command neurons, a CPG
generates a rhythmic pattern of nerve activity unconsciously
and automatically. Such a rhythmic pattern activates motor
neurons, thus the rhythmic movements of animals are driven.
While not necessary for rhythmic movements, sensory feedback
regulates the frequency and phase of these rhythmic patterns
generated by CPG [2]. Furthermore, CPG can also adapt to
various environments to change the periodic rhythmic pattern
itself [3]. For instance, vertebrates, such as horses and cats, can
change their locomotor patterns depending on the situation [4],
[5]. Since the degree of the freedom of physical parts relevant
to locomotion is very high, the coordination of the physical
parts, such as interlimb coordination, is required for smooth
locomotion. The rhythmic movements driven by CPG induce
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this coordination. Therefore, CPG plays significant roles in
locomotion.

In recent years, many researchers have applied such func-
tions of CPG to locomotion control in robotics [7]–[13]. For ex-
ample, quadruped robots capable of adapting to irregular terrain
using CPG dynamics have been developed by Kimuraet al. [7].
Billard and Ijspeert have applied a CPG controller to an enter-
tainment robot, AIBO [8]. Shan and Nagashima have proposed
a CPG controller for a humanoid robot [9].

In robotics, using CPG for locomotion control has the fol-
lowing advantages: 1) The amount of calculation required for
movement control is reduced as a result of the coordination of
physical parts induced by the rhythmic movements and 2) As a
result of synaptic plasticity which change the configuration of
CPG and the rhythmic pattern, high autonomous adaptation to
various environments is achieved [10].

In the present paper, we propose an analog CPG controller for
the coordination of physical parts in quadruped walking robots.
Although a number of CPG controllers have been developed,
most of these have been implemented by using digital proces-
sors [7]–[9]. While a digital processor can operate with high
accuracy, it consumes high power and occupies a large area of
chip. Such problems occur to degrade CPG controllers. In order
to overcome such problems, the proposed CPG controller is de-
signed as an analog CMOS circuit. As a result, it can reduce
power consumption. Moreover, low-cost production and minia-
turization of controllers are expected.

CPG controllers as an analog circuit have already been
implemented in previous works [11]–[13]. For example, an
analog CPG controller for a quadruped walking machine has
been proposed by Still and Tilden [11]. Patelet al. designed
an analog CPG chip based on the Morris–Lecar neurons for
intersegmental coordination of an artificial lamprey [12]. Lewis
et al. proposed a custom analog very large-scale integration
(VLSI) chip as a CPG controller, which makes use of the
integrated and fire neurons [13].

The present work differs from these works in several respects.
First, our CPG controller is based on the Amari–Hopfield neu-
rons [14], which is suitable for analog circuit implementation.
Second, it is capable of producing various rhythmic patterns and
changing these patterns promptly.

The present paper is organized as follows. In Section II,
the biological background of the present work is stated. In
Section III, we describe a CPG network model for controlling
interlimb coordination in quadruped locomotion. In Section IV,
we proposed the circuit architecture of the CPG controller. In
Section V, by using computer simulator SPICE, we confirm that
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the proposed controller has the capability to produce various
rhythmic patterns and transitions from one pattern to another.
The further considerations are shown in Section VI. The
summary over the present research is presented in Section VII.

II. NEURAL CONTROL OFRHYTHMIC MOVEMENTS

In this section, we describe the fundamental roles of the
neural control of rhythmic movements of CPG.

A. Central Pattern Generator

The rhythmic movements of animals, such as locomotion
and breathing, are driven by CPG. CPG generates a periodic
rhythmic pattern of nerve activity that activates motor neurons,
resulting in rhythmic movements of animals. The periodic
rhythmic pattern of nerve activity can be regarded as an
attractor like a limit cycle, embedded in network structure of
CPG. Characteristics of the rhythmic pattern as an attractor
contribute to the stability of rhythmic movements. While not
necessarily for generating a periodic rhythmic pattern, sensory
feedback regulates the frequency and phase of the rhythmic
pattern. Sensory feedback balances effects of unexpected and
unwanted disturbances by regulating the rhythmic pattern of
nerve activity, and thus rhythmic movements driven by CPG
are stabilized further.

B. Coordination of Physical Parts

In vertebrate locomotion, one of the most fundamental roles
of CPG is to control of each limb. As a result of interaction with
CPGs that actuate muscles at each joint of the limbs, rhythmic
movements of each of the limbs are stabilized. Another one
is cooperation between the limbs, i.e., interlimb coordination.
CPGs that control each of the limbs are synchronized via coordi-
nating interneuros between the CPGs, and thus the interlimb co-
ordination is achieved. Since the degree of the freedom of phys-
ical parts relevant to locomotion is very high, the coordination
of physical parts is required for smooth locomotion. Therefore,
CPG can be said to play the central role in locomotion.

C. Rhythmic Pattern Transitions

In rhythmic movements of animals, a transition of the
rhythmic movements is often observed. As a typical example,
the horse has chosen a locomotor pattern, which is called the
gait [4]. It is believed that the optimal gait pattern is chosen
based on locomotor speed or the rate of energy consumption
[5]. In addition, each gait pattern, such as walk, trot, and
gallop, is characterized by the relative phase between the
limbs. Fig. 1(a) and (b) shows the typical gait patterns of
mammals and its relative phases. Here, LF, LH, RF, and RH
represent left forelimb, left hindlimb, right forelimb, and right
hindlimb, respectively. The gait patterns are also regarded as
different modes of coordination of the limbs. Furthermore, it is
considered that gait pattern transitions arise from changing of
cooperation of CPGs that control the interlimb coordination.

(a)

(b)

Fig. 1. (a) Typical gait patterns in quadruped locomotion. (b) Relative phases
between the limbs in the different gait patterns.

(a) (b) (c)

Fig. 2. Examples offunctional reconfigurationsof CPG. (a) Entire network
of Tritonia swimming CPG. (b) Functional configuration—defensive withdraw
mode. (c) Swimming mode. Here, black and white circles represent excitatory
and inhibitory synapses, respectively.

D. Functional Reconfiguration of CPGs

Recently, it has been found that neuromodulators, such as
serotonin, causefunctional reconfigurationsthat produce dif-
ferent rhythmic patterns in individual CPGs [6].

In the Tritonia swimming CPG network, two functional
configurations, one of them produces defensive withdrawal,
the other swimming, could exist [Fig. 2(a)–(c)]. Here, DSI
and VSI represent the dorsal swim interneuron and the ventral
interneuron, respectively. I is the inhibitory neuron, which
mediates DSI to DSI inhibition, and C2 is the cerebral cell 2,
which inhibits I neuron. When serotonin induces C2 neuron
to release more transmitters and strengthens its synaptic
interaction,functional reconfigurationis induced [6].

It is considered that suchfunctional reconfigurationcould
exist in CPG networks that control coordination of physical
parts of higher vertebrates.

III. CPG MODEL

In this section, we describe a CPG model underlying an
analog CPG controller for interlimb coordination in quadruped
locomotion.

A. Neural Oscillator Model

A number of artificial neural networks have been proposed
as the CPG model [16]–[22]. In the earliest research, Brown
proposed the most fundamental CPG model using the neural
oscillator, which consists of two neurons and has interactions
between neurons by reciprocal inhibition [16]. The model is also
one of the relaxation oscillators. Although its configuration is
very simple, it is essential as the component of the CPG model.
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Fig. 3. Amari–Hopfield neurons model.

In this paper, we chose the Amari-Hopfield neurons model
[14] as the neural oscillator. The model consists of an excitatory
neuron and an inhibitory neuron with excitatory inhibitory con-
nections (Fig. 3). The dynamics of the Amari-Hopfield model
is expressed by the following equations:

(1)

where and express the activities of the excitatory neurons
and the inhibitory neurons, respectively. The parameters–
determine the dynamics of the model. and express
the external inputs. The transfer function is given by the
following equation:

(2)

where is the hyperbolic tangent function and is
its control parameter. The Amari–Hopfield model is suitable
for implementation of the CPG model as analog circuits
because of its simple transfer function. Its details are given
in Section IV-A. Furthermore, the Amari–Hopfield model
corresponds to the affine transformation of the Wilson–Cowan
neurons model, which imitates the population activities of
cortical neurons [15]. Therefore, the qualitative property of
both models is equivalent. The dynamics of both models have
been studied in detail. Depending on the parametersthrough

and the external inputs and , the Amari–Hopfield
model generates the periodic pattern automatically. Fig. 3 show
an attractor of the Amari-Hopfiled model in the phase
plane.

B. Neural-Network Model

We composed a neural network model underlying the CPG
controller to perform interlimb coordination in quadruped lo-
comotion. As the CPG controller for interlimb coordination, it
is desirable to generate various rhythmic patterns. Hence, we
constructed a neural-network model from the Amari–Hopfield
model according to the neural network proposed by Nagashino
et al. [19]. Their model consists of four coupled neural oscilla-
tors with excitatory and inhibitory interneurons. By introducing
the interneurons and switching their interactions with neural os-
cillators, functional reconfigurationsof the CPG network are
performed, and then various rhythmic patterns are generated
[19].

Fig. 5 shows the basic structure of the neural–network model.
Here, we describe configurations of networks that generate peri-
odic rhythmic patterns corresponding to each of the typical gaits
of mammals. Fig. 6(a)–(c) correspond to the walk mode, the trot
mode, and the gallop mode, respectively [19].

Fig. 4. Attractor of the Amari–Hopfield model in theu� v phase plane. The
limit-cycle:A = C = 4:0,B = 3:0,D = 0:0, S = 0:0, S = �1:5, and
� = 1:0.

Fig. 5. Basic configuration of the CPG network model.

(a) (b) (c)

Fig. 6. Functional configuration corresponding to the typical gaits patterns in
mammal. (a) Walk mode. (b) Trot mode. (c) Gallop mode.

By combining the networks that correspond to each of the gait
modes, we construct the entire network. The network dynamics
is given by the following equations:

(3)

(4)

(5)

(6)

(7)
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(a) (b)

Fig. 7. Schematics of the differential pair circuits. (a) pMOS type. (b) nMOS
type.

where each index is an ordered set of four numbers, each of
which correspond to a unit., , and represent activities
of the excitatory neurons,and represent activities of the in-
hibitory neurons, , , , , and are the time constant
of the neurons, , , , , , , , and are the in-
teraction parameters. , , , , and are the tonic bias
inputs, and is the external inputs.

Depending on the interaction parametersthrough , the
tonic bias inputs through and the external inputs , the
dynamics of the network is determined. In particular, the bias
inputs and the external inputs determine the equilibrium point
of the network.

IV. A RCHITECTURE OF THECPG CONTROLLER

In this section, we describe the architecture of the CPG
controller for interlimb coordination in quadruped locomotion.
First, the basic cell circuits that constitute a part of the CPG
controller are given, next the architecture of the entire system
is described.

A. Cell Circuits

We designed the cell circuits that constitute a part of the CPG
controller. Each circuit consists of the basic analog CMOS cir-
cuits, such as the differential pair, the current mirror, and the
translinear current multiplier/divider [23].

First, we describe the characteristics of the differential pair,
which is one of the most fundamental components of the CPG
controller. Fig. 7(a) and (b) each show two types of schematics
of the differential pair. The differential pair can approximate the
transfer function (2). When the MOS transistors, which com-
prise the differential pair, operate in their subthreshold region,
the static response of the differential pair is given by the fol-
lowing equation [23]:

(8)

where is the input voltage, is the bias voltage, is the
bias current, , is the thermal voltage, and
is the electrostatic coupling coefficient between the gate and

Fig. 8. Static responses of the differential pair (nMOS type).

(a) (b)

Fig. 9. (a) Schematic of the excitatory cell circuit. (b) Inhibitory cell circuit.

channel. Here, we show static responses of the nMOS type cir-
cuit in Fig. 8.

The excitatory cell circuit is shown in Fig. 9(a). It consists
of the RC circuit, the differential pair circuit and the current
source. The dynamics of the excitatory cell circuit is given by
the following equation:

(9)

where expresses the voltage value, is the capacitance
value, is the resistance value, and is the external
current that is independent of the voltage. The excitatory cell
circuit outputs positive current according to (8).

The inhibitory cell circuit is shown in Fig. 9(b). It also con-
sists of theRCcircuit, the differential pair circuit and the current
source. The dynamics of the inhibitory cell circuit is given by
the following equation:

(10)

where is the voltage value, is the capacitance value,
is the resistance value, and is external current that is in-
dependent of the voltage. The inhibitory cell circuit outputs
negative current according to (8).
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Fig. 10. Schematic of the neural oscillator cell circuit.

Fig. 11. Schematic of the translinear current multiplier/divider.

Fig. 10 shows the neural oscillator cell circuit whose dy-
namics is expressed by (1). We rewrite (1) as follows:

(11)

where the parameters– are same in (3). and are the
output currents of the differential pairs. The neural oscillator cell
circuit consists of the excitatory cell circuit and the inhibitory
cell circuit, and each variable corresponds to (7) and (8). The
ratio of the interaction parameters is determined by the aspect
ratio ( : the gate width, : the gate length) in the current
mirrors. The circuit generates the periodic rhythmic pattern as
a result of the interaction with the excitatory and inhibitory cell
circuit. Depending on the parametersthrough and the ex-
ternal inputs and , the circuit generates the periodic
rhythmic pattern automatically.

If we want to regulate the frequency of the periodic rhythmic
pattern, we should adjust the period of the limit cycle in the
phase plane. Namely, we should properly adjust the balance of
the interaction parameters, and the external inputs. To do this,
it is necessary to adjust the balance between currents
and . By changing these currents, the equilibrium point
in the dynamics has also been changed. Therefore, the bias cur-
rents should be regulated.

Hence, we combine the transliner current multiplier/divider
with the neural oscillator cell circuit. Fig. 11 shows a schematic
of the translinear current multiplier/divider. The circuit operates
based on the transliner principle. Since all of the MOS transis-
tors that comprise the circuit are operated in their subthreshold
region, the dynamic range of the input and output currents are

Fig. 12. Static responses of the translinear current multiplier/divider.

Fig. 13. Schematic of the complete neural oscillator cell circuit.

limited below an order of several hundreds nA. The static char-
acteristic of the multiplier/divider is expressed as follows [23]:

(12)

where is the input current, and are the bias current, and
and are the bias voltage. Fig. 12 shows static charac-

teristics of the transliner current multiplier/divider. In order to
extend the dynamic range of the input/output currents, the gate
width of all of the nMOS transistors comprising the circuit set
at 12 m.

Fig. 13 shows the complete neural oscillator circuit. Here,
MD represents the translinear multiplier/divider. By adjusting
the current using the transliner current multiplier/di-
vider and the bias current , we could regulate the frequency
of the periodic rhythmic pattern generated by the neural oscil-
lator cell circuit.

B. Network Architecture

We constructed the CPG controller from the cell circuits.
Here, we use the excitatory cell circuit and the inhibitory cell cir-
cuit as the excitatory interneuron and the inhibitory interneuron,
respectively. Let us rewrite (3)–(6) as follows:

(13)
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Fig. 14. Entire network architecture of the CPG controller.

(14)

(15)

(16)

where is the output current of the differential pair. The ca-
pacitance values through , the resistance values – ,
and the interaction parameters– correspond to those of
(3)–(6). The ratio of the interaction parameters is determined
by the aspect ratio in the current mirrors. , , ,
and and are the DC bias currents, which
control the equilibrium point of the CPG controller.

Fig. 14 shows a block diagram of the network architecture of
the CPG controller, where the black and white arrow is excita-
tory and inhibitory interactions, respectively. Moreover, we use
the voltage values as outputs of the circuit, and each of them
is transformed into torque driving actuator that control each of
the limbs.

As a result of switching the operation of the interneurons that
interact with the neural oscillator circuits, for instance, by using
CMOS switch, thefunctional reconfigurationsof the CPG con-
troller are performed. Hence it follows that the transitions be-
tween different rhythmic patterns are achieved.

V. SIMULATION RESULTS

In this section, we confirm the operation of the proposed CPG
controller through computer simulation. In the following simu-
lation, we used the circuit simulator PSPICE and MOSIS AMIS

1.5- m CMOS technology LEVEL 3 model parameters. As typ-
ical device parameters, and are as-
sumed. As common parameters, the gate length m,
the capacitance values , , , , and were set at
(100, 100, 100, 100, 300) nF, the resistance values, , ,

, and were set at 1 M , the interaction parameters,
, , , and were set as follows:

where the gate width of minimum size of nMOS and pMOS
transistors were set at (2.4, 4.8)m. Furthermore, we set the
bias currents of the differential pairs at 100 nA.

A. Production of Multiple Gait Patterns

First, we confirmed the generation of the periodic rhythmic
patterns in the circuit. Three examples of the rhythmic patterns
of voltage values in the circuit are shown in Fig. 15(a)–(c). It
is shown that each periodic rhythmic pattern corresponds to the
gait patterns such as walk, trot, and gallop.

Fig. 15(a) corresponds to the walk mode. In the mode, we set
the interaction parameters as follows:

The bias currents , , , , and were set at 0.95,
0.95, 0.85, 1.0, 1.0 A, the bias currents were set at 0 A
( ).

Fig. 15(b) corresponds to the trot mode. In the mode, we set
the interaction parameters as follows:

The bias currents , , , , and were set at 1.1, 0.9,
1.0, 1.0, 1.05 A, the bias currents and were set
at 2, 0, 0, 2 nA.

Fig. 15(c) corresponds to the gallop mode. In the mode, we
set the interaction parameters as follows:

The bias currents , , , , and were set at 1.0, 0.85,
1.0, 0.9, 1.0 A, the bias currents were set at 0 A

.

B. Gait Pattern Transitions

Second, we confirmed to occur the transition between the
different rhythmic patterns in the circuit. In the following sim-
ulation, the interaction parameters and the bias currents were
changed at 5.0 s. Fig. 16(a) and (b) shows two examples of tran-
sitions in the circuit. Fig. 16(a) and (b) corresponds to the tran-
sition from walk to trot and from trot to gallop, respectively.
In each mode, it is shown that the circuit has the capability to
change the rhythmic patterns promptly.

C. Regulation of Oscillatory Frequency

Third, we regulated the frequency of the periodic rhythmic
pattern in the circuit. In order to regulate the frequency of the
rhythmic pattern, it is necessary to adjust the balance between
currents and , and the bias currents . By
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(a) (b)

(c)

Fig. 15. Rhythmic patterns corresponding to each of the gait patterns. (a) Walk mode. (b) Trot mode. (c) Gallop mode.

regulating the currents and , the frequency of the
rhythmic pattern could be regulated.

Fig. 17 shows the regulation of the frequency in trot mode.
At 0 to 10.0 s, we set the bias currents in the translinear current
multiplier/divider ( , ) at (120 nA, 120 nA), the bias cur-
rents at 900 nA ( ). Then, the frequency of the
periodic rhythmic pattern is about 1.0 Hz.

Furthermore, at 10.0–20.0 s, we change the bias current
toward 200 nA and the bias currents toward 800 nA contin-
uously. Then, the frequency of the periodic rhythmic pattern is
changed from about 1.0 to 1.4 Hz.

D. Influence of Disturbance

In Fig. 18, we give two weak disturbances to the circuit in the
trot mode. The external current 250 nA and nA is given
to node of unit 0 in the circuit at 5.1 to 5.2 s and at 8.2 to 8.3 s,
respectively.

It is shown that the circuit has the stability against the distur-
bance. It is assumed that the stability is provided by the charac-
teristics of the rhythmic patterns as an attractor of the CPG net-
work. If disturbance is considered to be an input from a sensory
neuron, the phase of the periodic pattern would be regulated by
sensory feedback.
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(a)

(b)

Fig. 16. Transitions between the differential periodic rhythmic patterns.
(a) From walk to trot mode. (b) From trot to gallop mode.

Through several computer simulations, we confirmed the
desire operations of the proposed circuit. First, we confirmed
that the circuit is capable to produce various rhythmic peri-
odic patterns corresponding to the gait patterns. Second, we
confirmed to occur the transitions from one pattern to another.
Third, we also observed that it is possible to regulate the
frequency of the periodic rhythmic patterns in the trot mode.
Furthermore, we confirmed that the circuit has the stability
against weak disturbance.

In the present simulations, we considered only three config-
urations corresponding to the walk mode, the trot mode and

Fig. 17. Regulation of the frequency of the periodic rhythmic patterns.

Fig. 18. Influence of disturbance on the periodic rhythmic patterns.

the gallop mode. However, more interneurons and connections
between the oscillators, then more rhythmic patterns would be
generated. Our CPG controller is designed not to give the real
motion of each limb but only the timing of motion, since it is
considered that the motion pattern of each limb is controlled by
the lower nervous system and CPG to control interlimb coor-
dination gives only the timing and the period of the motion of
each limb in animal locomotion [22]. As the results, it is shown
that the proposed circuit is sufficient as the CPG controller for
interlimb coordination in quadruped locomotion.
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VI. FURTHER CONSIDERATIONS

In this section, we examine practical problems in circuit im-
plementation, which should be attendant to further studies.

When we construct our CPG controller, device fluctuations
should affect accuracy of the operation of the circuit. In partic-
ular, the subthreshold operation of the circuit is affected strongly
by the device fluctuations. Hence, we consider how each device
parameter would affect the operation of operation.

First, we consider the device fluctuations in the MOS tran-
sistors. In the differential pair, the circuit operation depends on
good matching between the MOS transistors that comprise the
circuit. In the subthreshold region, the pre-exponential constant

affects strongly accuracy of the circuit operation. In order to
obtain high relative accuracy, we should place the pair of the
MOS transistors comprising the differential pair closely. In the
current mirror, furthermore, the matching of the aspect ratio is
necessary since the ratio of the current mirror determines the
dynamics of the CPG.

Second, we consider the fluctuation of resistors in the CPG
controller. Since their fluctuations affect the equilibrium point in
the CPG, their relative accuracies are important. Similarly, it is
desirable to set the bias currents in the circuit, which determine
the equilibrium point in the CPG, as accurately as possible.

In the present simulation, we use the large capacitors and re-
sistors. This mean that when we try to built a chip with such
capacitors and resistors, they would occupy a large area of the
chip. In order to overcome such problems, we use external ca-
pacitors and resistors. By using such strategy, small area of chips
and low-cost production can be realized.

VII. SUMMARY

In this paper, we proposed an analog CMOS controller for
interlimb coordination in quadruped locomotion. The proposed
controller is based on the biological neural network, called CPG.
In recent years, many researches have proposed CPG controllers
for walking robots. While most of these have used digital pro-
cessors that have several problems such as high power consump-
tion, we designed the CPG controller as analog circuit.

In previous works, several analog CPG controllers have al-
ready been developed [11]–[13]. The present work differs from
them in several respects. First, the CPG controller is based on the
Amari–Hopfield model, which can be implemented easily with
the fundamental analog circuits, such as the differential pair and
the current mirror. Second, the CPG controller has the capa-
bility of generating several rhythmic patterns and changing their
patterns promptly. These properties are sufficient for the CPG
controller to coordinate interlimb motion in quadruped walking
robots.

Furthermore, the CMOS transistors in the CPG controller op-
erate in their subthreshold region and under low supply voltage,
so it can reduce power consumption. Since a number of the tran-
sistors comprising the controller are less than a thousand, it is
expected that low-cost production and miniaturization of chips
can be realized.

Following the present research, we are going to develop au-
tonomous adaptive controller for micro locomotor robots.
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