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## AN ANALYSIS OF CARRY TRANSVISSION IN

CONFUTER ADDITION

Since all arithmetic operations reduce ultimately to addition, the basic consideration in designing a high speed computing automaton is fast addition; and the basic difficulty in achieving fast addition is the carry problem, inasmuch as a single carry may propagate through an entire adaition. The carry probiem is particularly serious in binary addition. To see why, we observe that there are four basic situations:

| 1 | 0 | 0 | 1 |
| :---: | :---: | :---: | :---: |
| 1 | $\frac{0}{10}$ | $\frac{1}{01}$ | $\frac{0}{01}$ |

The first two will not propagate carries; the second two will propagate but will not ori inate carries; and only the first will originate carries. Hence the probailiity that a randomly chosen stage in a binary addition will generate a carry is $1 / 4$, but the probability that a randomly chosen stinge will prosagnte a carry is $1 / 2$. More genernlly, in $I$ radix $R$ system, there are $R^{2}$ possible situntions ( $2^{2}$ in binary, ns we have seen) of which $1+2+\ldots+\ldots$ Will originate carries. If we sum this arithmetic progression, we see that carries can originute in $R(R-I) / 2$ wnys, giving the probabil1ty $R(R-1) / 2 R^{3}$ or $(R-1) / 2 R$ thet a randomly chosen stage will originate a carry. A carry will be propagnted if and only if the units digit is $R-1$, which can be the sum of two digits in $R$ different ways, so that the probability that a randomly chosen stage will propagnte a carry is $R / R^{2}$ or $1 / R$. A carry will, of course, be 0 or 1 regardless of the radix, because the worst possible case is $(\mathrm{R}-\mathrm{l})+(\mathrm{R}-1)=$ $2 R-2=R+(R-2)$ so that the carry digit will be nt most $a 1$, and
in that case the units dight will be nt most R-2.
The probabilities that $\lambda$ random stage of an addition in radix $R$ will originate a carry or propagate in incoming carry make it clear that, as the radix increases, carry generation is essentially unchanged is it appronches the limit $1 / 2$, while carry propagation approaches 0 as $1 / R$. Binary addition thus gives the worst possible carry situation.

Inasmuch as computer construction generally calls for the use of binary arithmetic on account of high storage efficiency and easy mechanization, we shall consider methods of facilitating carry transmission in binary addition. To do this, we first introduce some operations of the classical two-valued logic, in which events are either true or arse, a pair of steady states which can be represented by 1 and 0 respectively. The operands of our logical reprosentations will correspond to signals ( 0 or 1 ) on wires in the eleatronic circuitry of the computer. The operations which we wish to consider are:

Logical Operation

1. Conjunction
2. Negation (Inversion) $\bar{a}$
3. Inclusive disjunction
4. Exclusive disjunction

Logical
Representation Interpretation
$a \cdot b$ (or, $a b) \quad a$ "and $b$
a mot"a
$a \mathrm{v} b$
$a \neq b$
a morn b
amor" b but not both.

The arithmetic interpretation of these operations is demonstrated by the so-called truth table definitions of the operations.

|  | $a=0$ | $a=1$ |
| :--- | :---: | :---: |
| $b=0$ | $a \cdot b=0$ | $a \cdot b=0$ |
| $b=1$ | $a \cdot b=0$ | $a \cdot b=1$ |


| $a$ | $\bar{a}$ |
| :--- | :--- |
| 0 | 1 |
| 1 | 0 |



|  | $a=0$ | $a=1$ |
| :---: | :---: | :---: |
| $b=0$ | $a \neq b=0$ | $a \neq b=1$ |
| $b=1$ | $a \neq b=1$ | $a \neq b=0$ |

In electronic circuitry, we shall represent these logical operations by the following diagrams:

1. Conjunction

2. Negation (Inversion) $\xrightarrow{a} 0 \longrightarrow \bar{a}$
3. Inclusive disfunction
4. Exclusive disjunction


These are the diagrans of "and", "complementr, "or", and "exclmor" grates respectively. Although exclusive disjunction is usunlly given as a combination of other operations, we have chosen to use it as a basic operation for convenience, inasmuch as "excl-or" gates of simplicity comparable to the other gates may now be built. The logical design of a computing automaton may be described with these diagrammatic symbols.

At any given stage $s_{1}$ of a binary addition, a bit (binary digit) $u_{i}$ of the sum and an out going carry $c_{1}$ ( 0 or 1 ) are developed from the corresponding $b_{1} t s$ of the augend and addend, $\alpha_{1}$ and $b_{i}$, and the incoming carry $c_{1+1}$. (The possibilities for such stages are subsequently tabulated). Adaition may be accomplished logically in several apparently different ways, but we choose the following logical functions to define $u_{i}$ and $c_{1}$ :

$$
\begin{aligned}
& u_{1}\left(a_{1}, b_{1}, c_{1+1}\right)=\left(a_{1} \not \equiv b_{1}\right) \not \equiv c_{1+1} \\
& a_{1}\left(a_{1}, b_{1}, c_{1+1}\right)=a_{1} b_{1} \quad v\left(a_{1} \not \equiv b_{1}\right) c_{1+1}
\end{aligned}
$$

Inamuch as the truth value tables of these logical functions correspond exactly to values for $c_{1}$ and $u_{1}$ given below in Table $l$, the functions correctly define the carries and the bits of the sum. These logical functions are reflected in the circuit diagram for an addition unit $s_{1}$ in Figure 1.

In order to add two n-bit nurbers, we need either $n$ of the individual addition units connected linearly (in parsilel) as in Figure 2, or suitable delay rechanisr such that one addition unit of the type shown in Figure 1 could develop the hits $u_{1}$ at successive noments of tine (with the $a_{1}$ and $b_{1}$ changing at each moment of time and the $c_{1}$ of one mor:ent being fed back in as the $c_{1+1}$ of the next noment). The former course is much more desirable in nccomplishing rapid addition. The signals $a_{1}$ and $b_{1}$ are then applied ateadily until the number ropresenting the sur, $u_{1} u_{2} u_{3} \ldots \ldots \ldots u_{n}$, reaches a steady state.

We should like to note riefly that binary subtraction may be accomplished by the unit in Figure 3 which is sufficiently sinilar to our addition unit that borrow transmission with our subtraction unit pirtakes of the same general transformations subsequently to te developed in this paper for carry transrission. Again the validity of the logical functions er:odied in the circuitry nay fe deronstrated by truth table analysis.

A clear picture of what the carry situation is suggests alternative solutions. On one extreme, the easiest way out is simply to allow enough time for a complete carry of $n$ places; the most difficult is to adopt a systen of siriultaneous corry for all digits, which
will be shown to involve a very inrge anount of equipment, but which will speed up the addition process considerably. Between these extremes are various other possihilities, including simultaneous carry within each successive group of $m$ digits (where $n / m$ is an integer) and immediate transmission of carries entering major stages $s_{1}$ (composed of several adjacent minor stages $s_{1}$ ) when the incoming carry will be propagated through the entire stage $S_{i}$. Thus, a sort of carry sensing is involved in the latter, to be acconplished by what we shall call "groupea" circuitry. Various other nore complex methods of handing carry transmission will present thenselves as we progress. For several methods of handilng carries, we shall give a circuitry diagram and also seek an expression of the effective transformation as to the number of places traveled which carries undergo in such a circuitry. The effective number of places traveled hy carries is, in one sense, an expression of the rapidity of an addition. For exnmple, consider a parallef asynchronous adder in which adition times vary fron $t_{1}$ to $t_{i}+t_{a}$; essentially $t_{1}$ is the $t_{1 m e}$ required for an addition in which there are no carries and $t_{a}$ is the time required for a full $n$ stage carry. Then, reducing the longest carry fron $n$ to $k$ by some carry transformation will reduce adation tine approxinately to $t+\frac{k}{n} t_{z}$; that is, the reduction will be by $t_{a}\left(\frac{n-k}{n}\right)$.

Assume that parallel adaition circuitry is grouped as shown in Figure 4, each group of $m$ addition units having an ( $m+1$ )-fold and" gate to facilitate the transmission of carries. A carry of g places in ordinary non-grouped parallel addition circuitry becomes effectively a carry of only $R$ places with the grouped circuitry given in Figure 4 . That $1 s, c_{j} \rightarrow c_{R}$.

For convenience in annlysis, let us provide that $\mathcal{I}=\mathrm{mk}+\mathrm{p}$,
where $p$ is always less then $m$. The point of origination of a carry within sone stage (or group) $s_{i}$ will be denoted by $\sigma$. For original ion at the first addition unit (ta the left) in $S_{i}$, $C=1$; for origination at the second, $\sigma=2$; etc. For origination at the (m-I)st addition unit, $\sigma=m-1$. But we shall temporarily provide that origination at the moth addition unit in $S_{1}$ be denoted by $\sigma=0$ rather than by $\sigma=\mathrm{m}$.

For given values of $J$ and $\sigma$, the value of $R$ may be determined by consideration of the circuitry. Such values are given in Table 2 , for the general case. The general case may be made specific by as m signing a value to $\pi$. For purposes of illustration, we have given the addition circuitry and the corresponding table for $m=4$. (See Figure 5 and Table 3).

It is obvious that $R$ must be a function of $j$ and $\sigma$; that is, $R=R(j, \sigma)$. Examination of the tables shows that we may define $R$ thus:

$$
\begin{aligned}
& R(j, \sigma)=j \quad \text { for } j \leq m \\
& R(j, \sigma)=R(j-1, \sigma)+1-(n-1) \delta_{\sigma}, P_{j} \quad \text { for } j \geq m
\end{aligned}
$$

where $\delta \delta, p_{j}$ is the Kronecker delta function and $p_{g}$ is that part of $j$ which is not a multiple of m. ( $j=m k+p, p<m)$.

Inasmuch as application of this recursive formula to obtain a numerical value for $R$ may be somewhat cumbersome, we shall simplify the functional definition of $R$ as follow:

$$
\begin{aligned}
& \left.R_{1}^{\prime} j, \sigma\right)=1-(m-1) \sigma, P_{j}+R(j-1, \sigma) \quad j>m \\
& R(j-1, \sigma)=1-(m-1) \sigma, P_{j-1}+R(j-2, \sigma) \\
& R(j-2, \sigma)=1-(m-1) \quad \sigma, P_{j-2}+R(j-3, \sigma)
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{R}\left(\mathrm{~m}+1, \sigma^{\circ}\right)=1-(\mathrm{m}-1) \delta_{\sigma}, \mathrm{P}_{\mathrm{m}+1}+\mathrm{R}(\mathrm{n}, \sigma) \\
& \mathrm{R}\left(\mathrm{~m}, \sigma^{\prime}\right)=\mathrm{m}
\end{aligned}
$$

Adding these equations, we obtain:

$$
\begin{aligned}
R(j, \sigma)=(j-m)(1)+m-(m-1) & \left(\delta_{\sigma, P_{g}+} \delta_{\delta, P_{g-1}+\delta_{\delta, P}}\right) \\
& \left.+\cdots+\delta_{\gamma, P_{m+1}}\right) .
\end{aligned}
$$

Empirical consideration of Table 2 reveals that exactly

$$
\left[\frac{1-\sigma}{\square}\right]
$$

of the above Kronecker delta functions have the value unity, where the brackets indicate that only the integral part of the number $\frac{1-\sigma}{m}$ is to be taken, and where we now let $\sigma$ take on the value $m$ for origination of a carry at the moth addition unit in $S_{1}$.

The non-recursive definition of $R$ is given, then, as:

$$
\begin{aligned}
& R(j, \sigma)=j \quad \text { for } 0 \leq j \leq m \\
& R(j, \sigma)=j-(m-1)\left[\frac{1-\sigma}{m}\right] \text { for } m<g<n .
\end{aligned}
$$

We may disallow the value zero for j and define R more simply as

$$
R(j, \sigma)=j-(m-1)\left[\frac{1-\sigma}{m}\right] \quad \text { for } 1 \leq j \leq n .
$$

Taking the amount of tine necessary for a carry to travel through one addition unit as a unit of tire, we state that a 1 place carry is speeded up by some multiple of ( $\mathrm{m}-\mathrm{I}$ ) units of time when the addition units are grouped, m units to a group, as shown in Figure 4, and $j-\sigma \geq \mathrm{m}$.

Assuming that n is an integral factor of n , a carry with $\mathrm{g}=\mathrm{n}$ (and $\sigma=m$, necessarily) becomes a carry of

$$
n-(m-1)\left[\frac{n-m}{m}\right] \text { or } \frac{n}{n}+m-1 \text { places, }
$$

while a carry with $j=n-1$ and $\sigma=m$ becomes a carry of

$$
(n-1)+(m-1)\left[\frac{n-1-m}{m}\right] \text { or } \frac{n}{m}+2 n-3 \text { places }
$$

which is the longest possible carry under the given carry transformation (grouped ciropitry transformation), provided that $m>2$.

Another method of facilitating carry transmission may be found in simultaneous ${ }^{\text {rwiring }} \boldsymbol{F}$ of the addition circuitry. A completely simultaneaus circuitry would provide the fastest carry transmissi on but would require many more component parts, thus entailing much greater expense and possibility of mechanical failure than the less rapid circuits. A completely simultaneous adder for $n=4$ is show in Figure 6a. For $n$ addition units, this type of circuit requires $n(n-1) / 2$ multi-fold mand gates in addition to the $5 n$ two-input gates necessary for adition with linear carry transmission (1.e., 2n and " gates, $2 n$ "excl-or" gates, and $n$ "or" gates).

The simultaneous carry principle may he effectively used in another way, however. The $n$ addition units of an adder may be divided into $\mathrm{n} / \mathrm{m}$ stages, each stage having simultaneous carry transmission within that stage. This type of circuitry provides all the benefits of the grouped circuitry (Figure 4) and in addition gives nore rapid carry transmission within the individual stages. A diagram of a simultaneous carry stage is given in Figure 6.

Let us say that a carry of 3 places in ordinary linear circuitry becomes effectively a carry of $N$ places with circuitry having simultaneous stages (linearly connected). Once again, we introduce $\sigma$, a position variable, to indicate the point of origination of a carry within a given stage: $1 \leq \sigma \leq \mathrm{m}$. Some of the values of $\sigma$ and J are systematically tabulated in Table 4 for general $m$ and in Table 5 for
$\mathrm{m}=4$.
By empirical consideration of these tables, we define $\mathbb{N}$ as follows:

$$
\mathbb{N}(\jmath, \sigma)=\mathbb{N}(j-1, \sigma)+\delta_{\sigma}, \mathbb{E}_{j-1} \quad \text { for } j>m,
$$

where $\delta_{\sigma, P_{j-1}}$ is the Kronecker delta function and $P_{j-1}$ is that part of ( $j-1$ ) which is not a multiple of $m$. (As before, $j=m k+p, p<m$ );
and

$$
\begin{array}{ll}
\mathbb{N}(j, \sigma)=2+\sum_{x=2}^{j-1} \mathcal{S}_{\sigma, x} & \text { for } 2<j \leq m, \\
\mathbb{N}(j, \sigma)=j & \text { for } 0 \leq j \leq 2 .
\end{array}
$$

To obtain a non-recursive definition of N over the range $m<j \leq n$, we observe that:

$$
\begin{aligned}
& \mathbb{N}(j, \sigma)=M(j-1, \sigma)+\delta_{\sigma, P_{j-1}} \\
& N(j-1, \sigma)=N(j-2, \sigma)+\delta_{\sigma, F_{j-2}} \\
& N(j-2, \sigma)=N(j-3, \sigma)+\delta_{\sigma, P_{j-3}} \\
& N(j-3, \sigma)=N(j-4, \sigma)+\delta_{\sigma, P_{j-4}} \\
& \vdots \\
& \vdots \\
& N(m+1, \sigma)=\mathbb{N}(m, \sigma)+\delta_{\sigma}, P_{m} \\
& N(m, \sigma)=2+\sum_{x=2}^{m m i} \delta_{\sigma, x}
\end{aligned}
$$

Adding these equations, we obtain

$$
\mathbb{N}(j, \sigma)=2+\sum_{y=m}^{j-1} \delta_{\sigma, P_{y}}+\sum_{x=2}^{\pi-1} \gamma^{2} \sigma, x \quad \text { for } j>m
$$

An alternative empirically formed definition of $i \mathrm{for}$ f om is

$$
N(j, \sigma)=3-S_{\sigma, 1}+\left[\frac{1-\sigma-1}{\mathrm{n}}\right],
$$

where the brackets indicate that only the integral part of the
number $\left[\frac{1-\sigma-1}{m}\right]$ is to be trken. Since the latter is the more convenient formula to apply, we shall use the following definition of the simultaneous-stage carry transformation:

$$
\begin{aligned}
& \mathbb{N}(j, \sigma)=j \quad 0 \leq j \leq 2 \\
& \mathbb{N}(j, \sigma)=2+\sum_{x=2}^{j-1} \delta_{\sigma, x} \quad 2<j \leq m \\
& N(j, \sigma)=3-\delta_{\sigma_{1}}+\left[\frac{j-\sigma-1}{m}\right] \quad \text { m }<j \leq n .
\end{aligned}
$$

Having considercd the basic stages $S_{1}$, let us now briefly consider macro-stages $\sum_{j}$, each composed of $q$ of the $S_{1}$. The effectiveness of such a macro-stage lios, of course, in its ability to transmit relatively long carries very rapidly. The type of analysis needed to define the carry transformation from a table of its values is already fanlilar. However, we must introduce a new position varianle, $\mathcal{T}$, to denote the $S_{1}$ of $\sum_{\phi}$ within which a carry originates. For origination in the first $s_{i}$ to the left in $\sum_{\phi}^{\boldsymbol{T}}, T=1$. etc. $I \leq T \leq q$.

Let us take $q$ grouped stages $S_{1}$ and combine them into a grouped macro-stage $\zeta_{\phi}$. We shall designate the resulting carry transmission circuitry as grouped grouped (giving first the type of macro-stage and then the type of component stages). This type of circuitry is shown in Figure 7, and values of its characteristic carry transfomation are given in Tahle 6 for the general case. This general case may be specifically illustrated by assigning values to $q$ and $m$. $A$ carry of $g$ places in ordinary linear circuitry becones a carry of $T$ places in grouped grouped circuitry, and $T$ is obviously a function of $j, \sigma$, and $T_{0}$ That is, $T=T(3, \sigma, T)$.

From empirical consideration of Table 6, we observe that the following recursive function gives the appropriate values of $T:$

$$
\begin{aligned}
T(j, \sigma, T)= & T(j-1, \sigma, T)+1-(m-1)\left(1-\frac{j}{r-1, k}\right) \\
& -(m+q-2) \delta_{T-1, k} \delta_{\sigma} \quad j>m \\
T(m, \sigma, p)= & m
\end{aligned}
$$

where $\sigma=0$ for carry origination at the moth unit in $S_{1}$
We may derive a non-recursive definition in the manner previously demonstrated. A non-recursive definition of $T$ is, then:

$$
\begin{aligned}
T(j, \sigma, T)=j-(m-1) & {\left[\frac{1-\sigma}{m}\right] } \\
& -(q-1) \quad\left[\frac{1-(T-1) m-\sigma]}{m q}\right] \quad
\end{aligned} \begin{aligned}
& j>0 \\
& 1 \leq \sigma \leq m
\end{aligned}
$$

It is quite apparent that we may form a grouped macro-stage in which the $S_{1}$ are simultaneous stages and a simultaneous macro-stage in which the $S_{1}$ are either simultaneous or grouped. That is, we may construct grouped simultaneous, simultaneous simultaneous, and simultaneous grouped carry transmission circuits as well as the grouped grouped circuitry, making use of macro-stages $\sum_{\beta}$. Other possibilities include the construction of ky rid macro-stages in which some $S_{1}$ are grouped, some simultaneous, and/or sone linear as well as the construction of even larger stages consisting of some combination of macro-stages $\sum_{\phi}$. In each case, we might follow the type of analysis used heretofore: after drawing the circuitry, we could construct tables characterizing the carry transformation embodied in the of rcuitry and then obtain an empirical formulation of that transformalion.
\# Note: In the construction of hybrid stages mentioned above, a probabilistic analysis of the carry problem is invaluable in deter mining the strategic location of the various types of stages along the carry transmission line, so as to facilitate a profitable compromise between rapidity of addition and economy of construction of the

After considering these transformations, we sinould also note that the speed of computer addition may be increased by a sensing device for the completion of all carries. In the case of an asynchronous parallel adder with addition times varying between $t_{1}$ and $t_{1}+t_{2}$ (as previously considered), this procedure would reduce the average time in tems of the longest expected carry to $t_{1}+\left\{t_{2}\right.$. $\left.\left(\log _{2} r / n\right)\right\}$ since the longest expected carry in binary addition is less than $\log _{2} n$ for $n$ bits. This is a rather pessimistic bound for the average time; with forty bits the actual figure is about $t_{I}$ * $1.15 t_{2}$. Thus some of our carry transformations are virtually equivalent to sensing completion of carries, and some of them are better. The transformations have the further advantage that there is much less dispersion about the average value when they are used; with carry sensing there can still the from 0 to $n$ carries while with carry transformations $c_{n} \rightarrow c_{x}$ and $X$ is the longest possible carry.

Actually, the two approaches may be combined, in which case the longest possible carry now becomes $o_{x}$ where $c_{n} \rightarrow c_{x}$ under the transformation. If the longest expected carry for the system is $C_{E}$, then the transformation sends $C_{E} \rightarrow C_{g}$, so that $C_{j}$ is the longest expected carry in the transformed system. Since $4<E<5$ for most reasonable binary computers, the transformation tables included with this paper show what happens when a combination of carry transformation and carry sensing is used; addition time becomes $t_{1}+t_{2}(C j / n)$.

## (Ñote - continued)

circuit. Such an analysis is briefly undertaken in S. G. Campbell's Numerical Analysis, now heing prepared for prepared for publication. One particularly interesting result of this analysis gives the probability that a carry will be emitted from any given stage of an addition, whether from originatiom in that stage or from propagation of a carry originated in some previous stage. Thus, it is shown that, in radix $R$, adding two $n$ digit numbers with circuitry having each $m$

Finally, we should like to note that such results as are developed in this paper make it possible to transform immediately any information about ordinary binary carry into equivalent information about any transformed circuit. For this reason, the enalysis of carry transformations is quite valuabie in approaching the general problem of carry transmission in computer addition.

Some characteristics of some of the carry transforming circuits which we have mentioned in this paper are tabulated below.
(Note - continued)
of the basic addition units combined into a stage $S_{1}$, with $\sigma$ the position varialle as heretofore used and 1 the number of the major stage, $1 \leq 1 \leq n / n$, the probability of carry emission fron the ( $\sigma+1$ ) st unit of the 1 th stage is

$$
\frac{1-R^{\mathrm{r}(1-1)}+\sigma-\mathrm{n}}{2}
$$


$R(j, \sigma)=j-(m-1)\left[\frac{1-\sigma}{m}\right] \quad$ for $1 \leq j \leq n$
$N(j, \sigma)=j \quad$ for $0 \leq j \leq 2$
$N(j, \sigma)=2+\sum_{x=2}^{j-1} \delta_{\sigma, x}$ for $2<j \leq m$
$N(j, \sigma)=3-\delta_{0,1}+\left[\frac{1-\sigma-1}{n}\right]$ for $m<j \leq n$.
$T(j, \sigma, T)=j-(1,1-1)\left[\frac{1-\sigma}{m}\right]-(q-1)\left[\frac{j-(T-1) m-\sigma}{m q}\right]$ for $1 \leq j \leq n$

## TABLE 1



TABLE 2

| $\mathrm{g}=\mathrm{nk}+\mathrm{p}$ | $\sigma=1$ | $\sigma=2$ |  | $\sigma=\mathrm{m}-1$ | $(\sigma=0)$ $\sigma=m$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $R=\begin{array}{r} 0 \\ 1 \\ 2 \end{array}$ <br> $\mathrm{m}-\mathrm{I}$ | $\begin{array}{r} R=0 \\ 1 \\ 2 \\ \\ \\ m-1 \end{array}$ |  | $R=\begin{array}{r} 0 \\ 1 \\ 2 \end{array}$ $\mathrm{m}-1$ | $R=\begin{array}{r} 0 \\ 1 \\ 2 \end{array}$ <br> $\mathrm{n}-1$ |
| $k=1$$\quad \begin{aligned} & \text { a }\end{aligned}$ | $\begin{aligned} & m \\ & 2 \\ & 3 \\ & \\ & \\ & 0 \end{aligned}$ | $\begin{gathered} m \\ m+1 \\ 3 \end{gathered}$ <br> m |  | $\begin{gathered} m \\ n+1 \\ n+2 \end{gathered}$ <br> m | $\begin{gathered} m \\ m+1 \\ m+2 \end{gathered}$ <br> $m+m-1$ |
|  | $\begin{gathered} m+1 \\ 3 \\ 4 \\ \\ \\ m+1 \end{gathered}$ | $\begin{gathered} n+1 \\ m+2 \\ 4 \\ n+1 \end{gathered}$ |  | $\begin{aligned} & m+1 \\ & n+2 \\ & m+3 \\ & n+1 \end{aligned}$ | $\mathrm{n}+1$ <br> $\mathrm{n}+2$ <br> $[+3$ <br> $n+m$ |
| $\begin{aligned} & \mathrm{k}=3 \quad \mathrm{p}= 0 \\ & 1 \\ & \dot{2} \\ & \dot{\square} \\ & \dot{n}-1 \end{aligned}$ | $\begin{gathered} m+2 \\ 4 \\ 5 \\ \\ m+2 \end{gathered}$ | $\begin{gathered} \mathrm{n}+2 \\ \mathrm{n}+3 \\ 5 \\ \mathrm{~m}+2 \end{gathered}$ |  | $\begin{aligned} & n+2 \\ & n+3 \\ & n+4 \\ & n+2 \end{aligned}$ | $\begin{aligned} & \mathrm{n}+2 \\ & \mathrm{~m}+3 \\ & \mathrm{~m}+4 \end{aligned}$ <br> $n+m+1$ |
| $\stackrel{\square}{\bullet}$ |  |  |  |  |  |
|  | $\begin{aligned} & n+\frac{n-a}{m} \\ & n / n \\ & 1+n / m \\ & m-2+\frac{n}{m} \end{aligned}$ | $\begin{gathered} n+\frac{n-\infty}{m} \\ n-1+n / m \\ 1+n / m \end{gathered}$ |  | $\begin{gathered} \frac{m+n-2}{m} \\ m-1+n / m \\ m+n / m \end{gathered}$ | $\begin{gathered} m+\frac{n-2}{m} \\ m-1+n / m \\ m+n / m \end{gathered}$ |

\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{$\mathrm{m}=4 \quad \mathrm{TSELS} 3$} <br>
\hline $j=4 k+p$ \& $\sigma=1$ \& $\sigma=2$ \& $\sigma=3$ \& $(\sigma=0)$
$\sigma=4$ <br>
\hline $\mathrm{k}=0 \quad \mathrm{p}=00$ \& $R=$

1
2
3 \& $R=0$
1
2
3 \& $R=$
0
1
2

3 \& $$
R=\begin{array}{r}
0 \\
1 \\
2 \\
3
\end{array}
$$ <br>

\hline $k=1 \quad p=0$ \& 4
2
3
4 \& 4
5
3
4 \& 4
5
6

4 \& $$
\begin{aligned}
& 4 \\
& 5 \\
& 6 \\
& 7
\end{aligned}
$$ <br>

\hline $\mathrm{k}=2 \quad \mathrm{p}=0 \begin{aligned} & 0 \\ & 1 \\ & 2 \\ & 3\end{aligned}$ \& 5
3
4
5 \& 5
6
4
5 \& 5
6
7

5 \& $$
\begin{aligned}
& 5 \\
& 6 \\
& 7 \\
& 8
\end{aligned}
$$ <br>

\hline $\mathrm{k}=3 \quad \mathrm{p}=00$ \& 6
4
5
6 \& 6
7
5
6 \& 6
7
8

6 \& $$
\begin{aligned}
& 6 \\
& 7 \\
& 8 \\
& 9
\end{aligned}
$$ <br>

\hline $\stackrel{-}{\bullet}$ \& \& \& \& <br>
\hline $\mathrm{k}=9 \quad \mathrm{p}=00 \times 1{ }^{1} \mathrm{l}$ \& 12
10
11

12 \& $$
\begin{gathered}
12 \\
13 \\
11 \\
(12)
\end{gathered}
$$ \& \[

$$
\begin{gathered}
12 \\
13 \\
(14) \\
12)
\end{gathered}
$$
\] \& $\left(\begin{array}{l}12 \\ (13) \\ (14) \\ 15\end{array}\right.$ <br>

\hline
\end{tabular}

TABLE 4


## TABLE 5

\begin{tabular}{|c|c|c|c|c|}
\hline $\mathrm{J}=4 \mathrm{k}+\mathrm{p} \quad \mathrm{p}<\mathrm{r}$ \& $\sigma=1$ \& $\sigma=2$ \& $\sigma=3$ \& $(\sigma=0)$
$\sigma=4$ <br>
\hline $\begin{aligned} & \mathrm{k}=0\end{aligned} \mathrm{p}=\begin{aligned} & 0 \\ & 1 \\ & 2 \\ & 3\end{aligned}$ \& N \& $N=$

1
2

3 \& $N=\begin{aligned} & 0 \\ & 1 \\ & 2 \\ & 2\end{aligned}$ \& $$
\begin{array}{r}
N= \\
1 \\
1 \\
2 \\
2
\end{array}
$$ <br>

\hline $k=1 \quad p=0$
1
2
3 \& 2
2
3
3 \& 3
3
3
4 \& 3
3
3

3 \& $$
\begin{aligned}
& 2 \\
& 3 \\
& 3 \\
& 3
\end{aligned}
$$ <br>

\hline $\begin{aligned} k=2\end{aligned} \quad p=0$ \& 3
3
4
4 \& 4
4
4
5 \& 4
4
4

4 \& $$
\begin{aligned}
& 3 \\
& 4 \\
& 4 \\
& 4
\end{aligned}
$$ <br>

\hline $\mathrm{k}=3 \quad \mathrm{p}=$

1
2
3 \& 4
4
5
5 \& 5
5
5
6 \& 5
5
5
5 \& 4
5
5
5 <br>
\hline $\mathrm{k}=4 \quad \mathrm{p}=$

1
2
3 \& 5
5
6
6 \& 6
6
6
7 \& 6
6
6
6 \& 5
6
6
6 <br>
\hline - \& - \& - \& - \& - <br>
\hline - \& - \& - \& - \& - <br>
\hline - \& - \& - \& - \& - <br>
\hline - \& - \& - \& - \& - <br>
\hline - \& - \& - \& - \& <br>
\hline
\end{tabular}



TABLE 6 (continued)


$$
\begin{aligned}
& k<q \\
& p r m \\
& j=m q h+m k+p
\end{aligned}
$$



Addition Unit


Subtraction Unit

Note: because of the similarity of Figure 1 to Figure 3, the carry of Figure 1 is the same as the borrow of Figure 3 for the same inputs $a_{i}, b_{i}$; hence the .. andysis of this paper applies equally well to both borrow transmission in subtraction and carry transmission in addition, and in general, any analysis of carry probabilities becomes automatically an analysis of borrow probabilities.
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