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A b s t r a c t 

We consider two approaches to g iv ing seman
tics to first order logics of probabi l i ty . The first 
approach puts a probabi l i ty on the domain, and 
is appropr iate for g iv ing semantics to formulas 
involv ing stat ist ical in format ion such as "The 
probabi l i ty that a ( typ ica l ) b i rd flies is greater 
than .9." The second approach puts a prob
abi l i ty on possible worlds, and is appropriate 
for g iv ing semantics to formulas describing de
grees of belief, such as "The probabi l i ty that 
Tweety (a par t icu lar b i rd) flies is greater than 
.9." We show that the two approaches can 
be easily combined, al lowing us to reason in a 
s t ra ight forward way about stat ist ical informa
t ion and degrees of belief. We then consider 
axiornat iz ing these logics. In general, it can 
be shown that no complete ax iomat izat ion is 
possible. We provide ax iom systems that are 
sound and complete in cases where a complete 
ax iomat iza t ion is possible, showing that they 
do allow us capture a great deal of interesting 
reasoning about probabi l i ty . 

1 I n t r o d u c t i o n 

Consider the two statements "I he probabi l i ty that a bird 
chosen at random wi l l fly is greater than .9" and "The 
probabi l i ty that Tweety (a part icular b i rd) flies is greater 
than .9." It is qui te s t ra ight forward to capture the sec 
ond statement by using a possible-world semantics along 
the lines of that used in [FH88, F H M 8 8 , Nil8f>]. Namely, 
we can imagine a number of possible worlds such that 
the predicate Flies has a different extension in each one. 
Thus, Flies(Tweety) would hold in some possible worlds, 
and not in others. We then put a probabi l i ty d ist r ibut ion 
on this set of possible worlds, and check if the set of pos
sible worlds where Flics(Tweety) holds has probabi l i ty 
greater than .9. 

However, as pointed out by Bacchus [Bac88b, Bac88a], 
this par t icu lar possible worlds approach runs into dif
f icult ies when t r y i ng to represent the first statement, 
which we may believe as a result of stat ist ical informa
t ion of the form "More than 90% of al l birds fly." What 
is the formula that should hold at a set of worlds whose 
probabi l i ty is greater than .9? The most obvious can

didate is perhaps Vx(Btrd(x) => Flies(x)). However, it 
might very well be the case that in each of the worlds we 
consider possible, there is at least one bird that doesn't 
fly. Hence, the statement Wx(Bird(x) => Fltes(x)) holds 
in none of the worlds (and so has probabi l i ty 0). Thus it 
cannot be used to represent the stat ist ical in format ion. 
As Bacchus shows, other straightforward approaches do 
not work either. 

There seems to be a fundamental difference between 
these two statements. The first captures stat ist ical infor
mat ion, and the second captures what has been called a 
degree of belief [Bac88b, Kyb88] . The first statement 
seems to assume only one possible world (the " rea l " 
wor ld), and in this world, some probabi l i ty d ist r ibut ion 
over the set of birds. It is saying that if we consider 
a bird chosen at random, then wi th probabi l i ty greater 
than .9 it wi l l fly. The second statement impl ic i t ly as
sumes the existence of a number of possibilities (in some 
of which Tweety flies, while in others Tweety doesn't) , 
wi th some probabi l i ty over these possibilities. 

Bacchus [Bac88b] provides a syntax and semantics for 
a first order logic for reasoning about stat ist ical informa
t ion, where the probabi l i ty is placed on the domain. This 
approach has difficulties dealing wi th degrees of belief. 
For example, if there is only one fixed world, in this world 
either Tweety flies or he doesn't, so Flics(Tweely)) holds 
with either probabi l i ty 1 or probabi l i ty 0. In part icular, 
a statement such as "The probabi l i ty that Tweety flies is 
between .9 and .95" is guaranteed to be false! Recogniz
ing this diff iculty, Bacchus moves beyond the syntax of 
his logic to define the notion of a belief Junction, which 
lets us talk about the degree of belief in the formula a 
given a knowledge base ft. However, it would clearly 
be useful to be able to capture reasoning about degrees 
of belief wi th in a logic, rather than moving outside the 
logic to do so. 

Tn this paper, we describe two first-order logics, one for 
captur ing reasoning about stat ist ical in format ion, and 
another for reasoning about degrees of belief. We then 
show how the two can be easily combined in one frame 
work, al lowing us to simultaneously reason about statis
tical informat ion and degrees of belief. 

We go on to consider issues of axiomat izabi l i ty . Bac
chus is able to provide a complete axiomat izat ion for his 
language because he allows probabil i t ies to take on non
standard values in arb i t rary ordered fields. Results of a 
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We do not want to say that one mode is more " r i gh t " 
than another; they bo th have their place. Clearly there 
might be si tuat ions where we want to do bo th modes of 
reasoning simultaneously. We consider three examples 
here. 

E x a m p l e 4 . 1 : Consider the statement " the probabi l i ty 
that Tweety fi les is greater than the probabi l i ty that a 
random bi rd f l ies." This can be captured by the formula 

and .95. However, there is no s t ra ight forward way to 
capture stat ist ical in format ion using ? 

P o s s i b l e e x t e n s i o n s : We have made a number of sim
p l i fy ing assumptions in our presentat ion of type 2 proba
b i l i ty structures. We now briefly discuss how they might 
be dropped. 



Let a type. S probability structure be a tuple of the fo rm 
where I), 5, and are as for type 2 

probabi l i ty structures, is a discrete probabi l i ty func
t ion on I) and is a discrete probabi l i ty funct ion on S. 
In tu i t ive ly , type 3 structures are obtained by combining 
type 1 and type 2 structures. 

Given a type 3 probabi l i ty s t ructure M, a state s, 
and valuat ion we can give semantics to terms and 
formulas along much the same lines as in type 1 and 
type 2 structures. For example, we have: 

As it stands, in a given type 3 probabi l i ty st ructure, we 
have one fixed probabi l i ty funct ion on the domain. This 
means that the t ru th of a formula such as 
is independent of the state; it is either true in all states 
or false in al l states. Thus (using to denote val idi ty 
in type 3 structures) we immediate ly get: 

L e m m a 4 . 4 : 

This means that type 3 structures as we have defined 
them are not expressive enough to capture the intu i t ion 
behind Example 4.2, since the condi t ional probabi l i ty 
wi l l be the same in all states. The only way for the agent 
to believe that the statement "The probabi l i ty that a 
random bird flies is greater than .99" holds w i th prob
abi l i ty less than .2 is for the statement to be false at 
all worlds (and thus hold w i th probabi l i ty 0). Similarly, 
the only way for the agent to believe that the statement 
"The probabi l i ty that a random bird flies is greater than 
.90" holds wi th probabi l i ty greater than .95 is for it to 
be true at al l possible worlds. 

We can easily extend type 3 structures to deal w i th 
this problem. We simply allow the probabi l i ty funct ion 
on the domain to be a funct ion on the state; thus at each 
state s we would have a (possibly different) probabi l i ty 
funct ion on the domain. When comput ing the value 
of a field term such as at state .9, we use the 
funct ion W i t h this change, a statement such as 
"The probabi l ty that a random bi rd fl ies is greater than 
.99" can be true at some worlds and false at others, thus 
al lowing us to better capture our intu i t ions here. Other 
extensions of type 3 structures, along the lines discussed 
for type 1 and type 2 structures, are possible as well. 

In type 3 structures as we have defined them, there is 
a close connection between Mil ler 's pr inciple and (*) . In 
fact, as the fol lowing theorem shows, they are equivalent. 

P r o p o s i t i o n 4.5 : 

We remark that this result depends crucial ly on the 
fact that the probabi l i ty on the domain is the same at 
ever}' state. If we drop this assumption, then neither 
direct ion of the impl icat ion necessarily holds. 

The idea of there being two types of probabi l i ty has 
arisen in the l i terature before. Skyrms [Sky80] talks 
about f irst and second-order probabi l i t ies, where first-
order probabi l i t ies represent propensities or frequency 
essentially stat ist ical in format ion while second order 

probabil i t ies represent degrees of belief. These are called 
first- and second-order probabil i t ies since typical ly one 
has a degree of belief about stat ist ical in format ion (this 
is the case in our second example above). A l though 

allows arb i t rary al ternat ion of the two types of 
probabi l i ty, the semantics does support the in tu i t ion 
that these really are two fundamental ly different types 
of probabi l i ty. 

5 On o b t a i n i n g comple te 
ax ioma t i za t i ons 

In order to guide (and perhaps help us automate) our 
reasoning about probabil i t ies, it would be nice to have 
a complete deductive system. Unfor tunately, results of 
[AII89] show that in general we wi l l not be able to ob
tain such a system. We briefly review the relevant results 
here, and then show that we can obtain complete ax iom
atizations for impor tant special cases. 

5.1 D e c i d a b i l i t y a n d u n d e c i d a b i l i t y r e s u l t s 

A l l the results in this subsection are taken from [A 1189], 
T he first result is posit ive: 

T h e o r e m 5 . 1 : If consists only of unary predicates, 
then the validity problem Jor with respect to type 
1 probability structures is decidable. 

The restrictions made in the previous result ( to a Ian 
guage wi th only unary predicates, w i thout equali ty be
tween object terms) are both necessary. Once we al
low equality in the language, the val idi ty problem is no 
longer recursively enumerable (r.e.), even if is empty. 
And a binary predicate in is enough to guarantee that 
the val idi ty problem is not r.e., even wi thout equali ty 
between object terms. 

T h e o r e m 5.2: 

/. For all the validity problem Jor with re
spect to type 1 structures is not r.e. 

2. // contains at least one predicate of artty greater 
than or equal to two, then the validity problem for 

with respect to type 1 probability structures is 
not r.e. 

Once we move to the si tuat ion is even worse. Even 
wi th only one unary predicates in the val idi ty problem 
for is not r.e. If we have equality, then the val idi ty 
problem is not r.e. as long as Φ has at least one constant 
symbol. (Note that is valid if contains 
no nonlogical symbols that is, does not contain any 
function or predicate symbols, other than equali ty so 
we cannot make any nontr iv ia l probabi l i ty statements if 

is empty.) 

T h e o r e m 5.3: 

/. // contains at least one predicate of arity greater 
than or equal to one, then the validity problem for 

with respect to type S probability structures is 
not r.e. 

then the validity problem for 
to type 2 probability structures 

is not r.e. 
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These results paint a rather discouraging picture as 
far as complete ax Somatizations go. If a logic is to 
have a complete recursive ax iornat izat ion, then the set 
of valid formulas must be r.e. (we can enumerate them 
by jus t car ry ing out al l possible proofs). Thus, for al l 
the cases ci ted in the previous theorems for which the 
val id i ty problem is not r.e., there can be no complete 
ax iornat izat ion.4 

There is some good news in this bleak p icture. In 
many appl icat ions it suffices to consider structures of 
size bounded by some N (or of size exact ly N). In this 
case, we get decidabi l i ty. 

T h e o r e m 5 .4 : // we restrict to finite structures of size 
at most N then, for all the validity problem for 

with respect to type 1 (resp., type 
2, type 3) probability structures is decidable. 

A fortiori, the same result holds if equal i ty is not in 
the language. We also get decidabi l i ty if we restr ict to 
structures of size exact ly N. 

The restr ic t ion to bounded structures is necessary 
though. 

T h e o r e m 5 . 5 : For all (resp., for all nonempty , 
for all the validity problem for , 

with respect to type 1 (resp., type 2, type S) prob
ability structures of finite size is not r.e. 

5.2 A n a x i o m s y s t e m f o r p r o b a b i l i t y o n t h e 
d o m a i n 

A l though the previous results tel l us that we cannot 
in general get a complete axiornat izat ion for reasoning 
about probabi l i ty , it is st i l l useful to obtain a collection 
of sound axioms that lets us carry out much of our rea 
soning. 

In order to carry out our reasoning, we wi l l clearly 
need axioms for doing first-order reasoning. In order to 
reason about probabi l i t ies, which we take to be real num
bers, we need the theory of real closed fields. An ordered 
field is a field w i th a l inear order ing <. A real closed 
field is an ordered field where every' posit ive element has 
a square root and every po lynomia l of odd degree has a 
root . Tarski showed [Tar51, Sho67] that the theory of 
real closed fields coincides w i th the theory of the reals 
(for the f irst-order language wi th equal i ty and nonlogi-
cal symbols +, x, > , 0 , 1). T h a t is, a f irst-order formula 
involv ing these symbols is true of the reals if and only if 
it is true in every real closed field. l i e also showed tha t 
the theory of real closed fields is decidablc and has an 
elegant complete ax iornat izat ion. We incorporate this 
into our axiornat izat ion too, since the language of real 
closed fields is a sublanguage of 

Our ax iom system for reasoning about probabi l i t ies on 
the domain, AX\, includes the axioms of first order logic, 
the axioms of real closed fields, and axioms for reasoning 
about probabi l i t ies, simi lar to those of [Bac88b, FI1M88] . 
The axioms for reasoning about probabi l i ty are: 

4 We remark that in [AH89], the exact degree of undecid-
ability of the validity problem for all these logics is completely 
characterized. It turns out to be wildly undecidable, much 
harder than the validity problem for the first-order theory of 
arithmetic. We refer the reader to [ATI89] for details. 
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R e a s o n i n g a b o u t p r o b a b i l i t i e s o v e r t h e d o m a i n : 

P D l where 
(X1 , . . . , xn) is a sequence of d ist inct object variables 

P D 2 

P D 3 

P D 4 where z is an object 
variable which does not appear in or 

P D 5 i f none of the free 
variables o f a r e contained in y, none of the free 
variables of are contained in x, and x and are 
disjoint 

R P D 1 From 

Note that PD4 allows us to rename bound variables, 
while PD5 lets us do reasoning based on the indepen 
dence of the random variables. AX\ is a s t ra ight forward 
extension of the ax iom system used in [F1IM88] for rea 
soning about the proposi t ional case. Not surprisingly, 
it is also qui te simi lar to the col lection of axioms given 
in [Bac88b]. Bacchus does not use the axioms for real 
closed fields, but instead he uses the axioms for ordered 
fields, since he allows his probabi l i ty functions to take 
values in a rb i t ra ry ordered fields. His axioms for reason
ing about probabi l i t ies are essentially the same as ours 
( indeed, axioms P D l , PD2 , and PD4 are also used by 
Bacchus, while PD5 is a weaker version of one of his 
ax ioms). 

It is easv to check that these axioms are sound w i th 
respect to type l probabi l i ty structures: if M is a type 
1 probabi l i ty s t ructure, then M for every ax iom 
By the results of Subsection 5 .1 , AX\ (or any other ax
iom system!) cannot hope to be complete for once 

has a predicate of ar i ty at least two, nor can it be com
plete for However, if we restr ict to consist only 
of unary predicates and do not have equal i ty between 
object terms in the language, then it is complete. 

T h e o r e m 5 . 6 : consists only of unary predicates, 
then AX\ is a sound and complete axiornatization for the 
language with respect to type 1 probability struc
tures. 

The previous result shows that AX\ is r ich enough to 
let us carry out a great deal of probabi l ist ic reasoning. 
The next result reinforces this impression. 

Let together w i th the fo l lowing ax iom, 
which says that the domain has size at most TV: 

F I N N 

T h e o r e m 5.7: AXN
1 is a sound and complete axiomati-

zation for L1
=(Q>) with respect to type 1 probability struc

tures of size at most N, for any set Φ. 

We can of course modi fy ax iom FINNv to say that the 
domain has exact ly TV elements, and get a complete ax
iornat izat ion w i th respect to structures of size exact ly 
N. We can also get sound ax iom systems AX2 and AX3 

for reasoning about type 2 and type 3 structures respec
t ively. Aga in , they are not complete, but they are com
plete w i th respect to structures of size at most N once 
we add F J N N - We leave details to the fu l l paper. 



6 Conclus ions 

We have provided na tura l semantics to capture two dif
ferent kinds of probabi l is t ic reasoning: in one, the prob
abi l i ty is on the domain , and in the other, the proba
b i l i ty is on a set of possible worlds. We also showed 
how these two modes of reasoning could be combined in 
one f ramework. We then considered the problem of pro
v id ing sound and complete axioms to characterize first-
order reasoning about probabi l i ty . Whi le complexi ty re
sults of [AH89] show that in general there cannot be 
a complete ax iomat iza t ion , we did provide sound ax iom 
systems that we showed were r ich enough to enable us to 
carry out a great deal of interest ing probabi l ist ic reason
ing. In par t icu lar , together w i t h an axiom guaranteeing 
finitcness, our ax iom systems were shown to be complete 
for domains of bounded size. 

Our results form an interest ing contrast to those of 
Bacchus [Bac88b]. Bacchus gives a complete ax iomat i 
zat ion for his language (which, as we remarked above, 
is essentially the same as our language L1(Φ) for rea
soning about probabi l i t ies on the domain) , thus showing 
that the val id i ty problem for his language is r.e. The 
reason for this difference is that Bacchus allows nonstan 
dard probabi l i ty funct ions, which are only required to be 
f ini tely addi t ive and can take values in arb i t rary ordered 
fields. In [A1189] it is shown that all the undecidabil i ty 
results mentioned above can be proved even if we only 
require the probabi l i ty funct ion to be f initely addit ive, 
and restr ict probabi l i t ies to tak ing only rat ional values. 
This shows that the key reason that Bacchus is able to 

obta in a complete ax iomat iza t ion is that he allows prob
abil i t ies to take values in arb i t rar } ' ordered fields.5 

The si tuat ion here is somewhat analogous to that of 
ax iomat iz ing ar i thmet ic . Godel's famous incompleteness 
result shows that the first-order theory of ar i thmet ic 
(for the language w i th equal i ty and nonlogical symbols 
+ , x , 0 , 1, where the domain is the natura l numbers) 
does not have a complete ax iomat iza t ion . The axioms 
of Pcano Ar i t hmet i c are sound for ar i thmet ic , but not 
complete. They are complete w i th respect to a larger 
class of domains ( inc luding so-called nonstandard mod
els). Our results show that reasoning about probabil i t ies 
is even harder than reasoning about ar i thmet ic (since the 
val id i ty problem for ar i thmet ic is easier than l l j ) , and so 
cannot have a complete ax iomat iza t ion . However, Bac
chus' axioms are complete w i th respect to a larger class 
of structures, where probabi l i t ies can assume nonstan
dard values. And jus t as the axioms of Peano Ar i th 
met ic are sufficiently rich to let us carry out a great deal 

of interesting ar i thmet ic reasoning, so the axioms that 
we have provided (or the axioms of [Bac88b]) are suf
ficiently rich to enable us to carry out a great deal of 
interesting probabil ist ic reasoning. 
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