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ABSTRACT 
Heart disease is a term that assigns to a large number of 
medical conditions related to heart. These medical conditions 
describe the abnormal health conditions that directly influence 
the heart and all its parts. Heart disease is a major health 
problem in today’s time. This paper aims at analyzing the 
various data mining techniques introduced in recent years for 
heart disease prediction. The observations reveal that Neural 
networks with 15 attributes has outperformed over all other 
data mining techniques. Another conclusion from the analysis 
is that decision tree has also shown good accuracy with the 
help of genetic algorithm and feature subset selection. 
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1. INTRODUCTION 
Data mining is the process of finding previously unknown 
patterns and trends in databases and using that information to 
build predictive models. In healthcare, data mining is 
becoming increasingly popular, if not increasingly essential. 
Healthcare industry today generates large amount of complex 
data about patients, hospitals resources, disease diagnosis, 
electronic patient records, medical devices, etc. The large 
amount of data is a key resource to be processed and analyzed 
for knowledge extraction that enables support for cost-savings 
and decision making. Data mining provides a set of tools and 
techniques that can be applied to this processed data to 
discover hidden patterns and also provides healthcare 
professionals an additional source of knowledge for making 
decisions. Figure 1 depicts the basic data mining process 
model. 

The World Health Statistics 2012 report enlightens the fact 
that one in three adults worldwide has raised blood pressure – 
a condition that causes around half of all deaths from stroke 
and heart disease. Heart disease, also known as cardiovascular 
disease (CVD), encloses a number of conditions that influence 
the heart – not just heart attacks. Heart disease also includes 
functional problems of the heart such as heart-valve 
abnormalities or irregular heart rhythms. These problems can 
lead to heart failure, arrhythmias and a host of other problems. 

Effective and efficient automated heart disease prediction 
systems can be beneficial in healthcare sector for heart disease 
prediction. Our work attempts to present the detailed study 
about the different data mining techniques which can be 
deployed in these automated systems. This automation will 
also reduce the number of tests to be taken by a patient. 

Hence, it will not only save cost but also the time of both, 
analysts and patients. 

2. METHODOLOGY 
This paper exhibits the analysis of various data mining 
techniques which can be helpful for medical analysts or 
practitioners for accurate heart disease diagnosis. The main 
methodology used for our work was by examining the 
publications, journals and reviews in the field of computer 
science and engineering, data mining and cardiovascular 
disease in recent times [5]. 
 

3. RESEARCH OBSERVATIONS 
 

3.1 Data Mining and Neural Networks 
An artificial neural network (ANN), often just called a "neural 
network" (NN), is a mathematical model or computational 
model based on biological neural network. In other words, it 
is an emulation of biological neural system. In this work, 
Heart disease prediction system has been developed using 15 
attributes [4]. Earlier 13 attributes were used for prediction 
but this research work incorporated 2 more attributes, i.e. 
obesity and smoking for efficient diagnosis of heart disease.  

The data mining tool Weka 3.6.6 is used for experiment. 
Initially, missing values were identified in the dataset and they 
were replaced with appropriate values using 
ReplaceMissingValues filter from 3.6.6 [4]. Further, various 
data mining techniques have been analyzed on heart disease 
database. Confusion matrix is obtained for each classifier. 

Table 1 depicts the outcomes of this research work and it 
shows that neural networks has outplayed over other data 
mining techniques. 

 

Classification Techniques Accuracy 

Naive Bayes 90.74% 

Decision Trees 99.62% 

Neural Networks 100% 

 

Table  1: Comparison of various data mining techniques 
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3.2 Fuzzy Logic and Genetic Algorithm 
The proposed method in this research work is an extended 
version of the model that combines the genetic algorithms for 
feature selection and fuzzy expert system for effective 
classification. Fuzzy set theory and fuzzy logic are highly 
suitable for developing knowledge based systems in 
healthcare for diagnosis of diseases [2].  

Experiments are conducted in Matlab using fuzzy tool. For 
this, Mamdani model of fuzzy system is used. The fuzzy rules 
are generated based on experts’ knowledge in this domain. 
The dataset from UCI machine learning repository is used, 
and only 6 attributes are found to be effective and necessary 
for heart disease prediction. In the proposed system, the input 
is the set of all the selected features and the output of the 
system is to achieve a value 0 or 1 that indicates the absence 
or presence of heart disease in patients. 

In fuzzy logic process, initially fuzzification is performed by 
collecting the crisp set of input data and converting it to a 
fuzzy set using fuzzy linguistic variables, fuzzy linguistic 
terms and membership functions. After that, an inference is 
made based on a set of rules and lastly, defuzzification step is 
performed [2]. This system generates the fuzzy rules based on 
the support sets obtained. Table 2 shows this support set.  

S.No. Attributes Support Set 

  Heart 

Patients 

Non – Heart 

Patients 

1. Chest Pain 

Type 

4 1,2,3 

2. Rbps 134-153 142-154 

3. Exang Yes No 

4. Oldpeak 2.06-6.2 <2.06 

5. Thalach 71-136 136-168 

6. Ca 1,2,3 0 

 

Table  2: Values of the features in the support set

 

                                                                                                 
                                                                                   

   

 

 

   

 

 

 

 

 

 

 

 

Figure 1: Data Mining Process Model                                                      

3.3 Data Mining and Supervised Machine 

Learning Algorithms 
This research work has presented the data classification based 
on various supervised machine learning algorithms, namely, 
Naive Bayes, Decision List and KNN. TANAGRA tool is 
used to classify the data and the data is evaluated using 10-
fold cross validation. 
 
TANAGRA [20] is a data mining tool for academic and 
research purposes. It proposes several data mining methods 
from exploratory data analysis, statistical learning, machine 
learning and databases area. It provides an easy-to-use 
interface by allowing the users to analyze either real or 

synthetic data. This tool also proposed an architecture to the 
users allowing them to easily add their own data mining 
methods, to compare their performances. It is a wide set of 
data sources, direct access to data warehouses and databases, 
data cleansing, interactive utilization. 
 
Experiments are conducted by using the training data set of 
3000 instances with 14 different attributes. Depending upon 
the attributes, the dataset is classified into two parts, i.e. 70% 
of the data is used for training and rest 30% is used for testing. 
Performance of each algorithm is determined and comparison 
is made based on the accuracy and evaluation time of 
calculation for each algorithm [12]. It has been observed that 
Naive Bayes algorithm performed better in comparison to 
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other two algorithms. Table 3 illustrates the performance 
study of various algorithms. 
 
 

Algorithm Used Accuracy Time Taken 

Naive Bayes 52.33% 609ms 

Decision List 52% 719ms 

KNN 45.67% 1000ms 

 
Table 3: Performance analysis of various Algorithms 

 

3.4 Data Mining and Genetic Algorithm 
The objective of this work was to reduce the number of 
attributes which were used for heart disease diagnosis. Earlier, 
13 attributes were used for this prediction but this research 
work reduced the number of attributes to six only using 
Genetic Algorithm and Feature Subset Selection. 
 
Genetic Algorithm [6] incorporates natural evolution 
methodology. The genetic search started with zero attributes, 
and an initial population with randomly generated rules. 
Based on the idea of survival of the fittest, new population 
was constructed to match with fittest rules in the current 
population, as well as offspring of these rules. Offspring were 
generated by applying genetic operators; cross over and 
mutation. The process of generation continued until it evolved 
a population P where every rule in P satisfied the fitness 
threshold. With initial population of 20 instances, generation 
continued till the twentieth generation with cross over 
probability of 0.6 and mutation probability of 0.033. The 
genetic search resulted in six attributes out of thirteen 
attributes. 
 
CFS Evaluator is also used in addition to the genetic 
algorithm. Observations are conducted using Weka 3.6.0 tool. 
Initially, data set of 909 records with 13 attributes was used. 
All attributes were made categorical and inconsistencies were 
resolved for simplicity. After reduction of 13 attributes to 6 
attributes, various classifiers are used on the dataset 
corresponding to these 6 attributes for heart disease 
prediction. Performance analysis of these classifiers is shown 
in Table 4. It can be perceived from the table that Decision 
Tree has outperformed with highest accuracy and least mean 
absolute error. 
 

DM 

Techniques 

Accuracy Model 

Construction 

Time 

Mean 

Absolute 

Error 

Naive Bayes 96.5% 0.02s 0.044 

Decision 

Tree 

99.2% 0.09s 0.00016 

Classification 

via 

Clustering 

88.3% 0.06s 0.117 

 

Table 4: Comparison Table for three Classifiers 

3.5 IHDPS and Data Mining Techniques 
This research has developed a prototype Intelligent Heart 
Disease Prediction System (IHDPS) using data mining 
techniques, namely, Decision Trees, Naive Bayes and Neural 
Networks. IHDPS is web-based, user-friendly, scalable, 
reliable and expandable system which is implemented on the 
.NET platform [15]. 
 
IHDPS can discover and extract hidden knowledge associated 
with heart disease from a historical heart disease database. It 
can answer complex queries for diagnosing heart disease and 
thus help healthcare analysts and practitioners to make 
intelligent clinical decisions which traditional decision 
support systems cannot. It also helps in reducing treatment 
costs by providing effective treatments. Moreover, it displays 
the results both in tabular and graphical forms. This IHDPS is 
based on 15 attributes.  
 
A total of 909 records were obtained from the Cleveland 
Heart Disease database. The records were equally divided into 
two datasets, i.e. training dataset (455 records) and testing 
dataset (454 records). It has been observed during the analysis 
that Naive Bayes appears to be most effective as it has the 
highest percentage of correct predictions (86.53%) for patients 
with heart disease, followed by Neural Network (85.53%) and 
Decision Trees. Decision Trees, however, appears to be most 
effective in case of predicting patients with no heart disease, 
i.e. (89%) as compared to other two models. 
 

DM Techniques Accuracy 

Naive Bayes 86.53% 

Decision Trees 89% 

ANN 85.53% 

 
Table 5: Performance analysis of IHDPS 

 

4. RESULTS 
For better understanding, results for each data mining 

techniques have been shown separately in different tables. 

Various classifiers are employed in combination with 

different data mining techniques for heart disease prediction. 

It can be perceived from the observations that in some cases, 

the same classifier produces different accuracy for different 

data mining techniques. 

5. CONCLUSIONS 
The objective of our work is to provide a study of different 

data mining techniques that can be employed in automated 

heart disease prediction systems. Various techniques and data 

mining classifiers are defined in this work which has emerged 

in recent years for efficient and effective heart disease 

diagnosis. The analysis shows that Neural Network with 15 

attributes has shown the highest accuracy i.e. 100% so far. On 

the other hand, Decision Tree has also performed well with 

99.62% accuracy by using 15 attributes. Moreover, in 

combination with Genetic Algorithm and 6 attributes, 

Decision Tree has shown 99.2% efficiency. 
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