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Abstract 
Here we present the results of a study t o  deter- 

mine the effects of link failures on network perfor- 
mance. The network studied is a virtual circuit based 
packet switched wide area network. A generic queueing 
framework is developed t o  study the effect of failures, 
and the subsequent t raf ic  restoration, on network per- 
formance. In general, the congestion resulting after a 
failure is a transient phenomenon. Hence a numeri- 
cal methods based nonstationary queueing analysis i s  
conducted in order t o  quantify the effects of failures 
in terms of the transient behavior of queue lengths 
and packet loss probabilities. A bounding relationship 
is developed whereby a network node can determine 
whether or not congestion will occur as the result of 
t raf ic  restoration after a failure. 

1 Introduction 
Due to the rapidly growing demand for informa- 

tion transfer across communication networks, the need 
for reliable communication service has become increas- 
ingly important. It has been noted [I] that high ex- 
posure businesses such as airlines, mail order retail 
and banking can lose up to 6 million dollars per hour 
in unrecoverable revenue due to a communication net- 
work failure. The potentially drastic effects of network 
failures has been demonstrated by the recent series of 
highly publicized failures [l, 21. Such accidents have 
clearly shown the need for reliable networks that pro- 
vide service which is robust to failures. 

A network failure, such as the loss of a link, can 
occur due to a wide variety of reasons causing service 
disruptions ranging in length from seconds to weeks. 
Typical events that cause failures [l, 21 are acciden- 
tal cable cuts, hardware malfunctions, software errors, 
natural disasters (e.g., fires), and human error (e.g., 
incorrect maintenance). Since many of the causes of 
failures are outside the control of network providers, 
there has been increasing interest in the design of sur- 
vivable networks. This work has largely focused on 
planning the network to reduce the impact of failures 

when they occur. Several techniques have been pro- 
posed to minimize the effect of failures, some com- 
mon ones being multiple ingressing/egressing of users, 
trunk diversity, digital cross connect systems, and self- 
healing ring architectures. A survey of current surviv- 
ability techniques is given in [SI. 

The survivability literature primarily concentrates 
on network design issues and relatively little litera- 
ture exists on quantifying the performance impact of 
a failure. Here we present the results of a study of 
the effects of link failures on network performance for 
a virtual circuit, packet switched, wide area network. 
The network studied is modeled after IBM’s proposed 
plaNET (formerly PARIS) network architecture [3,4], 
which is a high speed integrated packet switched net- 
work supporting a wide variety of traffic types. After 
a link failure, several network controls come into play, 
such as congestion control, call admission control and 
routing, in order to restore the lost traffic. The re- 
stored connections can result in a transient period of 
congestion occuring which can have a significant effect 
on the quality of network service. In this paper a gen- 
eral framework is developed for studying the conges- 
tion that can occur in a network as the result of a fail- 
ure. The nonstationary network analysis techniques 
developed in [5] and [6] have been applied within the 
general framework developed here in order to model 
and quantify network performance after link failures. 

2 Modeling the effects of failures 
Consider the arbitrary packet switched wide area 

network shown in Figure 1. We assume that the net- 
work uses virtual circuit service to transport packets 
and source node routing of the virtual circuits. In 
source node routing each network node maintains a 
database of the network topology and determines the 
route through the network for all virtual circuits orig- 
inating at the node. 

The impact of a link or node failure on the network 
performance will depend on the complex interaction of 
several factors, some of which are the location of the 
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failure, the network topology, the network loading, the 
routing algorithm, the error control procedures, and 
the congestion control. Note that most of these fac- 
tors will be specific to the network under study and 
determining generic effects of failures on network per- 
formance is difficult. However, certain aspects of the 
behavior of the network can be modeled by studying 
the general steps of the network in reacting to fail- 
ures. In the event of a link failure all the virtual cir- 
cuits using the failed link are disrupted and need to be 
reconnected if possible. The reconnection of the vir- 
tual circuits takes place only after a time delay which 
consists of the time taken to detect the link failure, 
plus the time for the affected source nodes to get the 
relevant information and the time taken to determine 
the new route and set up the connection. During the 
time delay taken to restore a connection, a backlog of 
packets will accumulate at the source of each virtual 
circuit. Hence, when these virtual circuits are recon- 
nected, the backlog of packets from all of the virtual 
circuits must be transmitted and congestion can occur 
at various points in the network. 

One would expect that congestion control mech- 
anisms would come into play after traffic restora- 
tion to prevent the occurance of congestion. Conges- 
tion control schemes proposed for broadband networks 
are based on either end-to-end windowing schemes or 
rate based policing mechanisms [7] (e.g., virtual leaky 
bucket, leaky bucket). In the event of a failure while 
using the windowing schemes, the source nodes keep 
transmitting the packets belonging to the virtual cir- 
cuits that use the affected link until their correspond- 
ing window runs out. These packets are lost and hence 
must be retransmitted. Further packets, however ac- 
cumulate at the access nodes awaiting an opening in 
the window. In broadband networks, the window size 
will typically be quite large [7] so as not to interrupt 
the packet flow when the network is operating in a nor- 
mal fashion. Thus, windowing schemes do not help in 
controlling the congestion as the burst of packets that 
are generated pass through the window of the source, 
the window being set to a large value to optimize the 
steady state flow in the network. 

The virtual leaky bucket scheme would also not pre- 
vent congestion as the packets would be tagged and 
still admitted to the network. The leaky bucket al- 
gorithm would allow a burst of packets at the peak 
rate to enter the network and then packets would en- 
ter at the leaky bucket token generation rate until the 
backlog is worked off. Observe that the congestion at 
the network node is mainly due to the rerouted virtual 
circuits needing to simultaneously work off their back- 

logs. This is, in effect, a correlated burst at the net- 
work node, yet the current congestion control schemes 
are designed to prevent congestion from occuring due 
to an individual user rather than a group. Also, note 
that current congestion control schemes are designed 
on the basis of a steady state analysis and the conges- 
tion after a failure will be transient in nature. Thus, 
the current congestion control schemes cannot entirely 
prevent congestion after a failure. 

The occurrence of congestion and its spreading in 
the network can be studied by noting that a link 
failure partitions the network nodes into four cate- 
gories namely: primary nodes, secondary nodes, ter- 
tiary nodes, and quaternary nodes. Primary nodes are 
those nodes which are the source nodes for virtual cir- 
cuits that were traversing the link which failed. Thus 
the primary nodes are responsible for the restoration 
of the affected virtual circuits. Secondary nodes are 
nodes which are relay nodes for the rerouted virtual 
circuits. Tertiary nodes are defined as those nodes 
which handle traffic that share a link in common with 
the rerouted traffic. Quaternary nodes are those nodes 
whose traffic is not affected by the traffic of the recon- 
nected virtual circuits. 

Congestion starts at the primary nodes, which can 
become directly congested by the backlogged packets 
at the attached sources. If links at a primary node 
become heavily congested the congestion can spread 
downstream to secondary nodes. Tertiary nodes can 
also become congested in a indirect way caused by 
increased packet loss rates at primary or secondary 
node links that the tertiary node traffic shares with 
the restored traffic. 

We examine the modeling of the primary, sec- 
ondary, and tertiary nodes by studying a represen- 
tative portion of the network, specifically the region 
circled in Figure 1. Figure 2 is a magnification of 
this region of the network, illustrating a typical set 
of network nodes. Note, that Figure 2 also shows a 
representative loading pattern for the network nodes. 
Let us focus on node 3 and study the effects of a link 
failure at this node. One can see from the figure that 
node 3 is the source node for virtual circuits VC#1 - 
VC#4 whereas, it is a relay node for virtual circuits 
VC#5 and VC#S. Consider the effect of a link fail- 
ure, in this case link 3-2. The link failure results in 
node 3 being a primary node since it must reroute vir- 
tual circuits VC#1 - VC#3. In general, the location 
of the link failure and the network loading pattern at 
the time of the failure will specify a set of primary 
nodes. Here we focus on modeling a generic primary 
node such as node 3. 
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After a time delay involved in the detection of the 
failure a primary node will try to restore its affected 
virtual circuits. Note that some of the virtual circuits 
may be blocked due to insufficient available band- 
width. However these blocked circuits will not affect 
the level of congestion in the network and are ignored 
here. After the primary nodes have completed traffic 
restoration, a new loading pattern will exist in the net- 
work as illustrated in Figure 3. After traffic restora- 
tion, the traffic at an arbitrary primary node can be 
grouped into the following three categories: i) Nor- 
mal traffic - traffic not on the failed link, ii) Source 
rerouted traffic - traffic on the failed link for which 
this is the source node and iii) Transit rerouted traffic 
- traffic on failed link for which this is a relay node. 
This categorization of the traffic is illustrated for node 
3. From figure 3 we have the following groupings for 
node 3: VC#4 and VC#5 are normal traffic, VC#1- 
VC#3 are source rerouted traffic, and VC#S is transit 
rerouted traffic. 

Focusing on a single output link at the primary 
node, in this case link 3-4, we can develop the generic 
queueing model of a primary node output link shown 
in Figure 4(a). In Figure 4(a), Cjj denotes the capac- 
ity of the output link i - j ,  and the node buffer repre 
sents the finite buffer at the output link under consid- 
eration. We have assumed that the nodal buffer space 
is completely partitioned among the output links. The 
normal traffic has been grouped together and is shown 
to have aggregate mean packet arrival rate Ant. The 
source rerouted traffic is represented by the individual 
virtual circuit’s source queues feeding into the nodal 
buffer. Note, that each source queue is modeled as an 
infinite capacity queue and the mean packet arrival 
rate of the i th source rerouted traffic is denoted by 
Xi. Also in the figure, the transit rerouted traffic is 
represented as an aggregate traffic stream with mean 
rate Atr$,  shown flowing through several queues. 

Congestion can occur at the nodal buffer due to the 
backlog of packets at the source rerouted traffic queues 
and due to congestion propogating from the primary 
nodes of the transit rerouted traffic. The primary node 
only has direct control over the source rerouted traffic 
and this traffic is the most likely cause of congestion 
at the node. Thus we simplify the queueing model 
by combining the transit rerouted traffic and normal 
traffic into a single traffic stream termed the back- 
ground traffic. The resulting queueing model is shown 
in Figure 4(b) with the mean packet arrival rate of 
the background traffic defined as X b g .  The queueing 
model of Figure 4(b) can be used to study congestion 
at the primary node that results from a link failure. 

In a fashion similar to the analysis for the primary 
node, we have developed queueing models to study the 
spread of congestion to  secondary and tertiary nodes 
and these are given in [9], where it is shown that the 
general primary, secondary, and tertiary model pro- 
vides a overall framework for the study of failures and 
the issues associated with them. 

3 Quantifying the congestion effects of 
failures 

Utilizing the approach of Section 2 one can deter- 
mine the impact of link failures on the performance 
of the network.We focus on analyzing congestion at 
a generic primary node and determining when con- 
gestion will occur. The network studied is a simpli- 
fied variant of IBM’s plaNET. The plaNET network 
is an experimental high speed packet switching system 
for integrated voice, video, and data communications. 
The plaNET network architecture is based on the pre- 
vious PARIS system and both network architectures 
are described in a number of papers [3, 41. 

Since we are primarily interested in the effects of 
failures, several simplifying assumptions are made in 
the modeling of the plaNET network. Consider the 
primary node queueing model shown in Figures 4b. 
In this model, all links are assumed to  be full duplex 
with the capacity of the primary node output link de- 
noted by C and the capacity of the i th source rerouted 
access link denoted by Cj. As in plaNET, variable 
length packets are transported via virtual circuit con- 
nections. Packets are assumed to arrive to the network 
according to independent Poisson processes with fixed 
mean rate A i  for the i th virtual circuit being recon- 
nected. Furthermore, we assume exponentially dis- 
tributed packet lengths with mean l/p and that the 
service rate of a packet at a link is proportional to the 
link capacity. The buffer space at the network node 
output link is finite with system size K. Packets which 
are dropped in the network are retransmitted from the 
traffic source using a selective repeat mechanism. 

In order to generalize the results so that they can 
be scaled to any channel capacity, the transmission 
rate of the primary node link was normalized to have 
a value of 1.0 (i.e., C = 1.0). Also, the mean packet 
length l /p is normalized to a value of 1.0. Hence, 
the mean packet service rate of the output link is 
pC = 1.0 and one can unnormalize quantities by re- 
lating them to the mean service rate of the actual link 
fie. For example, consider a link which is a T1 line 
(i.e., c‘ = 1.544 Mbps) in a network where the aver- 
age packet length is l/,G = 2000 bits/packet. Thus in 
the actual network the service rate is ,Gc = 772 pack- 
ets/sec. Hence, a virtual circuit of mean rate A j  = .025 
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in the nprmalize! network translates to a virtual cir- 
cuit of Xi = X+C = 38.6 kbps in the actual network. 

The plaNET network provides a guaranteed steady 
state grade of service (GOS) for each virtual circuit 
that has been allowed to enter the network. The max- 
imum flow on any network link is controlled by link 
congestion thresholds THi j  in the call set up pro- 
cedure. Here we assume the congestion threshold is 
THj j  = .85. Hence, under the assumptions that each 
queue can be represented by a finite M/M/l queue 
a worst case grade of service at any network link 
can be determined using the maximum flow which is 
equivalent to the maximum link utilization. Specif- 
ically, performance measures, such as the maximum 
allowable packet loss rate at a network queue PB, 
can be found using the standard M/M/l/K queue- 
ing formula. For example, in the networks modeled 
here the maximum link utilization is p = THj j  = .85 
and the buffer system size is K = 21 which results 
in a value of PB = 5.08 x Similarly, one can 
determine the average number in the system NS at 
any queue. As above, to determine the worst case 
the values of p = .85 and K = 21 were used, which 
yields N S  = 5.03. Thus, the guaranteed grade of ser- 
vice at each network link is a average number in the 
system N S G O ~  = 5.03 M 5 and a packet loss rate 
P B G o ~  = 5.08 x The network is assumed to be 
performing satisfactorily only when the performance 
parameters are less than or equal to the GOS values. 

The failure of a network link would be detected only 
after a certain amount of time. This detection would 
be done by one of the nodes to which the failed link 
is attached. This node would then transmit the in- 
formation to all the other nodes as a control message. 
The virtual circuits that had been using the failed link 
continue transmitting packets until their source nodes 
get the information about the failure. These packets 
are assumed to be lost in the network and have to be 
retransmitted upon reconnection of the virtual circuit. 
Typical times for a node to detect a failure can range 
from a few milliseconds to two seconds. The downtime 
[l] allowed before the user will disconnect the session 
is on the order of two seconds for a voice call and ten 
seconds for data connections. Let ? denote the time 
taken by a node to detect the failure in the actual net- 
work, then the backlog of packets at the-traffic source 
of the k th session at the node will be Ah?. Thus for 
the same number of packets to be lost in the normal- 
ized network where = X k / f i c  the t i ye  to detect 
the failure T must be given by T = ?fiC. Here we 
assume that the time to detect the failure in the ac- 
tual network is ? = 1 second. Thus in this second, 

d network operating at standard T1 (1.54Mbps) rates 
with the average packet size of 2 Kbytes would have 
allowed the transmission of a maximum of 772 pack- 
ets. Directly extending this assumption, any virtual 
circuit transmitting at an average rate of would 
have a backlog of (772 x X k )  packets to be retransmit- 
ted. This backlog of packets arriving at the network 
nodes from reconnected calls can lead to a violation of 
the grade of service. This condition can exist until the 
entire backlog has been transmitted and the network 
reaches steady state once again. 

Consider the queueing model of a primary node out- 
put link shown in Figure 4b. Focusing on the network 
primary node output link queue, we assume that cus- 
tomers arrive to the network queue according to non- 
stationary Poisson processes with mean rate A ( t )  at 
time t .  Furthermore, we assume that the link can be 
approximately modeled as a M/M/l/K queue with 
mean service rate pC, where 1/p is the average packet 
length and C is the link capacity. Defining $ ( t )  as the 
probability of j packets being in the queueing system 
at time t ,  then the Chapman-Kolmogorov differential 
equation model for the queue can be derived as : 

- -  dpo(t)  - -A(t)pO(t) + p C p l ( t )  
dt 

+pC$+'(t); 0 < j < K 

Given the tim&varying link load A(t) and initial con- 
ditions, one can solve (1) using standard numerical 
integration techniques. 

Consider the source queueing model of the a th con- 
nection at a primary node. We assume the source 
queues can be modeled as M/M/1. After a link failure 
the source queues will have a large number of back- 
logged packets to transmit. Thus using a finite capac- 
ity detailed Chapman-Kolmogorov model, to represent 
each queue is computationally difficult due to the large 
number of equations required. Hence, a approximate 
fluid flow model approach is adopted. 

Following [5J, we define Cj as the capacity of the 
link, N S j ( t )  as the number in the system (i.e., queue 
+ server) at time t and z i ( t )  as the state variable rep- 
resenting the average number in the system at time t .  
Note that the state variable is the ensemble average 
of the number in the system at time t (i.e. z j ( t )  = 
E { N S i ( t ) ) ) .  Assuming that the queue can be mod- 
eled as M/M/l, it was shown in [5] that by matching 
the steady state equilibrium point of the fluid flow 
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model with that of the queueing model leads to 

with initial condition xi(0). This was shown to pro- 
vide an accurate approximation to the time-varying 
mean number in the system. The initial condition for 
the fluid flow model xi(0) denotes the number in the 
system of the i th source queue at the time of reconec- 
tion of the virtual circuit. Let Ti denote the time 
to reconnect the ith connection at the primary node 
in question. The initial condition for the i th source 
queue is the backlog of packets that accumulates dur- 
ing the reconection time xi(0) = Ai x Z . 

In order to have an accurate model after a failure, 
the effects of packet dropping at the primary node 
queue must be included. Consider a sample back- 
logged packet for the i th virtual circuit, the prob- 
ability that the packet is dropped on its first attempt 
is PB, the blocking probability at the primary node 
output link. Assuming that the blocking probability 
remains constant over the period of interest, the prob- 
ability that the packet gets blocked on its n th attempt 
is PB". Thus, the total number of retransmissions 
N R  is given by N R  = PB E& PB' = 6. Hence, 
the total number of transmissions N T  required for the 
tagged packet can be given as NT = &. 

Therefore, the average time TZ required for one 
packet to successfully get transmitted at source queue 
i, is given by TZ = & &. Note, that the in- 
crease in the average time for the packet to be trans- 
mitted is equivalent to decreasing the capacity of the 
source queue access link by a factor of (1 - PB). Let 
Ci denote the adjusted link capacity, that is Ci = 
Cj(1 - PB). Then the fluid flow model of the i th 
source queue (2) becomes 

0 

The fluid flow model (3) can be used to model the 
source queues taking into account packet retransmis- 
sions. Note that PB must be known and this can be 
determined from (1) as PB = p K ( t ) .  Observe that the 
inclusion of retransmission effects provides a feedback 
coupling between the source queue and primary node 
link models. 

In addition to the fluid flow models of the source 
queues and the detailed model (1) of the primary node 
output link, the arrival rate to the primary node out- 
put link A ( t )  must be known. This can be found using 
the flow balance principal. Let Aag(t) represent the 

mean arrival rate of the Poisson background traffic. It 
is important to note that though the effective service 
time at the source queues is reduced by retransmis- 
sions occuring, the flow of packets out of the source 
queues into the primary node link is uneffected. Then 
the arrival rate at the primary node output link queue 
at time t is given by 

where the second term on the right hand side repre- 
sents the arrival rate of traffic from the source queues. 
This equation provides a coupling between the queues, 
since the output rate from each source queue is given 
as a function of the number in the system at the 
source queue. Note that when steady state condi- 
tions prevail at all source queues (i.e., k i ( t )  = O V i 
and constant loads &(t)  = A i  Vt and V i )  the ar- 
rival rate of packets to the primary node link becomes 

Hence, the primary node queueing model of Fig- 
ure 4b can be modeled by a coupled differential equa- 
tion model consisting of n equations of the form (3) 
representing the source queues along with the system 
of equations (1) to model the primary node link and 
equation (4) to determine the primary node queue ar- 
rival rate. One can apply standard numerical integra- 
tion techniques in an iterative fashion over the time 
intervals of interest to solve (1) together with (3) and 
(4) for the state probabilities $( t )  of the primary node 
queue and the number in the system xi@) at each 
source queue. The steps in the solution technique are 
described in [5, 91. From the time-dependent state 
probabilities $ ( t )  and state variables xi(t), one can 
study the performance of the queueing system. For 
example, N S ( t ) ,  the expected number of packets in 
the system at the primary node link at time t ,  is given 
by N S ( t )  = CF=lj$(t). 

In order to check the accuracy of the model, its so- 
lution was compared to a detailed simulation for sev- 
eral cases. A typical experimental study is reported 
here for the two virtual circuit case. In the experi- 
mental model, the capacity of the primary node out- 
put link was set at C = 1, the capacity of the source 
node access links were set at Cl = C2 = .45 and the 
mean packet length was one (l/p = 1). The system 
size of the primary node link was K = 21, and no 
background t r d c  was present (Abg = 0). As a worst 
case the virtual circuits were assumed to be recon- 
nected simultaneously with the time to reconnect be- 
ing TI = T2 = 772 seconds, which as noted previously 
translates to a time to reconnect of one second in an 

X(t) = Aag(t) + XEl xi. 
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actual network operating at T1 rates. An illustra- 
tive result of the model accuracy is shown in Figure 
5 for virtual circuit arrival rates being A1 = A2 = .06 
and the primary node initially being empty. In Fig- 
ure 5 the N S ( t )  starting at the time instantance that 
the virtual circuits are reconnected is plotted along 
with the results of a discrete event simulation. For 
the simulation results three curves are given showing 
the point estimate of the number in the system and 
the upper and lower bounds of the 95% confidence in- 
tervals. From the figure one can see that the analytical 
model is reasonably accurate. The simulation results 
were generated from 5000 independent runs using the 
ensemble averaging technique of [6]. 

4 An analysis of congestion at primary 
nodes 

A parameterized study of the primary node queue- 
ing model was conducted to determine when conges- 
tion occurs in the primary node. In the study the 
normalized network model was used for the primary 
node output link. As noted in Section 3 for the nor- 
malized model, the system size was K = 21, the link 
capacity was C = 1, the mean packet length was one 
l / p  = 1 and the call admission congestion threshold 
was T H i j  = 3 5 .  The resulting GOS at the network 
link was NSGOS = 5.03 and PBGOS = 5.08 x 
The primary node output link was considered con- 
gested when N S ( t )  exceeded the grade of service level 
(i.e., N S ( t )  > NSGOS = 5.03). The number in the 
system was chosen as the metric rather than PB(t)  
since our numerical results showed that N S ( t )  was 
the more sensitive metric. The time to detect the link 
failure and reconnect the i th session was assumed to 
be T, = 772 V i ,  which is equivalent to one second in 
an actual network operating at T1 link rates. The 
queue at the primary node link was assumed initially 
empty. Since we are interested in the effect of the 
rerouted traffic from the failed link it was assumed 
that no background traffic is present. 

The purpose of the study was to determine what 
combination of parameters (Ci, A i  etc.) would result 
in congestion at the primary node link. Note that, the 
steady state arrival rate to the primary node can never 
be greater than the congestion threshold of THi,. 
Congestion can occur only when A ( t )  > THij  = .85 
for an amount of time sufficient for N S ( t )  to grow 
larger than NSGOS. From (4) with &(t) = 0, one 
can see that an upper bound on the input arrival 
rate is A ( t )  5 C:=lpCi. Congestion can not occur 
if the upper bound is less than T H i j ,  specifically a 
necessary condition for congestion to occur is that 

pCi > T H i j .  Thus, after a failure each primary 

node can check this condition and determine whether 
congestion is possible. While this condition is nec- 
essary for congestion to occur it is not sufficient and 
we adopt a numerical approach to determine a curve 
which precisely indicates the occurance of congestion. 

Consider the case of one virtual circuit n = 1 being 
reconnected through the primary node output link. 
Obviously for congestion to be possible, C1 2 T H i j  = 
3 5 .  A numerical study was conducted by assigning 
particular values to the access link capacity Cl and 
the input rate A1 then solving the differential equation 
model to find N S ( t ) .  The values of N S ( t )  determined 
from the differential equation model were checked to 
see if .NS(t) > NSGOS. The value of A1 was then 
varied and the experiment repeated until the bound- 
ing value of A1 was found where the GOS is just met 
(i.e., NS( t )  5 NSGOS V t). The experiment was then 
repeated for a different value of C1 until the bounding 
curve of Figure 7 was determined. From Figure 6, all 
points (X1,pCl) lying below the bounding curve are 
those where the GOS is met, where as for those points 
above the curve the GOS will not be provided. 

A similar study was conducted for the case of two 
virtual circuits being rerouted through the primary 
node link. The experimental model was the same ex- 
cept for the additional access link C2 and mean arrival 
rate A2 of the second session. The condition for con- 
gestion to be possible in this case is C1 + C2 > 3 5 .  
Note that for the two virtual circuit case there are four 
parameters to vary (i.e., A1,A2,C1, and C2) and this 
makes an exhaustive search for bounding conditions 
difficult. Hence, to reduce the number of parameters 
the values of C1, and Cz, were fixed as well as the ra- 
tio A1/A2 and the total load A1 + A2 was varied to the 
point where the number in system exceeds the grade 
of service. This was repeated for different values of 
C1 holding C2 and AI/& constant and the resulting 
values were plotted as a curve. The entire experiment 
was repeated for different values of the ratio A1/A2 

and the resulting family of curves are shown in Figure 
7. Thus, in Figure 8 each curve is a bounding curve 
for a particular ratio of the arrival rates. 

In Figure 7 an interesting effect can be seen, no- 
tice that for a particular ratio of Cl/C2 the bounding 
curve that is the worst case ( i.e. lowest load to ex- 
ceed the grade of service ) is always the curve result- 
ing from A1/Az = ClIC2. For example, at the value 
C1/C2 = .3 the curve that is leftmost is the one result- 
ing from A l / A z  = .3. The condition A l / A 2  = Cl/C2 
is equivalent to p1 = p2, that is the utilization of the 
two access links being equally balanced. In order to 
clearly demonstrate this worst case effect an experi- 
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mental study was conducted where the values of pCl , 
pC2, A1 + A2 were fixed and ratio A1 / A2 was var- 
ied. The results of a typical study of this type are 
s h o w  in Figure 8, where N S ( t )  and P B ( t )  are plot- 
ted versus time for various ratios of A1/A2. In Figure 
8 the horizontal lines represent the grade of service 
level$ N S G O ~  , P B G o ~ .  One can clearly see from the 
figure that when A1/A2 = C1/C2 - p1 = p2 the 
maxjimum number in system and blocking probability 
occurs. As shown in [9], one can prove in general that 
balaacing the utilization of the access links results in 
m&um packet loss probability at the primary node 
queue which is a worst case scenario. 

Tlhus, by considering p1 = p2 case in the experi- 
mential model we can construct a conservative bound- 
ing curve below which the GOS will always be met. 
The experimental study used to create Figure 7 was 
repe4ted to generate a worst case curve by maintain- 
ing A1/A2 = C1/C2 at each point then determining 
the lead where the GOS is just met. The resulting 
bounding curve is shown in Figure 9. A set of bound- 
ing cbrves for various values of T ,  the time to recon- 
nect the virtual circuits, can easily be constructed by 
repeating the experiment. Bounding curves such as 
Figure 9 are potentially quite useful for network con- 
trol and could be utilized for call admission or adjust- 
menti of flow control settings after a failure. 

The approach above for constructing bounding 
curves should be extendable to the general n virtual 
circu/t primary node case. However the number of 
paraNeters to vary becomes difficult to handle with 
increbing n and we propose an algorithm for deter- 
minieg if congestion occurs based on the results for 
the two virtual circuit case. Given A1 , A2, .  . . , An and 
pC1,pC2,. . . , pCn, compare them two at a time then 
combine the two together that we have just compared. 
The procedure can be written in algorithmic form as 
follows. 

1) Let Asum = A i ,  pCrum = pC1, j = 2 
2) Check two call bounding curve for 

3) If congestion occurs (i.e. above curve) then 
stop congestion will occur for n call case 
else if j < n then 

Xaum, A j l  &’rum, pcj 

h u m  = Arum + Aj 

p c a u m  = &’sum + &’j 

j = j + l  
go to step 2 

stop congestion will not occur 
else if j = n then 

end if 
Thus using this algorithm we can determine whether 

or not congestion will occur at an arbitrary primary 
node for any number of virtual circuits needing to be 
restored. Numerical illustrations of its use are given 
in [9]. The results of the algorithm above tend to be 
conservative due to the combining of the access queues 
after each iteration. Note that use of the bounding 
curves for call admission or to set congestion controls 
after a failure would lead to a conservative strategy. 
A possibly better approach would be to allow some 
level of congestion at primary nodes but not enough 
to spread congestion to secondary and tertiary nodes. 
5 Conclusions 

In this paper we have presented a study of the per- 
formance impact of link failures in a virtual circuit 
wide area network. It was shown that a link failure and 
the subsequent traffic restoration divides the network 
nodes in to four groups: primary, secondary, tertiary 
and quaternary. A generic queueing model framework 
for studying the performance impact of failures at the 
different types of nodes was presented. It was shown 
that congestion after a link failure starts at the pri- 
mary nodes (i.e., the source nodes of virtual circuits 
that were on the failed link) and spreads to the other 
nodes. A nonstationary performance analysis of a 
generic primary node was conducted using a numerical 
methods differential equation model approach. A set 
of boundary curves which specify the conditions under 
which a primary node will be come congested was pre- 
sented and an algorithm for its general use developed. 
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