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#### Abstract

In particle swarm optimization, the inertia weight is an important parameter for controlling its search capability. There have been intensive studies of the inertia weight in continuous optimization, but little attention has been paid to the binary case. This study comprehensively investigates the effect of the inertia weight on the performance of binary particle swarm optimization, from both theoretical and empirical perspectives. A mathematical model is proposed to analyze the behavior of binary particle swarm optimization, based on which several lemmas and theorems on the effect of the inertia weight are derived. Our research findings suggest that in the binary case, a smaller inertia weight enhances the exploration capability while a larger inertia weight encourages exploitation. Consequently, this paper proposes a new adaptive inertia weight scheme for binary particle swarm optimization. This scheme allows the search process to start first with exploration and gradually move towards exploitation by linearly increasing the inertia weight. The experimental results on $0 / 1$ knapsack problems show that the binary particle swarm optimization with the new increasing inertia weight scheme performs significantly better than that with the conventional decreasing and constant inertia weight schemes. This study verifies the efficacy of increasing inertia weight in binary particle swarm optimization.


Index Terms-Binary Particle Swarm Optimization, Mathematical Modelling, Knapsack Problems.

## I. Introduction

PARTICLE Swarm Optimization (PSO) [1] [2] has been successfully applied to many optimization problems, in particular those with continuous domains. It has also been applied to discrete domains (e.g. [3] [4] [5] [6] [7] [8]), and extended from single-objective to multi-objective optimization (e.g. [7] [8] [9]). Among the various discrete PSO variants, the Binary PSO (BPSO), originally developed by Kennedy and Eberhart [5], is probably the most well-known. BPSO has been applied to many combinatorial problems, e.g. job-shop scheduling [10], the knapsack problem [11], electric power systems [12], data mining (more specifically, feature selection) [13] [14], image processing [15], sensor networks [16], very-large-scale integrated circuit design [17], and others [18] [19]. Nevertheless, the success of BPSO for solving combinatorial problems is still limited compared with Continuous PSO (CPSO) [20].

From a theoretical perspective, CPSO has been studied extensively. For example, dynamic system theory was adopted

[^0]to analyze CPSO in [21]. The trajectory of a particle was analyzed in [22], which led to a model of constriction PSO. The studies on a particle's trajectory was further extended in [23] to include the influence of the inertia weight. All the above theoretical analyses were based on the stagnation assumption, in which the personal and global best positions were assumed to remain the same throughout the process. There are also other studies in which the stagnation assumption was relaxed to some extent ([24] [25] [26] [27] [28]). However, to the best of our knowledge, the theoretical analysis of BPSO is quite limited.

In PSO, the inertia weight plays an important role for balancing its exploration and exploitation. The fact was first mentioned and discussed in [29]. Typically, the balance between exploration and exploitation in CPSO is related to both the inertia weight and the acceleration coefficients [23]. However, the acceleration coefficients are often set to equal constant values, a common practice in CPSO [30] [31]. In such a case, a larger inertia weight would improve CPSO's exploration ability, while a smaller inertia weight would emphasize more on exploitation [30] [31] [32] [33]. Based on this observation, a linearly decreasing inertia weight scheme was proposed in [30], and validated for CPSO in [32] [33] [34], where the acceleration coefficients were set to equal constant values. The decreasing inertia weight with equal constant acceleration coefficients has been widely accepted as a norm by many CPSO researchers and practitioners [31] [35] [36]. Zheng et al. [37] [38] recommended an increasing inertia weight scheme. However, they used different acceleration coefficient values, which made it difficult to analyze how the inertia weight affects the performance of the algorithm [39]. Although there are other adaptive inertia weight schemes proposed (e.g. [40] [41]), the decreasing inertia weight is still one of the most widely adopted schemes [42].

With regard to BPSO, no attempts have been made to investigate the effect of the inertia weight parameter on the trade-off between exploration and exploitation of the algorithm. When designing an adaptive inertia weight scheme for BPSO, most studies directly adopted the commonly used decreasing inertia weight scheme in CPSO (e.g. benchmark functions [43], distribution network reconfiguration [44], feature selection [45], wind turbines placement [46]). However, there is no theoretical study or analysis found to support the validity of such a direct adoption.

Apart from a direct adoption of the linearly decreasing inertia weight setting from CPSO, several studies also suggest other settings. For example, a review on advances in particle swarm optimization for antenna designs suggested a constant weight of 1.0 to be used [47]. In another study [48], it was found that the inertia weight with a value less than 1.0 prevents
convergence. A chaotic BPSO was developed for feature selection in [49], which utilized chaotic maps to determine the inertia weight. Overall, with no theoretical guidance, it is difficult to design an efficient inertia weight scheme for BPSO.

To find a guideline for setting the inertia weight in BPSO, this paper carries out first-order analysis on the effect of the inertia weight on the behavior of BPSO, based on which a novel adaptive inertia weight scheme for BPSO is proposed. In short, our research findings suggest that in general a smaller inertia weight encourages exploration while a larger inertia weight enhances exploitation. Thus, we recommend that in most cases an increasing inertia weight should be favorably considered for BPSO. Our experimental results on the classical $0 / 1$ knapsack problems are consistent with this conclusion on the inertia weight setting in BPSO. This research makes the following contributions:

1) A theoretical study of BPSO is carried out, where several lemmas and theorems are derived to provide evidence that the inertia weight significantly influences the velocity term of BPSO under different scenarios.
2) The impact of the inertia weight on the performance of BPSO is investigated. Generally speaking, with the acceleration coefficients being fixed, a smaller inertia weight tends to enhance exploration, whereas a larger inertia weight is more likely to encourage exploitation.
3) A BPSO with an increasing inertia weight is proposed, and evaluated on the $0 / 1$ knapsack problems. The empirical results showed that our idea (increasing the inertia weight) obtained from the theoretical results is effective in practice.
The rest of the paper is organized as follows: Section II introduces the standard framework of BPSO, which is proposed by Kennedy and Eberhart [5]. Section III presents the theoretical studies on BPSO, including a set of lemmas and theorems regarding the effect of the inertia weight on the behaviors of BPSO under different scenarios. Remarks are also given to explain the implications of the lemmas and theorems. Then, Section IV proposes a BPSO with a linearly increasing inertia weight scheme, based on the conclusions of our theoretical studies. Section V carries out the experimental studies on the $0 / 1$ knapsack problems, which demonstrates the efficacy of the proposed linearly increasing inertia weight scheme. Finally, Section VI provides the conclusions and future work.

## II. The standard BPSO

The standard BPSO was originally developed by Kenndey and Eberhart [5] in 1997. In BPSO, a particle is represented as a bit string, in which each bit can take the value of either 0 or 1. Unlike in CPSO, the position of a particle in BPSO is updated by switching each bit value between 0 and 1 based on the velocity of that bit. Specifically, for the $d^{t h}$ bit of the $i^{t h}$ particle, the velocity $v_{i d}$ is transformed to a probability $s\left(v_{i d}\right)$ of taking the value of 1 by the following sigmoid transfer function:

$$
\begin{equation*}
s\left(v_{i d}\right)=\frac{1}{1+e^{-v_{i d}}} \tag{1}
\end{equation*}
$$

Based on $s\left(v_{i d}\right)$, the bit value $x_{i d}$ is updated as follows:

$$
x_{i d}= \begin{cases}1, & \text { if } \operatorname{rand}() \leq s\left(v_{i d}\right)  \tag{2}\\ 0, & \text { otherwise }\end{cases}
$$

where $\operatorname{rand}()$ randomly samples a value from the uniform distribution within the interval of $[0,1]$. In other words, $x_{i d}$ takes 1 with a probability of $s\left(v_{i d}\right)$.

During the search process of BPSO, $v_{i d}$ is updated according to the following rule:

$$
\begin{equation*}
v_{i d}=w v_{i d}+c_{1} r_{1 d}\left(p_{i d}-x_{i d}\right)+c_{2} r_{2 d}\left(g_{d}-x_{i d}\right) \tag{3}
\end{equation*}
$$

where $0<w \leq 1$ is the inertia weight. $p_{i d}$ stands for the $d^{\text {th }}$ bit of the personal best position of the $i^{\text {th }}$ particle. $g_{d}$ denotes the $d^{\text {th }}$ bit of the global best position (i.e. the best personal best position among that of all the particles). $c_{1}>0$ and $c_{2}>0$ are the acceleration coefficients. $r_{1 d}$ and $r_{2 d}$ are random variables which follow the uniform distribution between 0 and 1 .

In practice, problem-dependent velocity clamping techniques (e.g. [50]) are often used to prevent too large velocities. In this paper, after being updated by Eq. (3), the velocity $v_{i d}$ is bounded by a threshold $\hat{v}$ as follows:

$$
v_{i d}= \begin{cases}\hat{v}, & \text { if } v_{i d}>\hat{v}  \tag{4}\\ -\hat{v}, & \text { if } v_{i d}<-\hat{v}\end{cases}
$$

In Eq. (3), the inertia weight $w$ was originally proposed for CPSO [30] to encourage exploration at the start of the search, and then gradually move towards exploitation. To this end, a linearly decreasing inertia weight scheme was proposed [34] as follows:

$$
\begin{equation*}
w=\bar{w}-(\bar{w}-\underline{w}) \frac{\pi}{\bar{\pi}} \tag{5}
\end{equation*}
$$

where $\pi$ and $\bar{\pi}$ stand for the number of iterations elapsed so far and the maximal number of iterations respectively. $\bar{w}$ and $\underline{w}$ are the predefined upper and lower bounds of the inertia weight respectively. The above decreasing inertia weight scheme has been widely adopted in both CPSO and BPSO, to update the inertia weight before updating the velocity in Eq. (3). The pseudo code of the standard framework of BPSO is described in Algorithm 1, where $\mathbf{x}_{i}=\left(x_{i 1}, \ldots, x_{i n}\right)$ ( $n$ is the dimension) and $\mathbf{p}_{i}=\left(p_{i 1}, \ldots, p_{i n}\right)$ stand for the current position and personal best position of the $i^{\text {th }}$ particle respectively. $\mathbf{g}=\left(g_{1}, \ldots, g_{n}\right)$ is the global best position.

## III. Theoretical analysis of BPSO

In BPSO, a particle is represented as a bit string. Each bit is updated by Eqs. (1)-(3). To simplify analysis, we adopt the stagnation assumption, which is commonly used for analyzing PSO. That is, all the $p_{i d}$ 's and $g_{d}$ 's in Eq. (3) are fixed throughout the process. In this case, we can safely remove the bit index $d$ in Eq. (3), and rewrite it as follows:

$$
\begin{equation*}
v_{t+1}=w v_{t}+c_{1} r_{1}\left(p-x_{t}\right)+c_{2} r_{2}\left(g-x_{t}\right) \tag{6}
\end{equation*}
$$

where $v_{t}$ and $x_{t}$ are the velocity and the value of the considered bit in the $t^{t h}$ iteration. In standard BPSO, $c_{1}, c_{2}$ and $w$ are set to constants.

In this section, we will analyse the behavior of BPSO under different $w, p$ and $g$ values. The velocity $v_{t}$ is updated by Eq.

```
Algorithm 1: The standard framework of BPSO for min-
imization
    Randomly generate an initial population;
    Randomly generate the initial velocities within the
    velocity bound;
    repeat
        for \(i=1\) to Population Size do
            if \(f\left(\mathbf{x}_{i}\right)<f\left(\mathbf{p}_{i}\right)\) then \(\mathbf{p}_{i}=\mathbf{x}_{i}\);
            if \(f\left(\mathbf{p}_{i}\right)<f(\mathbf{g})\) then \(\mathbf{g}=\mathbf{p}_{i}\);
        end
        for \(i=1\) to Population Size do
            for \(d=1\) to Dimension Size do
                Calculate \(w\) using Eq. (5);
                Update velocity with Eq. (3);
                Update position using Eq. (1) and Eq. (2);
            end
        end
    until termination criterion is met;
```

(6) and the distribution of the position $x_{t}$ is defined as follows:

$$
\begin{align*}
& \operatorname{Pr}\left(x_{t}=1\right)=\frac{1}{1+e^{-v_{t}}}  \tag{7}\\
& \operatorname{Pr}\left(x_{t}=0\right)=1-\frac{1}{1+e^{-v_{t}}} \tag{8}
\end{align*}
$$

A. Behavior of $v$ when $w=1$

Lemma 1. If $w=1$ and $p=g=1$, then $\forall t>0, v_{t+1} \geq v_{t}$.
Proof: From Eq. (6), when $w=1$, and $p=g=1$,

$$
\begin{equation*}
v_{t+1}=v_{t}+c_{1} r_{1}\left(1-x_{t}\right)+c_{2} r_{2}\left(1-x_{t}\right) \tag{9}
\end{equation*}
$$

Since $\forall t>0, x_{t} \leq 1$, and $c_{1}>0, c_{2}>0, r_{1} \geq 0, r_{2} \geq 0$, then

$$
c_{1} r_{1}\left(1-x_{t}\right)+c_{2} r_{2}\left(1-x_{t}\right) \geq 0,
$$

and thus

$$
v_{t+1} \geq v_{t}
$$

Remark. Lemma 1 indicates that when $w=1$ and $p=g=$ $1, v_{t}$ is monotonically non-decreasing. According to Eq. (7), $\operatorname{Pr}\left(x_{t+1}=1\right)$ is no less than $\operatorname{Pr}\left(x_{t}=1\right)$.

Lemma 2. If $w=1$ and $p=g=1$, then $\forall \bar{v}>v_{0}, \exists T>0$, so that $\forall t>T, E\left[v_{t}\right]>\bar{v}$.

Proof: If $v_{t-1} \geq \bar{v}$, then from Lemma $1, v_{t} \geq v_{t-1} \geq \bar{v}$. Therefore, $E\left[v_{t}\right]>\bar{v}$ holds.

If $v_{t-1}<\bar{v}$, then from Lemma $1, \forall i \in\{0, \ldots, t-2\}, v_{i} \leq$ $v_{t-1}<\bar{v}$, and

$$
1-\frac{1}{1+e^{-v_{i}}}>1-\frac{1}{1+e^{-\bar{v}}}
$$

From Eq. (9), we have

$$
v_{t}=v_{0}+\sum_{i=0}^{t-1}\left(c_{1} r_{1}+c_{2} r_{2}\right)\left(1-x_{i}\right)
$$

Therefore,

$$
\begin{aligned}
E\left[v_{t}\right] & =v_{0}+\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1} E\left[1-x_{i}\right] \\
& =v_{0}+\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1} \operatorname{Pr}\left(x_{i}=0\right) \\
& =v_{0}+\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1}\left(1-\frac{1}{1+e^{-v_{i}}}\right) .
\end{aligned}
$$

Since $c_{1}>0, c_{2}>0$,

$$
\begin{aligned}
E\left[v_{t}\right] & =v_{0}+\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1}\left(1-\frac{1}{1+e^{-v_{i}}}\right) \\
& >v_{0}+\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1}\left(1-\frac{1}{1+e^{-\bar{v}}}\right) \\
& =v_{0}+\frac{c_{1}+c_{2}}{2}\left(1-\frac{1}{1+e^{-\bar{v}}}\right) t .
\end{aligned}
$$

Let

$$
T=\frac{\bar{v}-v_{0}}{\frac{c_{1}+c_{2}}{2}\left(1-\frac{1}{1+e^{-\bar{v}}}\right)}>0
$$

then $\forall t>T$,

$$
\begin{aligned}
E\left[v_{t}\right] & >v_{0}+\frac{c_{1}+c_{2}}{2}\left(1-\frac{1}{1+e^{-\bar{v}}}\right) t \\
& >v_{0}+\frac{c_{1}+c_{2}}{2}\left(1-\frac{1}{1+e^{-\bar{v}}}\right) T=\bar{v} .
\end{aligned}
$$

Remark. Lemma 2 implies that when $w=1$ and $p=g=1$, $v_{t}$ is expected to diverge. For any upper bound $\bar{v}$, when $t$ is sufficiently large, $v_{t}$ is expected to be larger than $\bar{v}$. According to Eq. (7), $\operatorname{Pr}\left(x_{t+1}=1\right)$ is expected to converge to 1 .
Lemma 3. If $w=1$ and $p=g=0$, then $\forall t>0, v_{t+1} \leq v_{t}$.
Proof: From Eq. (6), when $w=1$, and $p=g=0$,

$$
\begin{equation*}
v_{t+1}=v_{t}-c_{1} r_{1} x_{t}-c_{2} r_{2} x_{t} \tag{10}
\end{equation*}
$$

Since $\forall t>0, x_{t} \geq 0$, and $c_{1}>0, c_{2}>0, r_{1} \geq 0, r_{2} \geq 0$, then

$$
-c_{1} r_{1} x_{t}-c_{2} r_{2} x_{t} \leq 0
$$

and

$$
v_{t+1} \leq v_{t}
$$

Remark. Lemma 3 suggests that when $w=1$ and $p=g=$ $0, v_{t}$ is monotonically non-increasing. According to Eq. (8), $\operatorname{Pr}\left(x_{t+1}=0\right)$ is no less than $\operatorname{Pr}\left(x_{t}=0\right)$.

Lemma 4. If $w=1$ and $p=g=0$, then $\forall \underline{v}<v_{0}, \exists T>0$, so that $\forall t>T, E\left[v_{t}\right]<\underline{v}$.

Proof: If $v_{t-1} \leq \underline{v}$, then from Lemma 3, $v_{t} \leq v_{t-1} \leq \underline{v}$. Therefore, $E\left[v_{t}\right]<\underline{v}$ holds.

If $v_{t-1}>\underline{v}$, then from Lemma $3, \forall i \in\{0, \ldots, t-2\}, v_{i} \geq$ $v_{t-1}>\underline{v}$, and

$$
\frac{1}{1+e^{-v_{i}}}>\frac{1}{1+e^{-\underline{v}}}
$$

From Eq. (10), we have

$$
v_{t}=v_{0}-\sum_{i=0}^{t-1}\left(c_{1} r_{1}+c_{2} r_{2}\right) x_{i}
$$

Therefore,

$$
\begin{aligned}
E\left[v_{t}\right] & =v_{0}-\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1} E\left[x_{i}\right] \\
& =v_{0}-\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1} \operatorname{Pr}\left(x_{i}=1\right) \\
& =v_{0}-\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1}\left(\frac{1}{1+e^{-v_{i}}}\right) .
\end{aligned}
$$

Since $c_{1}>0, c_{2}>0$,

$$
\begin{aligned}
E\left[v_{t}\right] & =v_{0}-\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1}\left(\frac{1}{1+e^{-v_{i}}}\right) \\
& <v_{0}-\frac{c_{1}+c_{2}}{2} \sum_{i=0}^{t-1}\left(\frac{1}{1+e^{-\underline{v}}}\right) \\
& =v_{0}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-\underline{v}}}\right) t .
\end{aligned}
$$

Let

$$
T=\frac{v_{0}-\underline{v}}{\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v}}\right)}>0
$$

then $\forall t>T$,

$$
\begin{aligned}
E\left[v_{t}\right] & <v_{0}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-\underline{v}}}\right) t \\
& <v_{0}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-\underline{v}}}\right) T=\underline{v} .
\end{aligned}
$$

Remark. Lemma 4 implies that when $w=1$ and $p=g=0$, $v_{t}$ is expected to diverge. For any lower bound $\underline{v}$, when $t$ is sufficiently large, $v_{t}$ is expected to be smaller than $\underline{v}$. According to Eq. (8), $\operatorname{Pr}\left(x_{t+1}=0\right)$ is expected to converge to 1 .
Lemma 5. If $w=1$ and $p \neq g$, then $\forall t_{0}, t>0$,

$$
v_{t_{0}}+\beta_{1} t \leq E\left[v_{t_{0}+t}\right] \leq v_{t_{0}}+\beta_{2} t
$$

where

$$
\begin{aligned}
\beta_{1} & =\frac{1}{2}\left(\min \left(c_{1}, c_{2}\right)-\frac{c_{1}+c_{2}}{1+e^{-v_{\max }}}\right) \\
\beta_{2} & =\frac{1}{2}\left(\max \left(c_{1}, c_{2}\right)-\frac{c_{1}+c_{2}}{1+e^{-v_{\min }}}\right) \\
v_{\max } & =\max _{i \in\left\{t_{0}, \ldots, t_{0}+t-1\right\}} v_{i} \\
v_{\min } & =\min _{i \in\left\{t_{0}, \ldots, t_{0}+t-1\right\}} v_{i}
\end{aligned}
$$

Proof: First, we assume that $p=1$ and $g=0$. Then

$$
v_{t+1}=v_{t}+c_{1} r_{1}-\left(c_{1} r_{1}+c_{2} r_{2}\right) x_{t},
$$

and $\forall t_{0}, t>0$,

$$
v_{t_{0}+t}=v_{t_{0}}+\sum_{i=t_{0}}^{t_{0}+t-1}\left(c_{1} r_{1}-\left(c_{1} r_{1}+c_{2} r_{2}\right) x_{i}\right)
$$

Then,

$$
\begin{aligned}
E\left[v_{t_{0}+t}\right] & =v_{t_{0}}+\sum_{i=t_{0}}^{t_{0}+t-1}\left(\frac{c_{1}}{2}-\frac{c_{1}+c_{2}}{2} E\left[x_{i}\right]\right) \\
& =v_{t_{0}}+\frac{1}{2} \sum_{i=t_{0}}^{t_{0}+t-1}\left(c_{1}-\left(c_{1}+c_{2}\right) \operatorname{Pr}\left(x_{i}=1\right)\right) \\
& =v_{t_{0}}+\frac{1}{2} \sum_{i=t_{0}}^{t_{0}+t-1}\left(c_{1}-\frac{c_{1}+c_{2}}{1+e^{-v_{i}}}\right)
\end{aligned}
$$

Since $\forall i \in\left\{t_{0}, \ldots, t_{0}+t-1\right\}, v_{\text {min }} \leq v_{i} \leq v_{\text {max }}$, then

$$
\frac{1}{1+e^{-v_{\min }}} \leq \frac{1}{1+e^{-v_{i}}} \leq \frac{1}{1+e^{-v_{\max }}}
$$

And $c_{1}>0, c_{2}>0$, then

$$
\begin{aligned}
v_{t_{0}}+\frac{t}{2}\left(c_{1}-\frac{c_{1}+c_{2}}{1+e^{-v_{\max }}}\right) & \leq E\left[v_{t_{0}+t}\right] \\
& \leq v_{t_{0}}+\frac{t}{2}\left(c_{1}-\frac{c_{1}+c_{2}}{1+e^{-v_{\min }}}\right)
\end{aligned}
$$

Similarly, if $p=0$ and $g=1$,

$$
\begin{aligned}
v_{t_{0}}+\frac{t}{2}\left(c_{2}-\frac{c_{1}+c_{2}}{1+e^{-v_{\max }}}\right) & \leq E\left[v_{t_{0}+t}\right] \\
& \leq v_{t_{0}}+\frac{t}{2}\left(c_{2}-\frac{c_{1}+c_{2}}{1+e^{-v_{\min }}}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& E\left[v_{t_{0}+t}\right] \leq v_{t_{0}}+\frac{t}{2}\left(\max \left(c_{1}, c_{2}\right)-\frac{c_{1}+c_{2}}{1+e^{-v_{\min }}}\right) \\
& E\left[v_{t_{0}+t}\right] \geq v_{t_{0}}+\frac{t}{2}\left(\min \left(c_{1}, c_{2}\right)-\frac{c_{1}+c_{2}}{1+e^{-v_{\max }}}\right)
\end{aligned}
$$

That is,

$$
v_{t_{0}}+\beta_{1} t \leq E\left[v_{t_{0}+t}\right] \leq v_{t_{0}}+\beta_{2} t
$$

Remark. Lemma 5 implies that when $w=1$ and $p \neq q$, the expectation of $v_{t_{0}+t}$ is bounded by the range of $\left[v_{t_{0}}+\right.$ $\left.\beta_{1} t, v_{t_{0}}+\beta_{2} t\right]$, which is determined by its preceding sequence $\left(v_{t_{0}}, \ldots, v_{t_{0}+t-1}\right)$. Additionally, note that $\beta_{1}$ and $\beta_{2}$ are decreasing functions of $v_{\max }$ and $v_{\text {min }}$ respectively. This suggests the following properties:

1) Given the same $t$, if the upper bound of the sequence $\left(v_{t_{0}}, \ldots, v_{t_{0}+t-1}\right)$ is smaller, then the lower bound of $E\left[v_{t_{0}+t}\right]$ is larger;
2) Given the same $t$, if the lower bound of the sequence $\left(v_{t_{0}}, \ldots, v_{t_{0}+t-1}\right)$ is larger, then the upper bound of $E\left[v_{t_{0}+t}\right]$ is smaller;
3) If $v_{\text {max }} \leq-\ln \left(\frac{c_{1}+c_{2}}{\min \left(c_{1}, c_{2}\right)}-1\right) \leq 0$, then $\beta_{1}>0$. As $t$ increases, the lower bound of $E\left[v_{t_{0}+t}\right]$ becomes larger. That is, if the sequence $\left(v_{t_{0}}, \ldots, v_{t_{0}+t-1}\right)$ is consistently below a non-positive value $-\ln \left(\frac{c_{1}+c_{2}}{\min \left(c_{1}, c_{2}\right)}-1\right) \leq 0$, a longer sequence leads to a larger lower bound of $E\left[v_{t_{0}+t}\right]$;
4) If $v_{\text {min }} \geq-\ln \left(\frac{c_{1}+c_{2}}{\max \left(c_{1}, c_{2}\right)}-1\right) \geq 0$, then $\beta_{2}<0$. As $t$ increases, the upper bound of $E\left[v_{t_{0}+t}\right]$ becomes smaller.

That is, if the sequence $\left(v_{t_{0}}, \ldots, v_{t_{0}+t-1}\right)$ is consistently above a non-negative value $-\ln \left(\frac{c_{1}+c_{2}}{\max \left(c_{1}, c_{2}\right)}-1\right) \geq 0$, a longer sequence leads to a smaller upper bound of $E\left[v_{t_{0}+t}\right]$;
5) According to properties 3) and 4), starting from $v_{0}=0$, the sequence $\left(v_{0}, v_{1}, \ldots\right)$ is expected to fluctuate around the area $\left[-\ln \left(\frac{c_{1}+c_{2}}{\min \left(c_{1}, c_{2}\right)}-1\right),-\ln \left(\frac{c_{1}+c_{2}}{\max \left(c_{1}, c_{2}\right)}-1\right)\right]$. When $c_{1}=c_{2}$, which is common in PSO, the sequence $\left(v_{0}, v_{1}, \ldots\right)$ is expected to fluctuate around the point 0. According to Eqs. (7) and (8), the sequences of $\operatorname{Pr}\left(x_{t}=1\right)$ and $\operatorname{Pr}\left(x_{t}=0\right)(t \in \mathbb{N})$ fluctuate around 0.5 .

The implications of Lemmas $1-5$ can be summarized as a theorem about $\operatorname{Pr}\left(x_{t}=1\right)$ and $\operatorname{Pr}\left(x_{t}=0\right)$ under different conditions when $w=1$. It is stated as follows:

Theorem 1. When $w=1$,

1) if $p=g$, then $\operatorname{Pr}\left(x_{t}=p\right)\left(\operatorname{Pr}\left(x_{t}=g\right)\right)$ is a non-decreasing function of the generation $t$, and its expectation converges to 1 ;
2) if $p \neq g$, then under the standard parameter settings where $c_{1}=c_{2}$ and $v_{0}=0$, the sequences of $\operatorname{Pr}\left(x_{t}=1\right)$ and $\operatorname{Pr}\left(x_{t}=0\right)$ fluctuate around 0.5 .

Proof: The proof can be directly derived from the remarks of Lemmas 1-5.

## B. Behavior of $v$ when $0<w<1$

Lemma 6. If $0<w<1, p=g=1$, then $\forall t>0$,

$$
w^{t} v_{0} \leq v_{t} \leq w^{t} v_{0}+\left(c_{1}+c_{2}\right) \frac{1-w^{t}}{1-w}
$$

Proof: From Eq. (6), when $p=g=1$,

$$
v_{t}=w^{t} v_{0}+\sum_{i=0}^{t-1} w^{i}\left(c_{1} r_{1}+c_{2} r_{2}\right)\left(1-x_{t-i-1}\right)
$$

Since $\forall i \in\{0, \ldots, t-1\}, 0 \leq x_{t-i-1} \leq 1$ and $0 \leq r_{1}, r_{2} \leq 1$, $c_{1}>0, c_{2}>0$, then

$$
\begin{aligned}
w^{t} v_{0} \leq v_{t} & \leq w^{t} v_{0}+\sum_{i=0}^{t-1} w^{i}\left(c_{1} r_{1}+c_{2} r_{2}\right) \\
& \leq w^{t} v_{0}+\left(c_{1}+c_{2}\right) \sum_{i=0}^{t-1} w^{i} \\
& =w^{t} v_{0}+\left(c_{1}+c_{2}\right) \frac{1-w^{t}}{1-w}
\end{aligned}
$$

Lemma 7. If $0<w<1, p=g=0$, then $\forall t>0$,

$$
w^{t} v_{0}-\left(c_{1}+c_{2}\right) \frac{1-w^{t}}{1-w} \leq v_{t} \leq w^{t} v_{0}
$$

Proof: From Eq. (6), if $p=q=0$,

$$
v_{t}=w^{t} v_{0}-\sum_{i=0}^{t-1} w^{i}\left(c_{1} r_{1}+c_{2} r_{2}\right) x_{t-i-1}
$$

Since $\forall i \in\{0, \ldots, t-1\}, 0 \leq x_{t-i-1} \leq 1$ and $0 \leq r_{1}, r_{2} \leq 1$, $c_{1}>0, c_{2}>0$, then

$$
\begin{aligned}
w^{t} v_{0} \geq v_{t} & \geq w^{t} v_{0}-\sum_{i=0}^{t-1} w^{i}\left(c_{1} r_{1}+c_{2} r_{2}\right) \\
& \geq w^{t} v_{0}-\left(c_{1}+c_{2}\right) \sum_{i=0}^{t-1} w^{i} \\
& =w^{t} v_{0}-\left(c_{1}+c_{2}\right) \frac{1-w^{t}}{1-w}
\end{aligned}
$$

Lemma 8. If $0<w<1, p \neq g$, then $\forall t>0$,

$$
w^{t} v_{0}-\min \left(c_{1}, c_{2}\right) \frac{1-w^{t}}{1-w} \leq v_{t} \leq w^{t} v_{0}+\max \left(c_{1}, c_{2}\right) \frac{1-w^{t}}{1-w}
$$

Proof: If $p=1$ and $q=0$, from Eq. (6),

$$
v_{t}=w^{t} v_{0}-\sum_{i=0}^{t-1} w^{i}\left(c_{1} r_{1}-\left(c_{1} r_{1}+c_{2} r_{2}\right) x_{t-i-1}\right)
$$

Since $\forall i \in\{0, \ldots, t-1\}, 0 \leq x_{t-i-1} \leq 1$ and $0 \leq r_{1}, r_{2} \leq 1$, $c_{1}>0, c_{2}>0$, then $-c_{2} \leq c_{1} r_{1}-\left(c_{1} r_{1}+c_{2} r_{2}\right) x_{i} \leq c_{1}$. Thus,

$$
w^{t} v_{0}-c_{2} \frac{1-w^{t}}{1-w} \leq v_{t} \leq w^{t} v_{0}+c_{1} \frac{1-w^{t}}{1-w}
$$

Similarly, if $p=0$ and $q=1$,

$$
w^{t} v_{0}-c_{1} \frac{1-w^{t}}{1-w} \leq v_{t} \leq w^{t} v_{0}+c_{2} \frac{1-w^{t}}{1-w}
$$

Therefore,

$$
w^{t} v_{0}-\min \left(c_{1}, c_{2}\right) \frac{1-w^{t}}{1-w} \leq v_{t} \leq w^{t} v_{0}+\max \left(c_{1}, c_{2}\right) \frac{1-w^{t}}{1-w}
$$

Remark. Lemmas 6, 7 and 8 give the range of $v_{t}$ under different $p$ and $g$ values when $0<w<1$. Specifically, if $p=g=1$, then $v_{t}$ is no smaller than $w^{t} v_{0}$. If $p=g=0$, then $v_{t}$ is no larger than $w^{t} v_{0}$. If $p \neq g$, then the sequence $\left(v_{0}, v_{1}, \ldots\right)$ fluctuates around $w^{t} v_{0}$. Without any other information, it is reasonable to initialize $v_{0}$ to 0 . In this case, if $p=g=1$, then $\forall t>0, v_{t}$ is non-negative, and $\operatorname{Pr}\left(x_{t+1}=1\right) \geq 0.5$. If $p=g=0$, then $\forall t>0, v_{t}$ is non-positive and $\operatorname{Pr}\left(x_{t+1}=0\right) \geq 0.5$. Otherwise, the sequence $\left(v_{0}, v_{1}, \ldots\right)$ fluctuates around 0 , and the sequence of $\operatorname{Pr}\left(x_{t}=1\right)(t \in \mathbb{N})$ is expected to fluctuate around 0.5 .

In addition, the width of the range of $v_{t}$ is $\left(c_{1}+c_{2}\right) \frac{1-w^{t}}{1-w}$, regardless of the $p$ and $g$ values. Given the same $t$, a smaller $w$ leads to a narrower range of $v_{t}$ which is closer to 0 .
Lemma 9. If $0<w<1$, then $E\left[v_{t+1}-v_{t}\right]$ is a decreasing function of $v_{t}$.

Proof: From Eq. (6), we have

$$
E\left[v_{t+1}\right]=w v_{t}+\frac{c_{1} p+c_{2} g}{2}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v_{t}}}\right)
$$

$$
\begin{align*}
& E\left[v_{t+1}-v_{t}\right]= \\
& \quad(w-1) v_{t}+\frac{c_{1} p+c_{2} g}{2}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v_{t}}}\right) . \tag{11}
\end{align*}
$$

Let $f\left(v_{t}\right)=E\left[v_{t+1}-v_{t}\right]$, then

$$
\begin{aligned}
f^{\prime}\left(v_{t}\right) & =(w-1)-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v_{t}}}\right)^{\prime} \\
& =(w-1)-\frac{c_{1}+c_{2}}{2} \cdot \frac{e^{-v_{t}}}{\left(1+e^{-v_{t}}\right)^{2}} .
\end{aligned}
$$

Since $w<1, c_{1}>0, c_{2}>0$, and $\frac{e^{-v_{t}}}{\left(1+e^{-v_{t}}\right)^{2}}>0$, we have $f^{\prime}\left(v_{t}\right)<$ 0 . Thus, $E\left[v_{t+1}-v_{t}\right]$ is a decreasing function of $v_{t}$.

Remark. Fig. 1 illustrates an example of the relationship between $v_{t}$ and $E\left[v_{t+1}-v_{t}\right]$ under different $w$ values, when $c_{1}=c_{2}=2$ and $p \neq g$. The figure clearly shows that $E\left[v_{t+1}-\right.$ $v_{t}$ ] is a decreasing function of $v_{t}$, and a larger $w$ leads to a flatter slope due to the larger $f^{\prime}\left(v_{t}\right)$ value (closer to zero). Another interesting observation is that $E\left[v_{t+1}-v_{t}\right]=0$ when $v_{t}=0$ regardless of $w$. This phenomenon will be proven in Lemma 10.


Fig. 1. The relationship between $E\left[v_{t+1}-v_{t}\right]$ and $v_{t}$ under $w=0.9,0.5$ and 0.1 , when $p \neq g$ and $c_{1}=c_{2}=2$.

Lemma 10. If $0<w<1$, then there exists a finite value $v^{*}$, so that

$$
E\left[v_{t+1}-v_{t}\right] \begin{cases}>0, & \text { if } v_{t}<v^{*} \\ =0, & \text { if } v_{t}=v^{*} \\ <0, & \text { if } v_{t}>v^{*}\end{cases}
$$

and $v^{*}$ satisfies

$$
\begin{equation*}
(w-1) v^{*}+\frac{c_{1} p+c_{2} g}{2}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v^{*}}}\right)=0 . \tag{12}
\end{equation*}
$$

Proof: First, let

$$
\begin{gathered}
f(v)=(w-1) v, \\
g(v)=\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v}}\right)-\frac{c_{1} p+c_{2} g}{2} .
\end{gathered}
$$

Since $w<1, f(v)$ is a decreasing function of $v$. On the other hand, it is obvious that $g(v)$ is an increasing function of $v$.

Then, it is easily obtained that

$$
\begin{gathered}
\lim _{v \rightarrow-\infty} f(v) \rightarrow \infty, \quad \lim _{v \rightarrow-\infty} g(v)=-\frac{c_{1} p+c_{2} g}{2}, \\
\lim _{v \rightarrow \infty} f(v) \rightarrow-\infty, \lim _{v \rightarrow \infty} g(v)=\frac{c_{1}+c_{2}}{2}-\frac{c_{1} p+c_{2} g}{2} .
\end{gathered}
$$

Therefore, $\lim _{v \rightarrow-\infty} f(v)>\lim _{v \rightarrow-\infty} g(v)$ and $\lim _{v \rightarrow \infty} f(v)<$ $\lim _{v \rightarrow \infty} g(v)$. Note that $f(v)$ is a decreasing function of $v$ and $g(v)$ is an increasing function of $v$, there must exist a finite intersection $-\infty<v^{*}<\infty$, so that $f\left(v^{*}\right)=g\left(v^{*}\right)$. That is,

$$
(w-1) v^{*}+\frac{c_{1} p+c_{2} g}{2}-\frac{c_{1}+c_{2}}{2}\left(\frac{1}{1+e^{-v^{*}}}\right)=0 .
$$

The existence of a finite $v^{*}$ has been proven.
According to Eqs. (11) and (12), we have

$$
E\left[v_{t+1}-v_{t} \mid v_{t}=v^{*}\right]=0
$$

Since $E\left[v_{t+1}-v_{t}\right]$ is a decreasing function of $v_{t}$ (proven in Lemma 9), we have

$$
E\left[v_{t+1}-v_{t}\right] \begin{cases}>0, & \text { if } v_{t}<v^{*} \\ =0, & \text { if } v_{t}=v^{*} \\ <0, & \text { if } v_{t}>v^{*}\end{cases}
$$

Remark. In the example shown in Fig. 1, since $c_{1}=c_{2}=2$, one can assume $p=1$ and $g=0$ without loss of generality. Then,

$$
E\left[v_{t+1}-v_{t}\right]=(w-1) v_{t}+1-2\left(\frac{1}{1+e^{-v_{t}}}\right)
$$

Then, when $v_{t}=0, E\left[v_{t+1}-v_{t}\right]=0$ regardless of $w$. In other words, when $c_{1}=c_{2}$ and $p \neq g, v^{*}=0$ for all possible $w$ values.
Lemma 10 implies that for any iteration $t$, if $v_{t}<v^{*}$, then the velocity is expected to increase in the next iteration. If $v_{t}>v^{*}$, the velocity is expected to decrease in the next iteration. If $v_{t}=v^{*}$, the velocity is expected to remain the same in the next iteration. Simply put, the sequence of $E\left[v_{t}\right]$ fluctuates around $v^{*}$.

Figs. 2 to 4 show the sequences of the mean velocity $v_{t}$ ( $t=1,2, \ldots$ ) over 3000 independent runs (to approximate $\left.E\left[v_{t}\right]\right)$ under different $p$ and $g$ values, with $w=1,0.9,0.5$ and 0.1. The other parameters are set to $v_{0}=0$ and $c_{1}=c_{2}=2$. The figures clearly demonstrate that when $w<1$, the mean velocities fluctuate around the corresponding $v^{*}$ 's (e.g. around 2.3 for $w=0.9$ and $p=g=1,-2.3$ for $w=0.9$ and $p=g=0$, and 0 when $p \neq g$ ).

The implications of Lemmas 6-10 can be summarized as a theorem about $\operatorname{Pr}\left(x_{t}=1\right)$ and $\operatorname{Pr}\left(x_{t}=0\right)$ under different conditions when $0<w<1$. It is stated as follows:

Theorem 2. When $0<w<1$, then under the standard parameter settings where $c_{1}=c_{2}$ and $v_{0}=0$,

1) if $p=g$, then $\operatorname{Pr}\left(x_{t}=p\right)\left(\operatorname{Pr}\left(x_{t}=g\right)\right)$ is always greater than 0.5 ;
2) if $p \neq g$, then the sequences of $\operatorname{Pr}\left(x_{t}=1\right)$ and $\operatorname{Pr}\left(x_{t}=0\right)$ fluctuate around 0.5.

Proof: The proof can be directly derived from the remarks of Lemmas 6-10.


Fig. 2. The curves of the mean velocity $v_{t}$ over 3000 independent runs with $w=1,0.9,0.5$ and 0.1 , when $v_{0}=0, p=g=1$ and $c_{1}=c_{2}=2$.


Fig. 3. The curves of the mean velocity $v_{t}$ over 3000 independent runs with $w=1,0.9,0.5$ and 0.1 , when $v_{0}=0, p=g=0$ and $c_{1}=c_{2}=2$.


Fig. 4. The curves of the mean velocity $v_{t}$ over 3000 independent runs with $w=1,0.9,0.5$ and 0.1 , when $v_{0}=0, p \neq g$ and $c_{1}=c_{2}=2$.

## IV. BPSO WITH AN INCREASING INERTIA WEIGHT

Section III analyzed the effect of the inertia weight $w$ on the behavior of the velocity $v$ and position $x$ in the singledimensional case (i.e. a bit), when the acceleration coefficients $c_{1}$ and $c_{2}$ are set to constants and $p$ and $g$ are unchanged over time. Since the velocity and position updating are carried out independently in BPSO, the lemmas and theorems derived in

Section III can be directly extended to a bit string. Specifically, given an $n$-dimensional bit string, let $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ be the position vector, $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ be the velocity vector, and $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{g}=\left(g_{1}, \ldots, g_{n}\right)$ be the personal and global best positions, then $\forall d \in\{1, \ldots, n\}$, all the lemmas and theorems in Section III can be applied to $x_{d}, v_{d}, p_{d}$ and $g_{d}$. In summary, for each dimension $d$, we have the following properties based on the analysis in Section III:

1) If $p_{d}=g_{d}$, then a larger $w$ is expected to lead to a larger absolute velocity (shown in Figs. 2 and 3), and thus a faster convergence speed of $x_{d}$ to $p_{d}$ and $g_{d}$.
2) If $p_{d} \neq g_{d}$, under the standard setting of $c_{1}=c_{2}$ and $v_{0}=0, \operatorname{Pr}\left(x_{d}=1\right)$ and $\operatorname{Pr}\left(x_{d}=0\right)$ fluctuate around 0.5 .
For the dimensions where $\mathbf{p}$ and $\mathbf{g}$ have the same values, a larger $w$ tends to drive the corresponding $x_{d}$ values towards $p_{d}$ and $g_{d}$ quickly. For the dimensions where $\mathbf{p}$ and $\mathbf{g}$ have different values, $x_{d}$ randomly fluctuates between 0 and 1 regardless of $w$. However, as search continues, more and more bit values in $\mathbf{p}$ and $\mathbf{g}$ tend to converge to the same values. Thus, in the long term, given fixed $c_{1}$ and $c_{2}$ values, the convergence speed of the position $\mathbf{x}$ to the personal best position $\mathbf{p}$ of this particle and the global best position $\mathbf{g}$ tends to increase as $w$ increases.

In a general framework of BPSO, the search starts first with exploration, and gradually moves towards exploitation as the search continues. Assuming that $c_{1}$ and $c_{2}$ are fixed, and the exploitation capability of BPSO is strengthened as $w$ increases, an increasing inertia weight scheme is proposed to shift the search process from exploration to exploitation in BPSO.

Here, a linearly increasing scheme is adopted. In each iteration, the inertia weight $w$ is calculated as follows:

$$
w= \begin{cases}\underline{w}+\frac{\pi \cdot(\bar{w}-\underline{w})}{\rho \cdot \bar{\pi}}, & \text { if } \pi \leq \rho \cdot \bar{\pi}  \tag{13}\\ \bar{w}, & \text { if } \rho \cdot \bar{\pi}<\pi \leq \bar{\pi}\end{cases}
$$

where $\pi$ and $\bar{\pi}$ stand for the number of iterations elapsed and the maximal number of iterations respectively. $\underline{w}$ and $\bar{w}$ are the lower and upper bounds of $w .0 \leq \rho \leq 1$ is the parameter to control the number of iterations to make $w$ increase from $\underline{w}$ to $\bar{w}$. If $\rho=0$, then $w$ is fixed to $\bar{w}$ and there is no adaptation during the process. On the other hand, if $\rho=1, w$ linearly increases throughout the search process. Here, we set $\rho=0.9$, which is a reasonable value to achieve a good tradeoff between exploration and exploitation according to preliminary studies.

The framework of the BPSO with the above increasing inertia weight scheme is the same as Algorithm 1. The only difference is that Eq. (5) is replaced by Eq. (13).

In addition, to make a fair comparison with the decreasing inertia weight scheme, Eq. (5) is revised to the following equation:

$$
w= \begin{cases}\bar{w}-\frac{\pi \cdot(\bar{w}-\underline{w})}{\rho \cdot \bar{\pi}}, & \text { if } \pi \leq \rho \cdot \bar{\pi}  \tag{14}\\ \underline{w}, & \text { if } \rho \cdot \bar{\pi}<\pi \leq \bar{\pi}\end{cases}
$$

where $\rho$ is set to the same value as that in Eq. (13), which is 0.9 .

## V. Experimental Studies

In this section, the proposed increasing inertia weight scheme is compared with the decreasing and constant inertia weight schemes on the $0 / 1$ knapsack problems, which are commonly used benchmark problems for testing binary optimization algorithms. For the sake of convenience, the BPSOs with the three compared schemes are denoted as "Up", "Down" and "Con" respectively. Their details are given below:

- In "Up", the inertia weight is defined by Eq. (13);
- In "Down", the inertia weight is defined by Eq. (14);
- In "Con", the inertia weight is set to a proper constant value $w^{*}$, which will be determined in Section V-B by testing a range of values and selecting the best one.


## A. Experimental Settings

The single- and multi-dimensional $0 / 1$ knapsack problems are selected to test our algorithms. The Single 0/1 Knapsack Problem (SKP) can be described as follows: Given $n$ items, each of which having a positive profit $p_{i}>0$ and a positive resource consumption $r_{i}>0$ (e.g. size), and a knapsack with a capacity of $C$, the aim is to pick a subset of items to put in the knapsack, so that the total profit of the picked items is maximized, while the total resource consumption does not exceed the capacity $C$ of the knapsack. The problem can be formulated as follows:

$$
\begin{align*}
\max & \sum_{i=1}^{n} p_{i} x_{i}  \tag{15}\\
\text { s.t. } & \sum_{i=1}^{n} r_{i} x_{i} \leq C  \tag{16}\\
& x_{i} \in\{0,1\}, \forall i \in\{1, \ldots, n\}, \tag{17}
\end{align*}
$$

where the decision variable $x_{i}$ takes the value of 1 if item $i$ is picked, and 0 otherwise.

In the Multi-dimensional 0/1 Knapsack Problem (MKP), there are $m(m>1)$ resources to be considered. Each item $i$ has a set of resource consumptions $r_{i j}(j \in\{1, \ldots, m\})$, and the knapsack has a capacity $C_{j}(j \in\{1, \ldots, m\})$ for each resource. Then, MKP requires that the total consumption of each resource does not exceed the corresponding capacity. The problem can be formulated as follows:

$$
\begin{align*}
\max & \sum_{i=1}^{n} p_{i} x_{i},  \tag{18}\\
\text { s.t. }: & \sum_{i=1}^{n} r_{i j} x_{i} \leq C_{j}, \forall j \in\{1, \ldots, m\},  \tag{19}\\
& x_{i} \in\{0,1\}, \forall i \in\{1, \ldots, n\} . \tag{20}
\end{align*}
$$

MKP has a number of applications in the real world, such as the capital budgeting problem, allocation of processors and databases in a distributed computer system, project selection, cargo loading and cutting stock problems [51].

In our experiments, the SKP test dataset is obtained from an academic web page of Michigan Technological University ${ }^{1}$, which contains 25 randomly generated instances. For MKP, the Sento, Weing and Weish test sets are selected from the MKP

[^1]website of University of Nottingham ${ }^{2}$, which include 2,8 and 30 instances respectively. These datasets have been commonly used as the test problems of knapsack problems in previous works (e.g. [11] [52] [53] [54]).

Note that both SKP and MKP are constrained binary optimization problems. To tackle the constraints in BPSO, the penalty function strategy [55] is employed to transform the problem into an unconstrained one. Concretely, the fitness function is defined as

$$
\begin{equation*}
f(\mathbf{x})=\sum_{i=1}^{n} p_{i} x_{i}+\beta \cdot \sum_{i=1}^{n} \sum_{j=1}^{m} \min \left(C_{j}-r_{i j} x_{i}, 0\right) \tag{21}
\end{equation*}
$$

where $\beta$ is the penalty coefficient to control the tradeoff between the objective value and the violation to the constraints. In our experimental studies, $\beta$ is simply set to $10^{100}$, which is a sufficiently large number to eliminate the infeasible solutions.

Tabel I describes the parameter settings in the experiments in detail. Note that the number of particles and maximal number of iterations of the BPSO are set differently for SKP and MKP instances. This is because the MKP instances have larger problem sizes, and thus require more particles and number of iterations to reach competitive results.

## B. Selecting the Best Constant Inertia Weight

In order to select the best constant inertia weight for "Con", the values from $\{0.4,0.5,0.6,0.7,0.8,0.9,1.0\}$ were tested and compared. The range is selected based on that adopted by the decreasing inertia weight scheme [34], which is between 0.4 and 0.9. For each tested value, 100 independent runs of the corresponding "Con" BPSO were conducted on the Sento, Weing, and Weish MKP instances. Tables II and III show the mean value of the results obtained by "Con" with the tested inertia weights. The key features of the instances are given as well. Specifically, " $m$ " and " $n$ " stand for the number of resources and items in the MKP instance, and "Opt" is the optimal result given by the website ${ }^{2}$. In addition, the best inertia weight (with the highest mean) was compared with each of the other weights by the $t$-test with significance level of 0.05 and Bonferroni correction. That is, the significance level is corrected by the number of comparisons as $\alpha^{\prime}=\alpha / m$, where $m$ is the number of comparisons. For each instance, if a constant inertia weight performed significantly better than all the others, the corresponding result is marked in bold.

From the tables, one can see that 0.9 and 1.0 are the two best constant inertia weights in terms of the number of significantly better results ( 14 for 0.9 and 15 for 1.0). In addition, it is obvious that the best constant inertia weight depends on the problem size $n$. When $n \leq 60,0.9$ is the best value in the most cases. When $n \geq 70$, however, 1.0 becomes the best value.

In addition to the number of significant better results, we also calculated the average percentage of deviation $\Delta \%$ for each instance, which is defined as follows:

$$
\begin{equation*}
\Delta \%=\frac{f^{*}-f_{\text {mean }}}{f^{*}} \tag{22}
\end{equation*}
$$

[^2]TABLE I
Parameter settings of the experiments on the knapsack problems.

| Parameter | Description | Value |
| :--- | :--- | :--- |
| $\bar{w}$ | Upper bound of $w$ | 1 |
| $\underline{w}$ | Lower bound of $w$ | 0.4 |
| $\rho$ | Fraction of iterations for changing $w$ in Eqs. (13) and (14) | 0.9 |
| $\beta$ | Penalty coefficient in Eq. (21) | $10^{100}$ |
| $N$ | Number of particles in the BPSO | 20 for SKP instances |
| $\bar{\pi}$ |  | $n$ for MKP instances |
|  | Maximal number of iterations | 1000 for SKP instances |
|  |  | 3000 for MKP instances |

TABLE II
Mean of the results of "Con" with different inertia weights over 100 independent runs on the Sento and Weing MKP instances.

| Name | $m$ | $n$ | Opt | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sento1 | 30 | 60 | $7.7720 \mathrm{E}+03$ | $6.3222 \mathrm{E}+03$ | $6.6133 \mathrm{E}+03$ | $6.8795 \mathrm{E}+03$ | $7.2185 \mathrm{E}+03$ | $7.4875 \mathrm{E}+03$ | $\mathbf{7 . 7 3 3 5 E}+\mathbf{0 3}$ | $7.6733 \mathrm{E}+03$ |
| Sento2 | 30 | 60 | $8.7220 \mathrm{E}+03$ | $8.3238 \mathrm{E}+03$ | $8.3634 \mathrm{E}+03$ | $8.4246 \mathrm{E}+03$ | $8.4917 \mathrm{E}+03$ | $8.5862 \mathrm{E}+03$ | $\mathbf{8 . 6 9 4 8 E}+\mathbf{0 3}$ | $8.6674 \mathrm{E}+03$ |
| Weing1 | 2 | 28 | $1.4128 \mathrm{E}+05$ | $1.4091 \mathrm{E}+05$ | $1.4108 \mathrm{E}+05$ | $1.4120 \mathrm{E}+05$ | $1.4127 \mathrm{E}+05$ | $1.4128 \mathrm{E}+05$ | $1.4127 \mathrm{E}+05$ | $1.4022 \mathrm{E}+05$ |
| Weing2 | 2 | 28 | $1.3088 \mathrm{E}+05$ | $1.3027 \mathrm{E}+05$ | $1.3066 \mathrm{E}+05$ | $1.3082 \mathrm{E}+05$ | $1.3088 \mathrm{E}+05$ | $1.3088 \mathrm{E}+05$ | $1.3088 \mathrm{E}+05$ | $1.2771 \mathrm{E}+05$ |
| Weing3 | 2 | 28 | $9.5677 \mathrm{E}+04$ | $9.4232 \mathrm{E}+04$ | $9.4697 \mathrm{E}+04$ | $9.5187 \mathrm{E}+04$ | $9.5421 \mathrm{E}+04$ | $9.5442 \mathrm{E}+04$ | $9.5222 \mathrm{E}+04$ | $9.0235 \mathrm{E}+04$ |
| Weing4 | 2 | 28 | $1.1934 \mathrm{E}+05$ | $1.1873 \mathrm{E}+05$ | $1.1908 \mathrm{E}+05$ | $1.1921 \mathrm{E}+05$ | $1.1926 \mathrm{E}+05$ | $1.1921 \mathrm{E}+05$ | $1.1923 \mathrm{E}+05$ | $1.1659 \mathrm{E}+05$ |
| Weing5 | 2 | 28 | $9.8796 \mathrm{E}+04$ | $9.7227 \mathrm{E}+04$ | $9.8141 \mathrm{E}+04$ | $9.8501 \mathrm{E}+04$ | $9.8651 \mathrm{E}+04$ | $9.8766 \mathrm{E}+04$ | $9.8577 \mathrm{E}+04$ | $9.4803 \mathrm{E}+04$ |
| Weing6 | 2 | 28 | $1.3062 \mathrm{E}+05$ | $1.2999 \mathrm{E}+05$ | $1.3025 \mathrm{E}+05$ | $1.3038 \mathrm{E}+05$ | $1.3048 \mathrm{E}+05$ | $1.3051 \mathrm{E}+05$ | $1.3051 \mathrm{E}+05$ | $1.2761 \mathrm{E}+05$ |
| Weing7 | 2 | 105 | $1.0954 \mathrm{E}+06$ | $1.0033 \mathrm{E}+06$ | $1.0128 \mathrm{E}+06$ | $1.0255 \mathrm{E}+06$ | $1.0402 \mathrm{E}+06$ | $1.0578 \mathrm{E}+06$ | $1.0832 \mathrm{E}+06$ | $\mathbf{1 . 0 9 3 7 E}+\mathbf{0 6}$ |
| Weing8 | 2 | 105 | $6.2432 \mathrm{E}+05$ | $1.4546 \mathrm{E}+05$ | $2.5105 \mathrm{E}+05$ | $3.3927 \mathrm{E}+05$ | $4.1678 \mathrm{E}+05$ | $4.8488 \mathrm{E}+05$ | $5.7694 \mathrm{E}+05$ | $\mathbf{6 . 0 8 2 8 E}+\mathbf{0 5}$ |

Under the $t$-test with significance level of 0.05 and Bonferroni correction, if the mean of one result is significantly better than all the others,
then its corresponding mean value is highlighted in bold.

TABLE III
MEAN of the results of "Con" with different inertia weights over 100 independent runs on the Weish MKP instances.

| Name | $m$ | $n$ | Opt | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Weish01 | 5 | 30 | $4.5540 \mathrm{E}+03$ | 4.4779E+03 | $4.5025 \mathrm{E}+03$ | $4.5294 \mathrm{E}+03$ | 4.5499E+03 | $4.5533 \mathrm{E}+03$ | $4.5510 \mathrm{E}+03$ | $4.5035 \mathrm{E}+03$ |
| Weish02 | 5 | 30 | $4.5360 \mathrm{E}+03$ | $4.4640 \mathrm{E}+03$ | $4.4871 \mathrm{E}+03$ | $4.5152 \mathrm{E}+03$ | $4.5301 \mathrm{E}+03$ | $4.5349 \mathrm{E}+03$ | $4.5349 \mathrm{E}+03$ | $4.4912 \mathrm{E}+03$ |
| Weish03 | 5 | 30 | $4.1150 \mathrm{E}+03$ | $4.0219 \mathrm{E}+03$ | $4.0458 \mathrm{E}+03$ | $4.0838 \mathrm{E}+03$ | $4.1043 \mathrm{E}+03$ | 4.1093E+03 | $4.1093 \mathrm{E}+03$ | $4.0462 \mathrm{E}+03$ |
| Weish04 | 5 | 30 | $4.5610 \mathrm{E}+03$ | $4.4495 \mathrm{E}+03$ | $4.5012 \mathrm{E}+03$ | $4.5380 \mathrm{E}+03$ | $4.5607 \mathrm{E}+03$ | $4.5610 \mathrm{E}+03$ | $4.5610 \mathrm{E}+03$ | $4.5397 \mathrm{E}+03$ |
| Weish05 | 5 | 30 | $4.5140 \mathrm{E}+03$ | $4.3795 \mathrm{E}+03$ | $4.4278 \mathrm{E}+03$ | $4.4850 \mathrm{E}+03$ | $4.5108 \mathrm{E}+03$ | $4.5140 \mathrm{E}+03$ | $4.5140 \mathrm{E}+03$ | $4.4582 \mathrm{E}+03$ |
| Weish06 | 5 | 40 | $5.5570 \mathrm{E}+03$ | $5.3587 \mathrm{E}+03$ | $5.4031 \mathrm{E}+03$ | $5.4456 \mathrm{E}+03$ | $5.4935 \mathrm{E}+03$ | $5.5381 \mathrm{E}+03$ | $5.5498 \mathrm{E}+03$ | $5.5031 \mathrm{E}+03$ |
| Weish07 | 5 | 40 | $5.5670 \mathrm{E}+03$ | $5.3348 \mathrm{E}+03$ | $5.3888 \mathrm{E}+03$ | $5.4389 \mathrm{E}+03$ | $5.4976 \mathrm{E}+03$ | $5.5541 \mathrm{E}+03$ | $5.5642 \mathrm{E}+03$ | $5.5215 \mathrm{E}+03$ |
| Weish08 | 5 | 40 | $5.6050 \mathrm{E}+03$ | $5.3898 \mathrm{E}+03$ | $5.4367 \mathrm{E}+03$ | $5.4939 \mathrm{E}+03$ | $5.5520 \mathrm{E}+03$ | $5.5939 \mathrm{E}+03$ | $5.6037 \mathrm{E}+03$ | $5.5624 \mathrm{E}+03$ |
| Weish09 | 5 | 40 | $5.2460 \mathrm{E}+03$ | $4.8578 \mathrm{E}+03$ | $4.9662 \mathrm{E}+03$ | $5.0887 \mathrm{E}+03$ | $5.1661 \mathrm{E}+03$ | $5.2280 \mathrm{E}+03$ | $5.2445 \mathrm{E}+03$ | $5.1912 \mathrm{E}+03$ |
| Weish10 | 5 | 50 | $6.3390 \mathrm{E}+03$ | $5.6458 \mathrm{E}+03$ | $5.7433 \mathrm{E}+03$ | $5.9010 \mathrm{E}+03$ | $6.0528 \mathrm{E}+03$ | $6.2422 \mathrm{E}+03$ | $6.3333 \mathrm{E}+03$ | $6.2951 \mathrm{E}+03$ |
| Weish11 | 5 | 50 | $5.6430 \mathrm{E}+03$ | $4.7359 \mathrm{E}+03$ | $4.8966 \mathrm{E}+03$ | $5.0982 \mathrm{E}+03$ | $5.3064 \mathrm{E}+03$ | $5.4929 \mathrm{E}+03$ | $5.6310 \mathrm{E}+03$ | $5.5763 \mathrm{E}+03$ |
| Weish12 | 5 | 50 | $6.3390 \mathrm{E}+03$ | $5.6023 \mathrm{E}+03$ | $5.7108 \mathrm{E}+03$ | $5.8669 \mathrm{E}+03$ | $6.0099 \mathrm{E}+03$ | $6.2249 \mathrm{E}+03$ | $6.3347 \mathrm{E}+03$ | $6.2824 \mathrm{E}+03$ |
| Weish13 | 5 | 50 | $6.1590 \mathrm{E}+03$ | $5.3972 \mathrm{E}+03$ | $5.5157 \mathrm{E}+03$ | $5.6411 \mathrm{E}+03$ | $5.8484 \mathrm{E}+03$ | $6.0470 \mathrm{E}+03$ | $6.1545 \mathrm{E}+03$ | $6.0931 \mathrm{E}+03$ |
| Weish14 | 5 | 60 | $6.9540 \mathrm{E}+03$ | $5.8835 \mathrm{E}+03$ | $6.0450 \mathrm{E}+03$ | $6.1776 \mathrm{E}+03$ | $6.3809 \mathrm{E}+03$ | $6.6598 \mathrm{E}+03$ | $6.9289 \mathrm{E}+03$ | $6.9092 \mathrm{E}+03$ |
| Weish15 | 5 | 60 | $7.4860 \mathrm{E}+03$ | $6.0940 \mathrm{E}+03$ | $6.2858 \mathrm{E}+03$ | $6.5758 \mathrm{E}+03$ | $6.8966 \mathrm{E}+03$ | $7.2223 \mathrm{E}+03$ | $7.4580 \mathrm{E}+03$ | $7.4594 \mathrm{E}+03$ |
| Weish16 | 5 | 60 | $7.2890 \mathrm{E}+03$ | $6.3411 \mathrm{E}+03$ | $6.4966 \mathrm{E}+03$ | $6.6618 \mathrm{E}+03$ | $6.8396 \mathrm{E}+03$ | $7.0776 \mathrm{E}+03$ | $7.2769 \mathrm{E}+03$ | $7.2494 \mathrm{E}+03$ |
| Weish17 | 5 | 60 | $8.6330 \mathrm{E}+03$ | $8.0783 \mathrm{E}+03$ | $8.1598 \mathrm{E}+03$ | $8.2361 \mathrm{E}+03$ | $8.3520 \mathrm{E}+03$ | $8.4967 \mathrm{E}+03$ | 8.6218E+03 | $8.6152 \mathrm{E}+03$ |
| Weish18 | 5 | 70 | $9.5800 \mathrm{E}+03$ | $8.6638 \mathrm{E}+03$ | $8.7475 \mathrm{E}+03$ | $8.8790 \mathrm{E}+03$ | $9.0582 \mathrm{E}+03$ | $9.2736 \mathrm{E}+03$ | $9.5151 \mathrm{E}+03$ | $9.5340 \mathrm{E}+03$ |
| Weish19 | 5 | 70 | $7.6980 \mathrm{E}+03$ | $6.1447 \mathrm{E}+03$ | $6.2935 \mathrm{E}+03$ | $6.5528 \mathrm{E}+03$ | $6.8217 \mathrm{E}+03$ | $7.1677 \mathrm{E}+03$ | $7.5972 \mathrm{E}+03$ | 7.6228E+03 |
| Weish20 | 5 | 70 | $9.4500 \mathrm{E}+03$ | $8.0720 \mathrm{E}+03$ | $8.2605 \mathrm{E}+03$ | 8.4773E+03 | $8.7069 \mathrm{E}+03$ | $9.0362 \mathrm{E}+03$ | $9.3837 \mathrm{E}+03$ | $9.4075 \mathrm{E}+03$ |
| Weish21 | 5 | 70 | $9.0740 \mathrm{E}+03$ | $7.5268 \mathrm{E}+03$ | $7.7440 \mathrm{E}+03$ | $8.0049 \mathrm{E}+03$ | $8.2594 \mathrm{E}+03$ | $8.6040 \mathrm{E}+03$ | 8.9957E+03 | $9.0291 \mathrm{E}+03$ |
| Weish22 | 5 | 80 | $8.9470 \mathrm{E}+03$ | $7.0712 \mathrm{E}+03$ | $7.2595 \mathrm{E}+03$ | $7.4979 \mathrm{E}+03$ | $7.7506 \mathrm{E}+03$ | $8.1719 \mathrm{E}+03$ | $8.7438 \mathrm{E}+03$ | 8.8596E+03 |
| Weish23 | 5 | 80 | $8.3440 \mathrm{E}+03$ | $6.2538 \mathrm{E}+03$ | $6.5068 \mathrm{E}+03$ | $6.7881 \mathrm{E}+03$ | 7.1018E+03 | $7.5522 \mathrm{E}+03$ | $8.1184 \mathrm{E}+03$ | 8.2691E+03 |
| Weish24 | 5 | 80 | $1.0220 \mathrm{E}+04$ | $9.0657 \mathrm{E}+03$ | $9.1887 \mathrm{E}+03$ | $9.3318 \mathrm{E}+03$ | $9.5167 \mathrm{E}+03$ | $9.7613 \mathrm{E}+03$ | $1.0087 \mathrm{E}+04$ | $1.0176 \mathrm{E}+04$ |
| Weish25 | 5 | 80 | $9.9390 \mathrm{E}+03$ | $8.3582 \mathrm{E}+03$ | $8.5302 \mathrm{E}+03$ | $8.7430 \mathrm{E}+03$ | $9.0253 \mathrm{E}+03$ | $9.3687 \mathrm{E}+03$ | $9.7981 \mathrm{E}+03$ | $9.9088 \mathrm{E}+03$ |
| Weish26 | 5 | 90 | $9.5840 \mathrm{E}+03$ | $7.1117 \mathrm{E}+03$ | $7.4250 \mathrm{E}+03$ | $7.6822 \mathrm{E}+03$ | $8.0370 \mathrm{E}+03$ | $8.5056 \mathrm{E}+03$ | $9.2359 \mathrm{E}+03$ | $9.5094 \mathrm{E}+03$ |
| Weish27 | 5 | 90 | $9.8190 \mathrm{E}+03$ | $7.4241 \mathrm{E}+03$ | $7.6435 \mathrm{E}+03$ | $7.9445 \mathrm{E}+03$ | $8.2766 \mathrm{E}+03$ | $8.7483 \mathrm{E}+03$ | $9.4363 \mathrm{E}+03$ | $9.7328 \mathrm{E}+03$ |
| Weish28 | 5 | 90 | $9.4920 \mathrm{E}+03$ | $6.9374 \mathrm{E}+03$ | $7.2043 \mathrm{E}+03$ | $7.5403 \mathrm{E}+03$ | $7.9370 \mathrm{E}+03$ | $8.4264 \mathrm{E}+03$ | $9.1158 \mathrm{E}+03$ | $9.4159 \mathrm{E}+03$ |
| Weish29 | 5 | 90 | $9.4100 \mathrm{E}+03$ | $6.8325 \mathrm{E}+03$ | $7.0784 \mathrm{E}+03$ | $7.4160 \mathrm{E}+03$ | $7.8180 \mathrm{E}+03$ | $8.2937 \mathrm{E}+03$ | $9.0303 \mathrm{E}+03$ | $9.3073 \mathrm{E}+03$ |
| Weish30 | 5 | 90 | $1.1191 \mathrm{E}+04$ | $9.5553 \mathrm{E}+03$ | $9.7001 \mathrm{E}+03$ | $9.9120 \mathrm{E}+03$ | $1.0183 \mathrm{E}+04$ | $1.0548 \mathrm{E}+04$ | $1.1002 \mathrm{E}+04$ | 1.1160E+04 |

Under the $t$-test with significance level of 0.05 and Bonferroni correction, if the mean of one result is significantly better than all the others, then its corresponding mean value is highlighted in bold.
where $f^{*}$ is the optimal (maximal) result, and $f_{\text {mean }}$ is the mean value obtained by the algorithm.

Since $\Delta \%$ is a normalized measure (between 0 and 1) across different instances, we calculated the mean $\Delta \%$ value for
each MKP set and all the MKP sets as a whole. The results are shown in Table IV. For each dataset, the best value is marked in bold. It can be seen that the value of 0.9 obtained the smallest mean $\Delta \%$ over all the instances, and it was outperformed by $w=1.0$ only on the Weish set (Weish18 to Weish30 shown by Table III). Therefore, $w^{*}=0.9$ is selected as the best constant inertia weight for "Con" in the subsequent empirical studies.

TABLE IV
MEAN $\Delta \%$ VALUES OF "CON" WITH DIFFERENT INERTIA WEIGHT OVER
100 INDEPENDENT RUNS ON THE MKP DATASETS SEPARATELY AND altogether. For each dataset, the best value is marked in bold.

| Dataset | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sento | $11.6 \%$ | $9.5 \%$ | $7.4 \%$ | $4.9 \%$ | $2.6 \%$ | $\mathbf{0 . 4 \%}$ | $0.9 \%$ |
| Weing | $11.2 \%$ | $8.7 \%$ | $6.7 \%$ | $4.9 \%$ | $3.3 \%$ | $\mathbf{1 . 2 \%}$ | $2.5 \%$ |
| Weish | $12.9 \%$ | $11.2 \%$ | $9.1 \%$ | $6.8 \%$ | $4.0 \%$ | $1.0 \%$ | $\mathbf{0 . 8 \%}$ |
| Overall | $12.5 \%$ | $10.6 \%$ | $8.5 \%$ | $6.3 \%$ | $3.8 \%$ | $\mathbf{1 . 0 \%}$ | $1.1 \%$ |

## C. Experimental Results

In this section, we compare the "Down", "Con" and "Up" strategies. For each test instance and each compared algorithm, 100 independent runs were conducted, and the mean and standard deviation of the 100 corresponding results were calculated. For each instance, the best algorithm was compared with the other two algorithms by the $t$-test with significance level of 0.05 and Bonferroni correction. If the best algorithm is significantly better than the other two, then the corresponding entry is marked in bold. In addition, if an algorithm consistently achieved the optimal value (best known value for the SKP instances, where the optimal value is unknown), the corresponding entry is marked with *.

1) Single 0/1 Knapsack Problem: Table V shows the mean and standard deviation of the results of the compared algorithms over 100 independent runs on the SKP instances, along with the number of items $n$ of each instance, which ranges from 8 to 24 . Since the instances are randomly generated, the optimal solutions for them are unknown. The column "BK" gives the best known profit for each instance, which is the maximal profit obtained by all the tested algorithms.

From the table, one can see that "Up" performed significantly better than both "Down" and "Con" on 3 out of the total 25 instances. On another 9 instances (Ks_8a to Ks_8e, Ks_12a and Ks_12c to Ks_12e), "Up" consistently reached the best known solution along with at least one of the other algorithms. "Up" was not significantly outperformed on any SKP instance. Thus, the efficacy of the proposed increasing inertia weight scheme has been demonstrated on SKP instances.
2) Multi-dimensional 0/1 Knapsack Problem: The mean and standard deviation of the results of the compared algorithms over 100 independent runs on the MKP instances are given in Tables VI and VII. The column "Success Rate" indicates the percentage of the runs that successfully achieved the global optimum over the total 100 runs.

Table VI shows the results on the Sento and Weing instances. From the table, one can see that "Up" obtained significantly better results than "Down" and "Con" on 3 out of
the total 10 instances, and was statistically comparable with the other algorithms on the remaining 7 instances. In terms of success rate, "Up" obtaining the highest success rate on 6 instances, including the last two instances for which "Down" and "Con" failed to find the global optimum.

Table VII shows the results on the Weish instances, in which similar patterns can be observed. In terms of both mean profit and success rate, "Up" performed better than both "Down" and "Con". The statistical test shows that "Up" performed significantly better than "Down" and "Con" on 16 out of the total 30 instances, and was only outperformed by "Con" on 1 instances. "Up" also achieved much higher success rate than the other algorithms on most of the instances. Table VIII shows that over all the MKP instances, the mean $\Delta \%$ value of "Up" is $0.2 \%$, which is much smaller than that of "Down" ( $0.5 \%$ ) and "Con" ( $1.0 \%$ ).

Note that Table III shows that the $w=1.0$ is better than $w=$ 0.9 on Weish18 to Weish30. To make a fairer comparison, we also conducted $t$-test with significance level of 0.05 between "Up" and "Con" with $w=1.0$, and the results showed that "Up" still performed significantly better than "Con" with $w=$ 1.0 on Weish18 to Weish30. This verifies the efficacy of "Up" on the MKP instances, especially on the large instances.

TABLE VIII
MEAN $\Delta \%$ VALUES OF "DOWN", "CON" and "Up" OVER 100 INDEPENDENT RUNS ON THE MKP DATASETS SEPARATELY AND altogether. For each dataset, the best value is marked in bold.

| Dataset | Down | Con | Up |
| :---: | :---: | :---: | :---: |
| Sento | $0.6 \%$ | $0.4 \%$ | $\mathbf{0 . 3 \%}$ |
| Weing | $0.7 \%$ | $1.2 \%$ | $\mathbf{0 . 2 \%}$ |
| Weish | $0.5 \%$ | $1.0 \%$ | $\mathbf{0 . 2 \%}$ |
| Overall | $0.5 \%$ | $1.0 \%$ | $\mathbf{0 . 2 \%}$ |

Fig. 5 shows the boxplots of the distribution of the $\Delta \%$ values in the 100 independent runs of "Down", "Con" and "Up", on some representative MKP instances in terms of problem size. The plots clearly show that the distribution of "Up" are below that of both "Down" and "Con" for these instances. For Weish03 and Weish13, the median of "Up" reached zero, indicating that "Up" is more likely to achieve the optimal solutions than the other algorithms on these instances.

Note that when using the increasing inertia weight scheme in the experiments, $w$ is increased from the lower bound $\underline{w}$ to the upper bound $\bar{w}$ during the first $\rho \cdot \bar{w}$ iterations. Therefore, the increasing rate of $w$ depends on the total number of iterations $\bar{\pi}$. Specifically, when given less iterations, the increasing speed of $w$ is higher, and the BPSO moves from exploration to exploitation more rapidly. Likewise, when adopting the decreasing inertia weight scheme, $w$ is decreased with a higher speed under a smaller number of iterations. To investigate the effect of $\bar{\pi}$ on the behavior of the BPSO with the increasing inertia weight scheme, four different BPSO variants with maximal number of iterations of 500, 1000, 2000 and 3000 are tested on the Weish MKP instances and their convergence curves are compared.

Fig. 6 shows the convergence curves of the compared algorithms with the maximal number of iterations of 500,1000 ,

TABLE V
The results of "Down", "Con" and "Up" OVER Independent 100 RUNS On THE SKP Instances.

| Name | $n$ | BK | Down | Con | Up |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ks_8a | 8 | $3.9244 \mathrm{E}+06$ | $3.9244 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $3.9228 \mathrm{E}+06(4.1371 \mathrm{E}+03)$ | $3.9244 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_8b | 8 | $3.8137 \mathrm{E}+06$ | $3.8137 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $3.8137 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $3.8137 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_8c | 8 | $3.3475 \mathrm{E}+06$ | $3.3475 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $3.3458 \mathrm{E}+06(1.6384 \mathrm{E}+04)$ | $3.3475 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_8d | 8 | $4.1877 \mathrm{E}+06$ | $4.1877 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $4.1877 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $4.1877 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_8e | 8 | $4.9556 \mathrm{E}+06$ | $4.9556 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $4.9497 \mathrm{E}+06(2.3469 \mathrm{E}+04)$ | $4.9556 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_12a | 12 | $5.6889 \mathrm{E}+06$ | $5.6889 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $5.6884 \mathrm{E}+06(3.1029 \mathrm{E}+03)$ | $5.6889 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_12b | 12 | $6.4986 \mathrm{E}+06$ | $6.4948 \mathrm{E}+06(9.1792 \mathrm{E}+03)$ | $6.4902 \mathrm{E}+06(1.2088 \mathrm{E}+04)$ | $6.4971 \mathrm{E}+06$ (6.1050E+03) |
| Ks_12c | 12 | $5.1706 \mathrm{E}+06$ | $5.1706 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $5.1694 \mathrm{E}+06(6.4341 \mathrm{E}+03)$ | $5.1706 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_12d | 12 | $6.9924 \mathrm{E}+06$ | $6.9924 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $6.9921 \mathrm{E}+06(1.0333 \mathrm{E}+03)$ | $6.9924 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_12e | 12 | $5.3375 \mathrm{E}+06$ | $5.3375 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ | $5.3347 \mathrm{E}+06(1.7023 \mathrm{E}+04)$ | $5.3375 \mathrm{E}+06(0.0000 \mathrm{E}+00)^{*}$ |
| Ks_16a | 16 | $7.8510 \mathrm{E}+06$ | $7.8455 \mathrm{E}+06(9.8417 \mathrm{E}+03)$ | $7.8382 \mathrm{E}+06(1.6408 \mathrm{E}+04)$ | 7.8488E+06(6.6265E+03) |
| Ks_16b | 16 | $9.3530 \mathrm{E}+06$ | $9.3523 \mathrm{E}+06(3.1377 \mathrm{E}+03)$ | $9.3509 \mathrm{E}+06(9.1346 \mathrm{E}+03)$ | $9.3528 \mathrm{E}+06(9.0215 \mathrm{E}+02)$ |
| Ks_16c | 16 | $9.1511 \mathrm{E}+06$ | $9.1438 \mathrm{E}+06(1.5740 \mathrm{E}+04)$ | $9.1350 \mathrm{E}+06(2.4331 \mathrm{E}+04)$ | 9.1492E+06(6.7132E+03) |
| Ks_16d | 16 | $9.3489 \mathrm{E}+06$ | $9.3447 \mathrm{E}+06(7.4229 \mathrm{E}+03)$ | $9.3370 \mathrm{E}+06(1.7258 \mathrm{E}+04)$ | $9.3450 \mathrm{E}+06(7.7160 \mathrm{E}+03)$ |
| Ks_16e | 16 | $7.7691 \mathrm{E}+06$ | $7.7664 \mathrm{E}+06(6.3825 \mathrm{E}+03)$ | $7.7630 \mathrm{E}+06(8.2523 \mathrm{E}+03)$ | $7.7673 \mathrm{E}+06(5.2458 \mathrm{E}+03)$ |
| Ks_20a | 20 | $1.0727 \mathrm{E}+07$ | $1.0718 \mathrm{E}+07(1.3744 \mathrm{E}+04)$ | $1.0720 \mathrm{E}+07(1.4229 \mathrm{E}+04)$ | $1.0719 \mathrm{E}+07(1.3242 \mathrm{E}+04)$ |
| Ks_20b | 20 | $9.8183 \mathrm{E}+06$ | $9.7950 \mathrm{E}+06(2.4608 \mathrm{E}+04)$ | $9.7978 \mathrm{E}+06(2.4051 \mathrm{E}+04)$ | $9.8014 \mathrm{E}+06(2.3655 \mathrm{E}+04)$ |
| Ks_20c | 20 | $1.0714 \mathrm{E}+07$ | $1.0707 \mathrm{E}+07(1.5817 \mathrm{E}+04)$ | $1.0705 \mathrm{E}+07(2.3827 \mathrm{E}+04)$ | $1.0710 \mathrm{E}+07(5.8940 \mathrm{E}+03)$ |
| Ks_20d | 20 | $8.9292 \mathrm{E}+06$ | $8.9149 \mathrm{E}+06(1.9316 \mathrm{E}+04)$ | $8.9160 \mathrm{E}+06(2.1221 \mathrm{E}+04)$ | $8.9214 \mathrm{E}+06(1.3997 \mathrm{E}+04)$ |
| Ks_20e | 20 | $9.3580 \mathrm{E}+06$ | $9.3522 \mathrm{E}+06(1.0796 \mathrm{E}+04)$ | $9.3518 \mathrm{E}+06(1.1703 \mathrm{E}+04)$ | 9.3550E+06(5.7768E+03) |
| Ks_24a | 24 | $1.3549 \mathrm{E}+07$ | $1.3512 \mathrm{E}+07(2.8550 \mathrm{E}+04)$ | $1.3524 \mathrm{E}+07(2.2450 \mathrm{E}+04)$ | $1.3521 \mathrm{E}+07(2.7622 \mathrm{E}+04)$ |
| Ks_24b | 24 | $1.2234 \mathrm{E}+07$ | $1.2199 \mathrm{E}+07(2.4597 \mathrm{E}+04)$ | $1.2216 \mathrm{E}+07(1.9263 \mathrm{E}+04)$ | $1.2214 \mathrm{E}+07(2.0903 \mathrm{E}+04)$ |
| Ks_24c | 24 | $1.2449 \mathrm{E}+07$ | $1.2423 \mathrm{E}+07(2.5462 \mathrm{E}+04)$ | $1.2434 \mathrm{E}+07(1.9286 \mathrm{E}+04)$ | $1.2434 \mathrm{E}+07(1.8010 \mathrm{E}+04)$ |
| Ks_24d | 24 | $1.1815 \mathrm{E}+07$ | $1.1793 \mathrm{E}+07(2.0646 \mathrm{E}+04)$ | $1.1798 \mathrm{E}+07(1.7061 \mathrm{E}+04)$ | $1.1797 \mathrm{E}+07(1.6720 \mathrm{E}+04)$ |
| Ks_24e | 24 | $1.3940 \mathrm{E}+07$ | $1.3921 \mathrm{E}+07(2.1878 \mathrm{E}+04)$ | $1.3928 \mathrm{E}+07(1.5814 \mathrm{E}+04)$ | $1.3923 \mathrm{E}+07(1.7231 \mathrm{E}+04)$ |

Under the $t$-test with significance level of 0.05 and Bonferroni correction, if the best algorithm performed significantly better than all the others, then the corresponding entry is marked in bold. If an algorithm consistently achieved the maximal value, the corresponding entry is marked with *.

TABLE VI
The results of "Down", "Con" and "Up" over 100 independent runs on the Sento and Weing MKP instances.

| Name | $m$ | $n$ | Opt | Success Rate |  |  | Mean(Std) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Down | Con | Up | Down | Con | Up |
| Sentol | 30 | 60 | $7.7720 \mathrm{E}+03$ | 12 | 11 | 24 | $7.7095 \mathrm{E}+03(5.1993 \mathrm{E}+01)$ | $7.7335 \mathrm{E}+03(2.5956 \mathrm{E}+01)$ | $7.7422 \mathrm{E}+03(3.0506 \mathrm{E}+01)$ |
| Sento2 | 30 | 60 | $8.7220 \mathrm{E}+03$ | 1 | 4 | 6 | $8.6889 \mathrm{E}+03(2.3588 \mathrm{E}+01)$ | $8.6948 \mathrm{E}+03(1.5545 \mathrm{E}+01)$ | $8.6992 \mathrm{E}+03(1.7186 \mathrm{E}+01)$ |
| Weing1 | 2 | 28 | $1.4128 \mathrm{E}+05$ | 92 | 98 | 100 | $1.4126 \mathrm{E}+05(1.0175 \mathrm{E}+02)$ | $1.4127 \mathrm{E}+05(8.8480 \mathrm{E}+01)$ | $1.4128 \mathrm{E}+05(0.0000 \mathrm{E}+00)^{*}$ |
| Weing2 | 2 | 28 | $1.3088 \mathrm{E}+05$ | 94 | 100 | 90 | $1.3087 \mathrm{E}+05(3.8189 \mathrm{E}+01)$ | $1.3088 \mathrm{E}+05(0.0000 \mathrm{E}+00)^{*}$ | $1.3087 \mathrm{E}+05(4.8242 \mathrm{E}+01)$ |
| Weing3 | 2 | 28 | $9.5677 \mathrm{E}+04$ | 16 | 31 | 29 | $9.5162 \mathrm{E}+04(5.8707 \mathrm{E}+02)$ | $9.5222 \mathrm{E}+04(4.6670 \mathrm{E}+02)$ | $9.5340 \mathrm{E}+04(4.5517 \mathrm{E}+02)$ |
| Weing4 | 2 | 28 | $1.1934 \mathrm{E}+05$ | 84 | 97 | 95 | $1.1904 \mathrm{E}+05(9.2077 \mathrm{E}+02)$ | $1.1923 \mathrm{E}+05(6.0109 \mathrm{E}+02)$ | $1.1932 \mathrm{E}+05(5.4542 \mathrm{E}+01)$ |
| Weing5 | 2 | 28 | $9.8796 \mathrm{E}+04$ | 58 | 94 | 98 | $9.8102 \mathrm{E}+04(1.3940 \mathrm{E}+03)$ | $9.8577 \mathrm{E}+04(8.7401 \mathrm{E}+02)$ | $9.8793 \mathrm{E}+04(2.3216 \mathrm{E}+01)$ |
| Weing6 | 2 | 28 | $1.3062 \mathrm{E}+05$ | 60 | 70 | 61 | $1.3044 \mathrm{E}+05(2.7742 \mathrm{E}+02)$ | $1.3051 \mathrm{E}+05(1.7962 \mathrm{E}+02)$ | $1.3047 \mathrm{E}+05(1.9118 \mathrm{E}+02)$ |
| Weing7 | 2 | 105 | $1.0954 \mathrm{E}+06$ | 0 | 0 | 2 | $1.0916 \mathrm{E}+06(2.1860 \mathrm{E}+03)$ | $1.0832 \mathrm{E}+06(3.0085 \mathrm{E}+03)$ | $1.0945 \mathrm{E}+06(1.2014 \mathrm{E}+03)$ |
| Weing8 | 2 | 105 | $6.2432 \mathrm{E}+05$ | 0 | 0 | 2 | $6.0384 \mathrm{E}+05(1.0683 \mathrm{E}+04)$ | $5.7694 \mathrm{E}+05(1.1157 \mathrm{E}+04)$ | 6.1885E+05(2.2128E+03) |

Under the $t$-test with significance level of 0.05 and Bonferroni correction, if the best algorithm performed significantly better than all the others, the corresponding entry is marked in bold. If an algorithm consistently achieved the optimal value, the corresponding entry is marked with *.

2000 and 3000, on Weish03, Weish08, Weish13, Weish18, Weish23 and Weish28. They are six representative instances in the Weish dataset, which can cover the range of the problem sizes of all the Weish instances. In each sub-figure, the xaxis stands for the number of iterations, and the $y$-axis is the mean profit value of the best-so-far solutions over the 100 independent runs. For each sub-figure, an inner figure showing the zoom-in of the convergence curves is given to make a clearer observation of the difference between them.

Clearly, the convergence curve of "Con" is not affected by the maximal number of iterations, since $w$ remains the same throughout the search process. For both "Up" and "Down", it is obvious that a larger number of iterations allowed a more exhaustive search within the solution space, and thus led to a better final solution. When comparing between "Up" and
"Down", one can see that "Up" converged more slowly than "Down", but finally reached a better solution than "Down". This is consistent with the motivation of adopting the increasing inertia weight scheme. The convergence rate should be slow during the early exploration stage, and increase over time as the search is moving towards exploitation. The outperformance of "Up" over "Down" for all the tested numbers of iterations shows that the maximal number of iterations does not affect much the performance of the increasing inertia weight scheme. Additionally, "Up" performed better than "Con" on all the instances. However, the gap reduces as the problem size increases. This is because that a stronger exploitation capability of the BPSO is more desirable in a larger solution space.

In order to illustrate the effect of the inertia weight on the

TABLE VII
The results of "Down", "Con" and "Up" over 100 independent runs on the Weish MKP instances.

| Name | $m$ | $n$ | Opt | Success Rate |  |  | Mean(Std) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Down | Con | Up | Down | Con | Up |
| Weish01 | 5 | 30 | 4.5540E+03 | 84 | 96 | 96 | $4.5455 \mathrm{E}+03(2.3441 \mathrm{E}+01)$ | $4.5510 \mathrm{E}+03(1.5019 \mathrm{E}+01)$ | $4.5510 \mathrm{E}+03(1.4873 \mathrm{E}+01)$ |
| Weish02 | 5 | 30 | $4.5360 \mathrm{E}+03$ | 71 | 78 | 74 | $4.5302 \mathrm{E}+03(1.4955 \mathrm{E}+01)$ | $4.5349 \mathrm{E}+03(2.0817 \mathrm{E}+00)$ | $4.5336 \mathrm{E}+03(6.4193 \mathrm{E}+00)$ |
| Weish03 | 5 | 30 | $4.1150 \mathrm{E}+03$ | 60 | 91 | 92 | $4.0937 \mathrm{E}+03(2.9322 \mathrm{E}+01)$ | $4.1093 \mathrm{E}+03(1.8120 \mathrm{E}+01)$ | $4.1108 \mathrm{E}+03(1.5166 \mathrm{E}+01)$ |
| Weish04 | 5 | 30 | $4.5610 \mathrm{E}+03$ | 100 | 100 | 100 | $4.5610 \mathrm{E}+03(0.0000 \mathrm{E}+00)^{*}$ | $4.5610 \mathrm{E}+03(0.0000 \mathrm{E}+00)^{*}$ | $4.5610 \mathrm{E}+03(0.0000 \mathrm{E}+00)^{*}$ |
| Weish05 | 5 | 30 | $4.5140 \mathrm{E}+03$ | 100 | 100 | 100 | $4.5140 \mathrm{E}+03(0.0000 \mathrm{E}+00)^{*}$ | $4.5140 \mathrm{E}+03(0.0000 \mathrm{E}+00)^{*}$ | $4.5140 \mathrm{E}+03(0.0000 \mathrm{E}+00)^{*}$ |
| Weish06 | 5 | 40 | $5.5570 \mathrm{E}+03$ | 33 | 55 | 61 | $5.5389 \mathrm{E}+03(1.9317 \mathrm{E}+01)$ | $5.5498 \mathrm{E}+03(8.3113 \mathrm{E}+00)$ | $5.5502 \mathrm{E}+03(9.0321 \mathrm{E}+00)$ |
| Weish07 | 5 | 40 | $5.5670 \mathrm{E}+03$ | 61 | 85 | 75 | $5.5563 \mathrm{E}+03(1.9244 \mathrm{E}+01)$ | $5.5642 \mathrm{E}+03(6.6619 \mathrm{E}+00)$ | $5.5617 \mathrm{E}+03(9.6944 \mathrm{E}+00)$ |
| Weish08 | 5 | 40 | $5.6050 \mathrm{E}+03$ | 34 | 60 | 38 | $5.5947 \mathrm{E}+03(2.0009 \mathrm{E}+01)$ | $5.6037 \mathrm{E}+03(2.8476 \mathrm{E}+00)$ | $5.6017 \mathrm{E}+03(6.0944 \mathrm{E}+00)$ |
| Weish09 | 5 | 40 | $5.2460 \mathrm{E}+03$ | 83 | 96 | 93 | $5.2387 \mathrm{E}+03(1.6689 \mathrm{E}+01)$ | $5.2445 \mathrm{E}+03(7.3615 \mathrm{E}+00)$ | $5.2434 \mathrm{E}+03(9.7055 \mathrm{E}+000$ |
| Weish10 | 5 | 50 | $6.3390 \mathrm{E}+03$ | 45 | 69 | 65 | $6.3242 \mathrm{E}+03(2.2378 \mathrm{E}+01)$ | $6.3333 \mathrm{E}+03(1.4700 \mathrm{E}+01)$ | $6.3343 \mathrm{E}+03(1.4201 \mathrm{E}+01)$ |
| Weish11 | 5 | 50 | $5.6430 \mathrm{E}+03$ | 26 | 54 | 38 | $5.5966 \mathrm{E}+03(5.2928 \mathrm{E}+01)$ | $5.6310 \mathrm{E}+03(2.3622 \mathrm{E}+01)$ | $5.6222 \mathrm{E}+03(3.3299 \mathrm{E}+01)$ |
| Weish12 | 5 | 50 | $6.3390 \mathrm{E}+03$ | 51 | 76 | 62 | $6.3189 \mathrm{E}+03(3.7169 \mathrm{E}+01)$ | $6.3347 \mathrm{E}+03(1.4587 \mathrm{E}+01)$ | $6.3346 \mathrm{E}+03(1.4979 \mathrm{E}+01)$ |
| Weish13 | 5 | 50 | $6.1590 \mathrm{E}+03$ | 60 | 90 | 94 | $6.1304 \mathrm{E}+03(4.3249 \mathrm{E}+01)$ | $6.1545 \mathrm{E}+03(1.5011 \mathrm{E}+01)$ | $6.1547 \mathrm{E}+03(1.9201 \mathrm{E}+01)$ |
| Weish14 | 5 | 60 | $6.9540 \mathrm{E}+03$ | 61 | 44 | 74 | $6.9304 \mathrm{E}+03(4.1637 \mathrm{E}+01)$ | $6.9289 \mathrm{E}+03(2.7549 \mathrm{E}+01)$ | $6.9429 \mathrm{E}+03(2.0835 \mathrm{E}+01)$ |
| Weish15 | 5 | 60 | $7.4860 \mathrm{E}+03$ | 50 | 27 | 73 | $7.4623 \mathrm{E}+03(2.7134 \mathrm{E}+01)$ | $7.4580 \mathrm{E}+03(2.1533 \mathrm{E}+01)$ | $7.4751 \mathrm{E}+03(1.9602 \mathrm{E}+01)$ |
| Weish16 | 5 | 60 | $7.2890 \mathrm{E}+03$ | 14 | 23 | 26 | $7.2621 \mathrm{E}+03(3.4636 \mathrm{E}+01)$ | $7.2769 \mathrm{E}+03(1.4350 \mathrm{E}+01)$ | $7.2793 \mathrm{E}+03(1.5876 \mathrm{E}+01)$ |
| Weish17 | 5 | 60 | $8.6330 \mathrm{E}+03$ | 30 | 23 | 41 | $8.6222 \mathrm{E}+03(1.0012 \mathrm{E}+01)$ | $8.6218 \mathrm{E}+03(8.4226 \mathrm{E}+00)$ | $8.6254 \mathrm{E}+03(8.0533 \mathrm{E}+00)$ |
| Weish18 | 5 | 70 | $9.5800 \mathrm{E}+03$ | 7 | 0 | 24 | $9.5456 \mathrm{E}+03(2.6380 \mathrm{E}+01)$ | $9.5151 \mathrm{E}+03(2.8563 \mathrm{E}+01)$ | $9.5605 \mathrm{E}+03(1.6840 \mathrm{E}+01)$ |
| Weish19 | 5 | 70 | 7.6980E+03 | 19 | 4 | 45 | $7.6461 \mathrm{E}+03(4.8230 \mathrm{E}+01)$ | $7.5972 \mathrm{E}+03(5.4987 \mathrm{E}+01)$ | 7.6786E+03(2.7084E+01) |
| Weish20 | 5 | 70 | $9.4500 \mathrm{E}+03$ | 26 | 2 | 38 | $9.4220 \mathrm{E}+03(3.7139 \mathrm{E}+01)$ | $9.3837 \mathrm{E}+03(3.2992 \mathrm{E}+01)$ | $9.4379 \mathrm{E}+03(1.3907 \mathrm{E}+01)$ |
| Weish21 | 5 | 70 | $9.0740 \mathrm{E}+03$ | 16 | 2 | 48 | $9.0314 \mathrm{E}+03(3.2294 \mathrm{E}+01)$ | $8.9957 \mathrm{E}+03(3.7999 \mathrm{E}+01)$ | $9.0546 \mathrm{E}+03(2.3079 \mathrm{E}+01)$ |
| Weish22 | 5 | 80 | $8.9470 \mathrm{E}+03$ | 10 | 0 | 25 | $8.8702 \mathrm{E}+03(5.0240 \mathrm{E}+01)$ | $8.7438 \mathrm{E}+03(6.9980 \mathrm{E}+01)$ | 8.9146E+03(2.9141E+01) |
| Weish23 | 5 | 80 | $8.3440 \mathrm{E}+03$ | 3 | 0 | 11 | $8.2603 \mathrm{E}+03(5.5769 \mathrm{E}+01)$ | $8.1184 \mathrm{E}+03(7.8012 \mathrm{E}+01)$ | $8.3136 \mathrm{E}+03(3.5389 \mathrm{E}+01)$ |
| Weish24 | 5 | 80 | $1.0220 \mathrm{E}+04$ | 3 | 0 | 27 | $1.0164 \mathrm{E}+04(3.0367 \mathrm{E}+01)$ | $1.0087 \mathrm{E}+04(4.1167 \mathrm{E}+01)$ | $1.0198 \mathrm{E}+04(2.3412 \mathrm{E}+01)$ |
| Weish25 | 5 | 80 | $9.9390 \mathrm{E}+03$ | 1 | 0 | 19 | $9.8998 \mathrm{E}+03(2.1386 \mathrm{E}+01)$ | $9.7981 \mathrm{E}+03(4.4962 \mathrm{E}+01)$ | $9.9191 \mathrm{E}+03(1.3407 \mathrm{E}+01)$ |
| Weish26 | 5 | 90 | $9.5840 \mathrm{E}+03$ | 4 | 0 | 15 | $9.4756 \mathrm{E}+03(6.5445 \mathrm{E}+01)$ | $9.2359 \mathrm{E}+03(8.7741 \mathrm{E}+01)$ | $9.5471 \mathrm{E}+03(2.5547 \mathrm{E}+01)$ |
| Weish27 | 5 | 90 | $9.8190 \mathrm{E}+03$ | 8 | 0 | 55 | $9.6903 \mathrm{E}+03(8.4437 \mathrm{E}+01)$ | $9.4363 \mathrm{E}+03(8.3036 \mathrm{E}+01)$ | $9.7852 \mathrm{E}+03(5.5456 \mathrm{E}+01)$ |
| Weish28 | 5 | 90 | $9.4920 \mathrm{E}+03$ | 4 | 0 | 45 | $9.3968 \mathrm{E}+03(6.9946 \mathrm{E}+01)$ | $9.1158 \mathrm{E}+03(9.0954 \mathrm{E}+01)$ | $9.4647 \mathrm{E}+03(3.5504 \mathrm{E}+01)$ |
| Weish29 | 5 | 90 | $9.4100 \mathrm{E}+03$ | 2 | 0 | 21 | $9.2880 \mathrm{E}+03(6.4943 \mathrm{E}+01)$ | $9.0303 \mathrm{E}+03(8.3109 \mathrm{E}+01)$ | $9.3640 \mathrm{E}+03(3.7572 \mathrm{E}+01)$ |
| Weish30 | 5 | 90 | $1.1191 \mathrm{E}+04$ | 2 | 0 | 25 | $1.1137 \mathrm{E}+04(2.5216 \mathrm{E}+01)$ | $1.1002 \mathrm{E}+04(4.6196 \mathrm{E}+01)$ | $\mathbf{1 . 1 1 7 4 E}+04(1.5945 E+01)$ |

Under the $t$-test with significance level of 0.05 and Bonferroni correction, if the best algorithm performed significantly better than all the others, the corresponding entry is marked in bold. If an algorithm consistently achieved the optimal value, the corresponding entry is marked with *.
diversity of BPSO during the search process, we calculated the curves of the mean mutual distance between the particles during the search process of "Up", "Down" and "Con". Fig. 7 shows such a diversity plot on Weish18. The other instances showed a similar pattern. It is clear that "Con" has a standard search process, in which the diversity drops rapidly and then converges to a certain level (around 17). In "Up", the mutual distance between the particles decreases much slower, which indicates that the search takes more effort in exploration than "Con". In "Down", the mutual distance between the particles first decreases at the very early stage of the search, since all the particles move towards some local optima. Then, the mutual distance starts to increase, implying that the search shifts from exploitation to exploration again. This phenomenon is consistent with our discussions that the exploration capability of BPSO increases with the decrease of the inertia weight.

## VI. Conclusion

In this paper, the effect of the inertia weight on the behavior of BPSO is investigated both theoretically and empirically. First, the behavior of BPSO is theoretically analyzed under different scenarios and inertia weight settings, and it was discovered that under the assumption of stagnation (the global and personal best positions are unchanged over time) and when the acceleration coefficients $c_{1}$ and $c_{2}$ are fixed, a larger inertia weight $w$ tends to encourage exploitation, while a smaller one


Fig. 7. The curves of the mean mutual distance between the particles during the search process of "Up", "Down" and "Con" with different maximal fitness evaluations on Weish18.
tends to lead to a strong exploration capability.
Based on the above observations and the intuition that the search should start with exploration, and then gradually move towards exploitation, a linearly increasing inertia weight scheme is proposed for BPSO. The experimental studies on the $0 / 1$ knapsack problem demonstrate that the proposed increasing inertia weight scheme performed much better than the decreasing and constant counterparts of BPSO for solving


Fig. 5. The boxplots of the $\Delta \%$ values in the 100 independent runs of "Up", "Down" and "Con" on some representative MKP instances.

## binary optimization problems.

In the future, we will extend the analysis from a single bit to a bit string, based on which more sophisticated inertia weight updating schemes will be designed. Currently, the $w$ value is unique for all the bits of the bit string, regardless of their own situations, e.g. whether the bit values of the personal and global best positions are the same. Furthermore, an inertia weight vector $\mathbf{w}$ could be defined, so that each bit can have its own inertia weight setting based on the particular desirable tradeoff between exploration and exploitation for that bit.
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