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Abstract-The well-known Clos network has been extensively used for telephone switching, multiprocessor interconnection and data 
communications. Much work has been done to develop analytical models for understanding the routing blocking probability of the Clos 
network. However, none of the analytical models for estimating the blocking probability of this type of network have taken into account 
the very real possibility of the interstage links in the network failing. In this paper, we consider the routing between arbitrary network 
inputs and outputs in the Clos network in the presence of interstage link faults. In particular, we present an analytical model for the 
routing blocking probability of the Clos network which incorporates the probability of interstage link failure to allow for a more realistic 
and useful determination of the approximation of blocking probabiliiy. We also conduct extensive Simulations to validate the model. Our 
analytical and simulation results demonstrate that for a relatively small interstage link failure probability, the blocking behavior of the 
Clos network is similar to that of a fault-free network, and indicate that the Clos network has a good fault-tolerant capability, The new 
integrated analytical model can guide network designers in the determination of the effects of network failure on the overall connecting 
capability of the network and allows for the examination of the relationship between network utilization and network failure. 

Index Terms-Multistage interconnection networks, performance analysis, analytical model, fault tolerance, blocking probability, Clos 
network, random routing. 

+ 
1 INTRODUCTION 

NGoiNG microprocessor developmcnts have recently 0. s p aiked interest in large-scale multiprocessors com- 
posed of hundreds or thousands of proccssors and in data 
communication networks allowing for delivery of advanced 
digital services. These developmcnts have resulted in an 
increased focus on the connecting capabilities and the 
reliability of intercnnncction nctworks responsible for 
connecting the proccssing nodes in the network. To 
eliminate the need to support a direct connectioii from a 
given Source node to each destination node, many inter- 
connection networks are comprised of intermediatc stages 
of switches used to routc connection requests through. This 
type of interconnection network is generally rcfcrred to as 
wiul tis tage in terco rincction nelwouks (MINs) . 

While there have been numerous designs proposed for 
multistage interconnection networks, cach having its own 
merits, a network design proposed by Clos [l] originally for 
telephone networks continues to find applications today in 
multiproccssor interconnection nctworks and data commu- 
nication networks. For cxample, the NEC ATOM switch for 
Broadband Integrated Services Digital Network (BISDN) is 
based on the three-stage Clos architecture [Z] and, inorc 
recently, it was shown that thc nctwork in the IBM SP2 
parallel coinputer is functionally equivalent to thc Clos 
network [ 3 ] .  

It is not surprising that, as the number of coniponents 
increases in a computing system (which an intcrconnectim 
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network is a significant part of), issues of fault tolerance and 
rcliability as they relate to thc interconnection network 
become ever more of a concern. Much of the study of fault- 
tolerant interconnection networks has been focused on 
network architectures which support some form of hard- 
ware redundancy, tliercby allowing for limited types of 
network component failure. Examples include the Multi- 
path Omega network [4], Enhanced lADM network [5], d- 
dilated square banyan network [6], and Mnltibutterflies 
network [7]. Key distinguishing characteristics of fault- 
tolerant interconnection network architcctures are the scope 
nf component failure they allow for, with only a few 
cncompassing a complete sct, and in the number of faults 
tolcratcd 181. 

Additionally, the reliability analysis of interconnection 
networks has been conccntrated on computing some 
measure of overall nctwork reliability and there have becn 
many techniques proposed [9]. For example, [lo], [lll, [U] 
presented algorithms on the determination of fault-frec 
path availability in several multipath MINs. However, most 
models have not incorporated the various states an inter- 
stage link may be in. Of particular difficulty in the reliability 
analysis of interconnectinn networks is that many problcms 
are computationally intractable. 

Important work has also been done in establishing 
analytical models for understanding the connecting cap- 
ability of an interconnection network; see, for example, [13], 
[141, [15], 1161, [17], [MI. These models approximatc the 
probability that an arbitrary connection request between a 
network input and a network output cannot be successfully 
routed through the network, i.e., the blocking probability, 
given various network component probabilities such as the 
probability that an input/output link i s  busy and the 
probability that an interstagc link is busy. Few models, 
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Fig. 1. General schematic of a three-stage Clos network. 

however, have incorporated the probability of the various 
network componcnts failing in thcir detcrrnination of 
blocking probability. 

With the galin in importancc of fault-tolerant and reliablc 
interconncction nctworks thcn, analytical models which 
distinguish betwccii both network failure and network 
utilization can provide a more realistic and useful measure 
of blocking probability. In this paper, we considcr tlie 
routing between arbitrary network inputs and outputs in 
the Clos network in the presence of interstage link faults. In 
particular, we present an analytical model for the approx- 
imation of the routing blocking probability of the Clos 
network which incorporates interstage link failure prob- 
ability. This new typc of integrated analytical modcl can 
guide network designers in the determination of the effects 
of network failure on the overall connecting capability of 
the network and allows fnr the cxamination of thc relation- 
ship betwecn network utilization and network failurc. We 
also conduct cxtensive simulations to validate the model. 
As can bc seen later, our analytical and simulation results 
indicate that, for a small interstage link failurc probability, 
the blocking behavior of the Clos nctwork is similar to that 
of a fault-free network. 

The rest of this paper is organized as  follows. Section 2 
provides somc definitions used in this papcr. Section 3 
briefly describes previous related work. Section 4 dcrives 
thc new analytical model for the fault-toleraut Clos net- 
work. Section 5 gives some further discussions on the new 
model. Section 6 describes the experimental simulations 
and compares thc simulation results with the analytical 
ones. Section 7 concludes the paper. 

2 PRELIMINARIES 
Thc general Clos network is comprised of an input stage, an 
output stage, and an odd number of middle stages. Each 
stage consists of multiple switch modules. We will 
concentrate on the basic three-stage Clos network in this 
paper sincc any odd number stage networks with various 
switch sizes can be built in a recursive fashion from the 
three-stage networks. The schematic of a three-stage Clos 
network is dcpicted in Fig. 1. A switch module with n. input 
ports and rri output ports is referrcd to as an '11 x m szuitcir. 
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The first stage in tlie three-stage network is called the input 
stage and consists of 1' input stage switches of size n x m. The 
second stage in the network is referred to as the middle stnge 
aud consists of m middle stnge switclzes of sizc T x T.  The third 
stagc in the network is called the output stnge and consists of 
' I '  uulput stnge smitches of size m x 71. Each input stage switch 
has cxactly one connection to cach of the ni middle stagc 
switches and this connection is referred to as an input-nziddk 
intersta@ link. Additionally, cacli middle stagc switch has 
exactly one connection to each of thc T output stage 
switchcs and this connection is referred to as a middle- 
ontpul intersloge link. An interstage link is said to be 
fuizctionnl if it is capable of transmitting data and fnirlty 
otherwise. Furthermorc, an interstage link is avlrilnble i f  it is 
functional and not busy. The fault nrodel we will use 
assumes that thc interstage links in the network may fail 
and that these failures are perninnent. 

We consider the network capable of one-to-one or irnicnst 
communication. A connection request is a request to transmit 
data from an input port on an input stage switch to an 
output port on an output stage switch. A le@ conncction 
request is a connection request for which both thc input 
port and the output port are not busy. Given a legal 
connection request, a routing algorithm attempts to route the 
connection in the network. A pnlh is uniquely defined by an 
input port, an input stage switch, a middle stage switch, an 
output stage switch, and an output port. 

A lcgal connection rcquest is said to be satisfiable if a path 
can be found for which both thc input-middlc interstage 
link and thc middle-output interstage link are available. 
Otherwise, the connection rcquest is blocked. The blocking 
probability is the probability that a legnl connection request 
is blocked. Finally, the network utilization is the percentage 
of the network input ports servicing active conncctious at 
any time. 

In attcmpting to satisfy a lcgal connection request, a 
routing algorithm must be used to find a path through the 
network. The routing algorithm we will consider in this 
paper is a randoni-routing algorithm. A random-routing 
algorithm attempts to satisfy a legal conncction request by 
randomly selecting an input-middle interstage link from the 
set of all available input-middle intcrstage links emanating 
from the input switch of tlie connection request. Next, the 
middle-output interstage link from the chosen middle stage 
switch to tlie output stage switch of the connection rcquest 
is checked to see if it is availablc. If it is, then a path is 
established in the network using the input-middlc inter- 
stage link and the middle-output intcrstage link and the 
connection request is satisfied. If it is not, then anothcr 
available input-middle intcrstage link crnanating from the 
input stage switch of the legal connection request is chosen 
and the process is repeated. If a path cannot bc established 
in the network, then the connection request is blocked. 

3 PREVIOUS RELATED WORK 
The Clos network has been extensivcly studicd in the 
literature; see, for example, [20], [211, [22], 12.31, [24], [251 for 
detcrministic results, which focus on determining network 
structural parameters for a certain type of connecting 
capability, and 1131, [14], [151, [161, 1271, [18], [191 for 
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probabilistic results, which focus on analyzing the blocking 
probability of the network. Because thc Clos network can 
potentially support many possible routings from a source 
node to a destination node, it is inherently more fault- 
tolerant of interstage link failure than many intcrconnection 
network designs. Onc may cxpect that the network has a 
good fault-tolerant capability in the presence of link faults. 
However, to our knowledge, no existing work has 
considered the fault-tolerant capability of the Clos netwnrk. 
In this paper, we address this issue in the context of 
probabilistic analysis. We will examine how interstage link 
failures affect the blocking probability of the network. 

Much work has been done in the analysis of blocking 
probability for multistage interconnection networks. The 
work can be generally classified into two categories of 
interest. The first is from the viewpoint of reliability 
analysis and is relcrred to as the termiiznl reliability problem. 
Terminal reliability is defined a s  the probability that thcrc is 
a t  least one operative pnth between a given pair of nctwork 
input port and output port. For example, 1101, [Ill, [I21 
presented algorithms for computing terminal reliability in 
sevcral multipath MINs. The second catcgory of work has 
been focused on establishing analytical models based on 
stochastic network parameters (i.e., network utilization) for 
the blocking probability of the network. Among the 
analytical modcls proposed for the Clos nclwork in the 
literature that estimate blocking probability, two well- 
known and widcly used models for random routing were 
proposed by Lee [14] and Jacobacns [13], respectively. Both 
models assume that the incoming traffic is unifiirmly 
distributed over the rtt interstage links of thc Clos network 
and the events that individual links are busy are indepcn- 
dent. Lee gave thc simplest method for analyzing the 
blocking probability nf the Clos nctwork. Let n be the 
numbcr of ports on a particular input or output switch, T I , ,  

(2 n) be tlic number of middle stagc switches, a be the 
network utilization, p bc the probability that an interstage 
link is busy and be defined as 11 = E, q bc the probability 
that an interstage link is idlc and be defined as 9 = 1 - p.  
Thcn in Lee's model, the blocking probability, Pll, is givcn 
by 

A more accurate model was provided by Jacobaeus 1131, 
and the blocking probability of the three-stagc Clos network 
is calculated by the following formula: 

Both models, however, do not meet the deterministic 
nonblocking condition set fnrth by Clos [l] that, w h w  
'ni 2 2n - 1, the Clos network is nonblocking for arbitrary 
one-to-one communication. Recently, Yang [lS] has pre- 
sented a more accurate analytical model which still follows 
the same assumptions as in these two models but is proven 
to agree with thc deterministic nonblocking condition as 
well. In this model, the probability that a connection rcqncst 
is not blockcd for a three-stage Clos network is given by 

Pr[conncct.ion not I~lockcd] 

and the blocking probability is givcn by 

I'll = 1 ~ Pr{councci.ion unt I~lockeil}. (4) 
It is interesting to note that the catcgories seem somewhat 
discontinuous. Many models presented in the context of 
reliability analysis do not provide lor a precise measurc of 
blocking probability becausc of the view of network 
components as being eithcr available or unavailable. The 
focus of thesc models has no1 been on incorporating 
network utilization parameters. Furthcrmorc, analytical 
models presented for the blocking probability of the 
network incorporate network utilization, but do not support 
thc notion of network component failurc. We can expect 
then that analytical models which integrate the fact that 
network links can be either busy or faulty will provide a 
more realistic measure of network blocking probability. 

4 A NEW PROBABILISTIC MODEL FOR 
INCORPORATING LINK FAILURE 

In this section, wc present an analytical model for the 
blocking probability of a three-stage Clos network which 
incorporates interstage link failure and allows for a more 
realistic measure of blocking probability. In general, 
determinatioii of blocking probability in a multistage 
network is inherently complex and difficult. This is duc to 
thc fact that there are many possible paths to coiisidcr in a 
typical large network and the dependencics among links in 
the network lead to combinatorial explosion problems. 
Therefore, some approximations and assumptions are 
necessary for thc calculations. 

Let LIS first consider the network statc depicted in Fig. 2, 
in which i i l  input-middle interstage links from input switch 
i are busy, fl input-middle intcrstage links from input 
switch i are faulty, 'n2 middle-output interstage links to 
output switch .j are busy, and f? middle-output interstage 
links to output switch j are faulty, where I) 5 'TI,,, 71? 5 II ~ 1, 
0 5 ,J, 5 711 ~ 1 1 1 ,  ,f2 5 n i  -~ n2, and k: pairs of tlwsc intcrstage 
links are overlapped. A pair of interstagc links is said to be 
overlapped if both links are either busy or faulty. Note that by 
definition 7il and JI (and, similarly, 72% and 6) are mutually 
cxclusive, since an interstagc link cannot be both busy and 
faulty. Further, it is important to notc that the number of 
busy input-middle interstage links and the number of faulty 
input-middle interstage links arc constrained by m, that is, 
0 5 ' t i i  + f ,  5 VI,. Similarly, for  71? and f i ,  we have 
0 5 11,2 -1 f 2  5 711. 

Having establishcd the relationship bctwccn busy and 
faulty interstagc links, it is evident that a new analytical 
niodcl which incorporates interstage link failures can give a 
more realistic and useful mcasiirc of blocking probability of 
the Clos Network. In accounting for interstage link failurcs, 
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Fig. 2. A three-stage Clos network with ? L 1  busy input-middle interstage links from input stage switch i ,  busy middle-output interstage links to 
output stage switch), 1, faulty input-middle interstage links from input stage switch i ,  si faulty middle-output interstage links to output stage switch :j, 
and L pairs of links overlapped 

wc need to define four events: .Il, thc cvent that .fi iupnt- 
middle intcrstage links arc faulty, Jz,  the eveut that $2 
middle-output intcrstage links arc faulty, 71,, thc event that 
nl input-middle intcrstage links are busy and nz, the cvent 
that n2 middle-output interstage links are busy. Given these 
four events we can cstablish the probability that k pairs of 
interstage links are overlappcd. Looking at Fig. 2 shows 
that there are four states that a pair of input-middle 
interstage link and middle-output interstage link can be 
in: busy and busy, faulty and faulty, busy and faulty, and 
faulty and busy. Having defined ovcrlapped links, we nnw 
determine thc probability that some I; pairs of interstagc 
links are ovcrlapped, given cvcnts nl, J1, n 2 ,  and Jz. We 
assume that the locations of faulty interstage links are 
independent and the faults arc uniformly distributed ovcr 

all interstage links. Undcr these assumptions and by taking 

advantage of the fact that an interstage link cannot both be 

busy and faulty, wc have the following lemma concerning 

the overlappcd interstage links. 

Lemma 1. Given events n , ,  nZ, fl, and fz, the probabilit!/ that k 
pairs ifinterstogc links are overlapped is given by 

P r { k p a i r s  of l i n k  overlapped 1 nl ,nz,  f l , f z )  

Proof. As shown in Fig. 2, thcrc are a total nf 
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k<min{n,l + h , m + f 2 } .  

Therefwe, the probability that a connection is not blocked, 
given events nl, fl ,  nz, and .fz is given by 

( 7 k l  Ill) (nay f a )  

ways to choose nl + f l  busy or faulty input-middle 
interstage links and n2 + f a  busy or faulty middle-output 
interstage links. We can construct IC pairs of overlapped 
interstage links in the following way: Initially, we select 
the nl + f ,  input-middle interstagc links from a total of 
m input-middle intcrstage links and there arc 

I'r {conneci.ionnol. blockcd 1 nl ,nz ,  f l ,  fz} 

(6) 
I t L h [ ? 8 ~ t f ~ , 7 L ? t h ]  p;") ( - ? W J a )  

I U ~ I  J2-i c - - 

~ = ~ : ~ ~ [ 1 1 , , , , t , , ~ ~ , ~ f ,  I r 2 ~  rrl I 11 

ways to do this; then, h- busy or faulty input-middle 
interstage links which arc overlapped with k. busy or 
faulty middle-output interstage links can be chosen from 
the n, + fl input-middle interstage links and there arc 

ways to do this; finally, we must select the rest of the 
n2 + f A  - k busy or faulty middle-output interstage links 
from the remaining In - n, - 1, busy or faulty input- 
middle interstage links and there are 

TIL - T k i  - f( 0 7k2 -1- fZ - k 

ways to do this. Therefore, the probability that IC pairs of 
links are overlapped is 

The probability can also be attained symmetrically by 
constructing the k busy or faulty input-middle interstagc 
links which are overlapped with IC busy or faulty middle- 
output interstage links by initially selecting n,2 + ,h 
middle-output interstagc links from a total of m 
middle-output interstagc links, then the IC overlapped 
links from n2 + f2, and, finally, the remaining 7 1 , ~  + f, - k 
from m - n,2 - f l .  0 

We have determined the probability that k pairs of links 
are overlapped. We now establish the relationship between 
this fact and the probability that a connection request is not 
blocked. A connection request from input switch i to ontpnt 
switch j is not blocked if there exists at least one path from 
input switch i to output switch .f in which both the input- 
middle and middle-output interstage links are not busy and 
are functional. This condition can be represented by 

711 + n2 + .h + JZ - k < nr, 

which implies 

Given (6) ,  we now need to determine the probability of 
thc simultaneous occurrence of the four events n,l, f l ,  nz 
and Jz.  Since there is dependency between events nland fl, 
and between events nz and f 2 ,  we cannot simply assume 
that the four events are independent. However, we can 
group events nl  and f ,  together, and events n2  and f z  
together. Similar to previous work [13], [14], in order to 
make the calculation possible it is reasonable to assume that 
the occurrence of events nl and ,fl is independent of the 
occurrence of cvcnts nz and Jz  fur sufficiently large 'rL and T.  

Undcr this assumption we have 

Pr{ril,n~,f~,,fz} =Pr{n, l , . f~} ' P V { ~ L ~ , / ' ~ } .  (7)  

Let us calculate Pr{711, f l} and I'r(nz, fz}. We know that 
we cau have at most m input-middle (or middle-output) 
interstage links which may be busy or faulty. Furthermore, 
it is evident that an interstage link cannot bc both busy and 
faulty, which implies that a busy link is functional. 
Therefore, an interstage link can havc three possible states: 

1. faulty 
2. functional and busy 
3.  functional and idle. 
Let p i  denote the probability that an interstage link is 

faulty, l i b  denote the probability that an intcrstage link is 
functional and busy, and q denote the probability that a n  
interstagc link is functional and idle. p, may be specified by 
the network designer and can be determined by examining 
historical data on interstage link failures. However, as we 
shall see, a constraint exists which must be satisfied. Also, i t  
is expected that pi will be rather small, as larger values 
indicate an increasingly unreliable network. Furthermore, 
we need to ensure that pb +pi  5 1 because an interstage 
link cannot be both busy and faulty. As in [18] and [14], let fL 

be the probability that a typical input or output port is busy. 
We assume that the faults are uniformly distributed over 111 

interstage links and the incoming traffic is uniformly 
distributed over all functional interstage links. Thus, for a 
given p,, the average number of functional interstage links 
is (I  - p j ) 7 r ~  and the probability that an interstagc link is 
busy can bc calculated by 

Clearly, p b  is a function of p,. We are interested in thc small 
values of p j  and consider the case fi,i 5 1. Furthermore, 
it is important that values for 'n, m, (1, and p ,  conform to the 
constraint pb + p i  5 1, which implies 

k 2 mRx{O, n~ + 712 + ,I; + f iA  - m + 1). 

Having established a lowcr bound for the k overlapped 
links, it is obvious from Fig. 2 that 
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Therefore, p i  must be chosen such that 

In addition, we represent the probability that an interstage 
link is idle by 

q = I -p,> - 7q. (10) 

To start with, it is reasonable to assume that the number 
of functional and faulty input-middle interstage links (or 
middle-output intcrstage links) follows a binomial distribu- 
tion and the number of busy and idle input-middle 
interstage links (or middle-output interstagc links) also 
follows a binomial distribution, However, given the fact 
that, among the m input-middle (or middle-output) inter- 
stage links, at most n ~ 1 of them can be busy, we can obtain 
a more accurate probability distribution. Therefore, we 
represent the probability of the joint occurrence of events n1 
and f L  as 

and the probability of the joint occurrence of events 712 and 
fz  as 

Given (6)-(lZ), we can now obtain the probability that a 
connectioii request is not blocked, accounting for interstagc 
link failures. It is given by 

See Fig. 3. (13) 
and the blocking probability is 

i’,, = 1 ~ {Pr comicctiori iiot hlockcd}. (14) 

Notc that in (13) the summation indices for f l  and are 
from 0 to m ~ nl and from 0 to n1 ~  TI,^, respectivcly. This is 
to account for the constraints 0 5 nl + fi,ri2 + ,fi 5 m and 
0 5 n,,, n2 5 72. ~ 1. 

Of particular intcrest in the above model is the spccial 
case p j  = 0, where the probability that an interstage link is 
faulty is equal to 0, that is, a fault-free network. Let’s define 
0’ = 1. Thcn, when p j  = 0, (13) becomes 

See Fig. 4. (15) 
Thus, if p i  = 0, (13) reverts to the model for the non-fault- 

tolerant Clos network in (3) .  

5 
In this section, we take a closer look at the new analytical 
model under several network configurations. We are 
primarily interested in the effects of both an increasing 

DISCUSSIONS ON THE ANALYTICAL MODEL 

failure rate and an incrcasing number of middle stagc 
switches, givcn a constant failure rate, on the blocking 
probability given by (13). 

Fig. 5 plots the blocking probability for three network 
configurations: n = 1’ = 16 with 16 5 m, 5 28, 71 = T : 32 
with 32 5 711 5 48, and n, = T = 64 with G4 5 m 5 84 at a 
network utilization of 80 percent for four different inter- 
stage link failurc rates. From Fig. 5, we observe that, for all 
network configurations, given a constant number of middlc 
stage switches and a constant network utilization, as the 
probability of interstagc link failure increases, the blocking 
probability increases. For smaller interstage link failure 
rates, say, p j  5 0.03, the blocking probability increases only 
slightly compared with that of p l  = 0. This indicates that the 
network has a good fault-tolerant capability in this case. 
However, the increasc in blocking probability is more 
dramatical for larger values of p j  (> 0.O:I). 

Furthermore, in Fig. 5, we show the effcct of an 
increasing number of middlc stage switches (71%) on the 
blocking probability givcn by (13). For the four curves 
(pi = 0.0, p ,  = 0.01, p f  = 0.03, and pf = 0.07) shown for 
each plot of Fig. 5, we see that as the numbcr OF middle 
stage switches incrcascs, the blocking probability decreases 
sharply. Each plot also indicates that for two probabilities of 
interstage link failure, pjI and p ig ,  if pi, > ?i j2 then 
cquivalent blocking probability occurs when the number 
of middle stagc switches for the curve for p,, is greater than 
the number of middle stage switches for thc curve for p f 2 .  
For all network configurations, given a constant interstage 
link failurc probability and a constant network utilization, 
incrcasing the number of middle stage switches results in 
decreasing blocking probability. 

Finally, in Table 1, we give more data for different 
network configurations and different values of p j ,  which 
also shows the same trends as discussed for Fig. 5. 

6 EXPERIMENTAL SIMULATIONS 
An experimental study was performed to verify the 
approximations for the blocking probabilities given by thc 
new analytical model (13). We developed a network 
simulator, which employed a random routing algorithm 
and allowed for interstagc link failure, to determine the 
blocking probability of a Clos network given the same set of 
network conditions used to derive the analytical model. 

6.1 Assumptions 
The network for which simulation data was gcnerated is a 
three-stage Clos network. Comparisons between analytical 
data and simulated data wcre based on similar network 
configurations. A network configuration is defincd to be a 
unique sct of five variables: T, the number of input stage 
and output stage switches in the network, 71, the number of 
inputjoutput ports on each input/output switch, m, the 
numbcr of middle stage switches in the network, a, the 
network utilization, and p i ,  the probability that an intcr- 
stage link in the network is faulty. 

6.2 The Network Simulator 
Thc network simulator consists of two main parts: a request 
generator and a request processor. The request generator 
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Iir{conncciii~ t i  t iot, lil(ii:lwii] 

-I ") \n , )  \ o )  \n2)" ''6 " 

(16) 

Fig. 4. Equation (15) 

randomly generates a list of connection requests based on 7, 

the number of input and output stage switches, and I I ,  the 
lumber of input and output ports. A connection request is a 
four-tuple specifying the input port, the input-stage switch, 
the output-stage switch, and the output port. For routing 
purposes, we nced only to bc conccrned with the input and 
output stage switches of the connection request. I-lowever, 
because we need to determine the legality of a connection 
request, thc rcquest generator must additionally geucratc 
the input and output ports of the connection request. The 
list of connection requests is gcnerated before the actual 
simulation commences, as it is used as input to the request 
processor, which processes the list of connection requests. 
To strengthen comparisons among the simulation results, 
for a given 71 (and, likcwisc, r), the request processor 
utilized the same list of connection requests generated by 
the requcst gcncrator. 

Upon simulation startup, to account for intcrstage link 
failures, a certain portion of the interstage links arc markcd 
as faulty. This is accomplished for each interstage link by 

randomly generating a real number :I: such that (1 2 3; 5 1. If 
3: 5 p,, the interstage link is marked as faulty and cannot be 
uscd to route connection requests. These failurcs arc 
considered permanent. To maintain a constant network 
utilization, as specified by ik, the network simulator must 
rclease active connections from the network. This is 
accomplished by the request processor when processing a 
lcgal and satisfiablc connection requcst. Whcn the network 
u1ilii.a tiou is at thc prcscribcd utilization, after establishing 
a connection request in the network, the request processor 
randomly chooses an active connection for termination. By 
doing so, the nctwork utilization is held constant through- 
out the rest of the simulation. Finally, thc blocking 
probability for a network simulation is defined to be the 
number of blocked conuection requests divided by the total 
numbcv of lcgal conncction requests gcncrated. 

6.3 Methodology and Network Configurations 
We were primarily interested in analyzing the approxima- 
tions for the blocking probability of the analytical model to 
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Fig. 5. Blocking probability of the Clos network for the analytical model for n = 7 = 1 ti with I ti 5 m 5 28, 7, ~ i. = 32 with 32 5 ni 5 18 and 7~ : r = 04 
with ti4 5 7 , ~  5 84 at 80 percent network utilization lor four different interstage failure rates. 

see the effect of interstage link failure, using zero interstage 
link failures (7)f = 0) as a basis. We used data generated by 
simulation to verify that the analytical model is consistent 
with repeated trials. 

We examined three network configurations: n, = 'r = l(i 
with 16 -< rn 5 45, n = 1' = 32 with 32 < n~ 5 80, and n = 

r = ti4 with 64 5 m 5 140. For each network configuration, 
we let 50% 5 I L  5 80% in increments of 10 percent and we 
let p i  = {0,0.001,0.005,0.01,0.03,0.07}. For the simulations, 
U represents the network utilization and p ,  represents the 
probability that a n  interstage link is faulty. Therefore, 
blocking probabilities were obtained for the same percen- 
tages. Furthermore, the request processor processed 20,000 
legal connection requests from a list of 2,000, 000 connec- 
tion requests generated by the request generator. 

We chose values for 7n which would allow comparison to 
the Clos deterministic iionblocking condition, 717, 2 2n - I ,  
Values for p i  were chosen on the basis of preliminary 
experimentation which suggested larger values of p i  
yielded blocking probabilities indicative of a network with 
a minimal connecting capability. Of particular interest are 
the approximations for blocking probability given 

0 5 p i  5 0.01, as these values represented failuie rates 
which would seem to be the most practical. 

6.4 Simulation Results 
In this section, we present the data generated for the Clos 
network simulations utilizing a random routing algorithm. 
We were primarily interested in verifying that the two main 
hypotheses discussed in Section 5 were consistent with 
repeated trials. 

Table 2 shows the blocking probabilities resulting from 
the experimental simulations for similar network config- 
urations presented for the analytical model in Table 2. Also, 
the blocking probability curves in Fig. 6 show the rclation- 
ship betwecn the analytical model data and the data 
resulting from the network simulations. First, for all values 
of n and r, we sec that the curves for the analytical model 
show the same trend as the curves for the network 
simulations, indicating that the analytical model is a good 
approximation of the actual blocking probability obtained 
by repeated trials. More specifically, those simulation 
results confirm our two main hypotheses discussed in 
Section 5 for the analytical model. 
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Also, Fig. 6 confirms that, fur a constant network 
utilization and  a constant uumbcr of middle stage switchcs, 
as the probability of link failure increases, the probability 
that a connection request cannot be satisfied increases. For 
small values of p f ,  the increase in blocking probability is 
only within a narrow range. However, for larger values of 
p i ,  the effect of interstage link failure probability is felt more 
dramatically. Furthermore, Fig. 6 demonstrates that as  r 
(and likewise 71,) increases, the effect of interstage link 
failurc is incrcnsingly evident for the network simulations. 
For 7% = F = ID 'md 71 = r = 32 the curves for the network 
simulations are almost identical for p i  L: 0.005 arid 
p~ = 0.01. However, for n, = I = 64 (and somewhat for 
71 = r' = 32) thc blocking probabilitics obtaincd for thc 
smaller of thc two link failurc probabilitics ( p i  = (1.005) 
arc lower than the blocking probabilities shown for pi = 

0.01 and we begin to see the two simulation curves look 
comparatively close to the two curves shown for the 
analytical model. This further demonstrates the consistency 
of the analytical model with rcpeated trials. 

From Fig. 6, we also observe that there is some gap 
bchvcen the analytical results and the simulation results. 

This is mainly because that in the analytical model, every 
input stage switch is assumed to have exactly ( I  -p,)m 
functional intcrstagc links; but in the simulation, it is 
impossible to enforce this assumption. 111 fact, the number 
of functional interstage links for each input stage switch 
may vary depending on where thc faults arc located. Thus, 
the simulation results which were obtained by averaging 
the blocking probabilities of all requests from different 
input stage switches are not exactly the samc as those 
obtaincd by thc aualytical modcl. Sincc the interstage link 
busy probability is inversely proportional to the number of 
functional interstage links as shown in (8), the gap is more 
noticcablc in the case of a largcr p ,  

7 CONCLUSIONS 
In this paper, we have presented a new analytical model for 
the routing blocking probability of the three-stagc Clos 
nctwork in the prcsence of intcrstagc link faults. Because 
the Clos network has a powerful connecting capability and 
is iihxently more fault-tolcrant of interstage link failure 
than many proposed nctwork dcsigns, it continucs to be an 
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TABLE 2 
Blocking Probabilities from Network Simulations for n = P = I O ,  n, = T = 3 2 ,  

and U = T =  ti4 with U = 0.8 and pi = {o,o.ool,o.nns,n.o1,n.n3;0.n7} 

important part of the interconncction network landscape. 
By incorporating interstage link failure, we have seen that 
the proposed model allows for a more accurate and realistic 
measure of blocking probability. We have also simulated a 
Clos network where interstage links can fail randomly upon 
simulation startup and are permanent in nature. Results 
obtained from the simulations have confirmed that the 
analytical model is cnnsistent with repeated trials, indicat- 
ing that it is a reliable predictor of blocking probability fnr 
the network it is intended to model. Our analytical and 
sirnulation results demonstrate that for a smaller interstage 
link failure probability, say, pi < 0.03, the blocking behavior 
of the Clos network is similar to that of a fault-free network 
and indicate that the Clos network has a good fault-tolerant 
capability. The new model prcsents a unified view of 
reliability analysis and traditional methods for the estima- 
t i m  of blocking probability. By doing so, network designers 
can measure the effect of interstage link failure on the 
overall connecting capability of the network. Future work 
may integrate additional network component failurc prob- 
abilities to allow for a determination of the components 
which make the most sense to provide redundancy for, and 

consider other routing algorithms besides randoin routing. 
Another interesting issue is to generalize the model to 
collective communication. 
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