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ABSTRACT

An angle-domain imaging condition is recommended for

multicomponent elastic reverse time migration. The local

slant stack method is used to separate source and receiver

waves into P- and S-waves and simultaneously decompose

them into local plane waves along different propagation di-

rections. We calculated the angle-domain partial images by

crosscorrelating every possible combination of the incident

and scattered plane P- and S-waves and then organized them

into P-P and P-S local image matrices. Local image matrix

preserves all the angle information related to the seismic

events. Thus, by working in the image matrix, it is conve-

nient to perform different angle-domain operations (e.g.,

filtering artifacts, correcting polarity, or conducting illumi-

nation and acquisition aperture compensations). Because lo-

cal image matrix is localized in space, these operations can

be designed to be highly flexible, e.g., target-oriented, dip-

angle-dependent or reflection-angle-dependent. After per-

forming angle-domain operations, we can stack the partial

images in the local image matrix to generate the depth im-

age, or partially sum them up to produce different angle-

domain common image gathers, which can be used for

amplitude versus angle and migration velocity analysis.

We tested several numerical examples to demonstrate the

applications of this angle-domain image condition.

INTRODUCTION

Advances in multicomponent seismic acquisition and computa-

tional capability start to shift the seismic practice from imaging with

pressure waves in an acoustic fluid to imaging using elastic waves

with realistic anisotropic parameters. Due to the elastic properties of

earth materials, both P- and S-waves can propagate within the earth.

The combinations of P- and S-wave data, rather than P-wave data

alone, can yield previously unavailable information about the tar-

gets and give better constrains on the physical properties of subsur-

face. In addition, S-waves are also able, in some cases, to image

structures that P-waves cannot adequately portray, such as those be-

neath the high-velocity bodies. However, more sophisticated ima-

ging techniques are required to extract the new information from the

multicomponent data. By neglecting P- and S-wave couplings dur-

ing migration, some approaches separate the multicomponent data

into P- and S-modes and extrapolate them independently with scalar

propagators (e.g., Zhe and Greenhalgh, 1997; Sun and McMechan,

2001; Hou and Marfurt, 2002) or elastic propagators (e.g., Xie and

Wu, 2005). Other approaches do not separate P- and S-modes on the

surface, but extrapolate the entire multicomponent data at once.

These techniques include Kirchhoff migration (e.g., Kuo and

Dai, 1984; Dai and Kuo, 1986; Hokstad, 2000) and elastic reverse

time migration (RTM) (e.g., Sun and McMechan, 1986; Chang and

McMechan, 1987, 1994). Among the existing migration methods,

elastic RTM can better preserve kinematic and dynamic features of

elastic waves in complex models, and resulting seismic images

more accurately characterize the subsurface. It is further explored

by some authors (e.g., Yan and Sava, 2008; Lu et al., 2009; Yan and

Xie, 2010).

One important issue in the elastic RTM is the imaging condition.

The conventional zero-time-zero-offset crosscorrelation imaging

condition (Claerbout, 1985) sums up waves coming from all direc-

tions. This will create a spatial image that effectively suppresses the

noise in the data but also eliminates the directional information in the

image. In contrast, expanding the image in angle domain, i.e., gen-

erating angle-domain common image gathers (ADCIGs), adds an

extra dimension to the conventional image. For example, the move-

out of the ADCIG carries the phase or traveltime errors for waves

propagating in different angles through the velocity model. They can

be used for migration velocity analysis. Dynamic information such

as amplitude versus angle (AVA) is crucial in reservoir interpretation.

However, complex overburden structures often obscure the signals

from the reservoir. Extracting AVA from the ADCIG provides an

effective way to remove the propagation effect. So imaging in the
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local angle domain and imaging using elastic waves are essential

elements in obtaining reliable petrophysical parameters.

ADCIGs have been extracted in Kirchhoff prestack depth

migration (Xu et al., 2001; Brandsberg-Dahl et al., 2003). For wave

equation based migration, several techniques have been adopted to

extract the ADCIGs. In the source-receiver migration based on dou-

ble square root equation (e.g.,Mosher et al., 1997; Prucha et al., 1999;

Mosher and Foster, 2000; Jin et al., 2002), the angle information can

be obtained from the wavefield in local wavenumber domain.

For shot profile wave-equation migration, available methods fall

into three categories. In the first category, ADCIGs are obtained

by first decomposing source and receiver wavefields into localized

beams with different directions, followed by an imaging condition

applying to these localized beams around the image point. The

ADCIGs can be extracted for either one-way wave equation based

methods (Xie and Wu, 2002; Wu and Chen, 2003; Chen et al.,

2006) or full-wave equation-based RTM (Zhang et al., 2010; and

Xu et al., 2011). With this method, the angle decomposition is inde-

pendent of the image process. The resulted method can be applied to

angle-related analyses other than generating ADCIGs, e.g., direc-

tional illumination (e.g., Wu et al., 2003; Luo et al., 2004; Wu

and Chen, 2002, 2006; Xie et al., 2006; Xie and Yang, 2008; Cao

andWu, 2009b; Mao andWu, 2010), resolution and image amplitude

compensation (e.g., Xie et al., 2005b; Wu et al., 2006; Cao and

Wu, 2009a).

In the second category, ADCIGs are extracted during the imaging

stage, where the extended images with space and/or time lags are

first calculated. For image with space-shift, the ADCIG can be cal-

culated from offset-CIGs through a slant stack (e.g., Rickett and

Sava, 2002; Sava and Fomel, 2003; Biondi and Symes, 2004; Sava

and Vasconcelos, 2011; Sava and Vlad, 2011) or a simple radial-

trace transform in Fourier domain (Sava and Fomel, 2005a,

2005c). The similar procedure can be applied to time-shift image

(Sava and Fomel, 2005b) but for a 3D case, a priori information

on dip angle is required.

Under the third category, the Poynting vector or the polarization

vector of the P-wave is used to determine the wave propagation di-

rection. Some authors (e.g., Zhang and McMechan, 2011a, 2011b;

Yoon et al., 2011) chose to calculate the source wave direction only

and focused on the contributions of one or a few most energetic

phases. Then, with a known reflector dipping angle and assuming

mirror reflection (i.e., the reflector is locally planar), the ADCIG is

calculated. Others (e.g., Dickens and Winbow, 2011) computed the

energy flux directions for the source and receiver wavefields and

extracted angle dependent reflectivity at the imaging point. These

methods are computationally efficient and the resulted ADCIGs

have good angle resolution.

In this paper, an angle decomposition method under the first ca-

tegory is developed and applied to the elastic RTM for ADCIG cal-

culation. We first decompose the reconstructed elastic wavefields

into local plane waves and use them to calculate the angle-domain

partial images. Second, we construct the local image matrix (LIM)

that is composed of all the angle-domain partial images. LIMs for

point scatters and planar reflectors are analyzed. Third, we demon-

strate how to apply angle-domain operations in the LIM and convert

it into ADCIGs as well as the depth image. Finally, a five-layer

model and the Marmousi2 model are used as examples to demon-

strate the feasibility of the approach for generating ADCIGs and

depth images.

WAVEFIELD RECONSTRUCTION

The implementation of elastic RTM consists of two steps: wave-

field reconstruction and application of imaging condition. The first

step is to reconstruct source and receiver wavefields in the subsur-

face using finite difference scheme. On the source-side, the wave-

fields are reconstructed by solving elastic wave equation with a

driving source (Aki and Richards, 1980)

ρ
∂2uðx; tÞ

∂t2
− ∇ · σðx; tÞ ¼ δðx − xSÞsðtÞ; (1)

where sðtÞ is the source time function, xS is the source location;

uðx; tÞ is the displacement wavefield, σðx; tÞ is the stress tensor

wavefield. In an isotropic medium, the relationship between stress

and displacement is

σ ¼ λI∇ · uþ μð∇uþ u∇Þ; (2)

where ρ is the density, λ and μ are the Lame’s constants, I is the

identity matrix. On the receiver-side, the recorded multicomponent

data are set to be the boundary condition of the elastic wave

equation

�

ρ
∂2uðx;tÞ

∂t2
− ∇ · σðx; tÞ ¼ 0;

uðx; tÞjB ¼ u0ðx; tÞ;
(3)

where u0ðx; tÞ is the multicomponent seismic data recorded at the

receiving surface B. Note that the above boundary condition is valid

only for a plane surface. Otherwise, a complete boundary condition

including displacement and stress may be required.

MODE SEPARATION AND ANGLE

DECOMPOSITION

In the elastic RTM scenario, the reconstructed wavefields are vec-

torized and P- and S-modes are coupled. The image formed by direct

crosscorrelation of source and receiver wavefields mixes the contri-

butions from P- and S-waves and is difficult to interpret. To get the

images with clear physical meaning, it is preferred to separate P- and

S-modes, and implement the imaging condition as crosscorrelation of

pure wave modes. In an isotropic medium, the mode separation can

be achieved in space domain (Sun et al., 2001; Yan and Sava, 2008)

or wavenumber domain (Dellinger and Etgen, 1990; Zhang and

McMechan, 2010). The space-domain divergence and curl can sepa-

rate a mixed-mode wavefield into P- and S-waves but introduce

distortions in the separated wavefields (Sun et al., 2001). On the

contrary, the wavenumber- or slowness-domain separation preserves

the waveforms of the original wavefield. Given a propagation direc-

tion at an image location, P-wave polarization is parallel to it while

S-wave polarization is perpendicular to it; P- and S-waves can be

separated by projecting the displacement to the two polarization

directions.

To build an angle-domain imaging condition, P- and S-modes

need to be decomposed into superposition of local plane waves

(or beams) propagating in various directions. Techniques such as

local slant stack (Xie and Wu, 2002) and beamlet decomposition

(Wu and Chen, 2002, 2003; Soubaras, 2003; Chen et al., 2006;

Wu et al., 2008; Wu and Mao, 2007) have been developed for

one-way wave equation based migration methods. However, they
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may not lead to good results when applied to RTM. To handle the

full wavefield, calculations need be performed in horizontal and

vertical directions (Cao and Wu, 2009b). Time-domain local slant

stack (Xie and Lay, 1994; Xie et al., 2005a; Xie and Yang, 2008;

Yan and Xie, 2009, 2010) and windowed fast Fourier transform

(FFT) (Zhang et al., 2010; Xu et al., 2011) have been proposed

for this purpose. Here, by combining the method for one-way mi-

gration (slant stack in frequency domain) and the time-domain

method (slant stack in multidimensional space), we present a slow-

ness-based decomposition implemented simultaneously with the

mode separation. We first use the Fourier transform to convert

the reconstructed wavefields from time domain to frequency do-

main. In the frequency domain, the mixed-mode wavefield

uðx;ωÞ is decomposed into P- and S-components localized in space

and slowness

uPðp; x;ωÞ ¼

Z

Wðx 0 − xÞê · ½uðx 0;ωÞ · ê�

× e−iωðx
0−xÞ·pdx 0; (4)

uSðp; x;ωÞ ¼

Z

Wðx 0 − xÞê × ½uðx 0;ωÞ × ê�

× e−iωðx
0−xÞ·pdx 0; (5)

where uPðp; x;ωÞ and uSðp; x;ωÞ are the P- and S-waves in local

slowness domain, Wðx 0 − xÞ is a window function centered at x, p

is the slowness vector and ê ¼ p∕p is a unit vector toward the

propagation direction, p is the absolute value of p.

Illustrated in Figure 1 is a flowchart of slowness analysis at an

image point x in 2D geometry. The frequency-

domain wavefields are sampled by a spatial win-

dow and shown as data volumes 1a and 1b. Using

equations 4 and 5, they can be transformed to

slowness-frequency data volumes 1c and 1d.

Shown in Figure 1e and 1f are the cross sections

of data volumes 1c and 1d at the dominant fre-

quency. They illustrate in the slowness domain

the wave energy is distributed around P- and

S-wave dispersion circles and each energy peak

denotes a local plane wave. This indicates, to de-

compose the elastic wavefield into local plane

waves, we do not need compute every compo-

nent in the slowness domain. Rather, we only cal-

culate along dispersion circles. In this way, the

computational cost will be tremendously re-

duced. Thus, instead convert 1a and 1b into 1c

and 1d, we calculate 1g and 1h, which are two

cylindrical surfaces: the inner and outer ones

are for P- and S-waves, respectively. In the 2D

case, the decomposition process can be written as

uPðx;ωÞ ¼
X

θ

uPðθ; x;ωÞ; (6)

uSðx;ωÞ ¼
X

θ

uSðθ; x;ωÞ; (7)

where

uPðθ; x;ωÞ ¼ ωpPu
Pðp ¼ pPê; x;ωÞ; (8)

uSðθ; x;ωÞ ¼ ωpSu
Sðp ¼ pSê; x;ωÞ; (9)

where uPðθ; x;ωÞ and uSðθ; x;ωÞ are the local plane P- and S-

waves, θ is the propagation direction of local plane waves indicated

by the unit vector ê, pP ¼ 1∕V̄P and pS ¼ 1∕V̄S are the absolute

values of P- and S-wave slowness vectors, respectively, and V̄P

and V̄S are the average P- and S-wave velocities in the sampling

window. ωpP and ωpS are the Jacobians of 2D slowness-to-angle

tranformation.

As an example, we demonstrate the results of slowness analysis

in an elastic model. Shown in Figure 2 is a snapshot of the receiver-

side wavefield overlapped on a five-layer velocity model with its

parameters listed in Table 1. On the top and bottom of the figure

are samples of slowness analyses at the selected locations indicated

in the wavefield. For this convergent wavefield, the slowness vec-

tors, i.e., the vectors from the origin of the polar coordinate to these

energy peaks, reveal the wave propagation directions and their

slowness. At locations simultaneously swept by multiple wave-

fronts, multiple energy peaks are shown in slowness domain with

each peak related to a local plane wave. Following the dispersion

relations within the sampling window W, all the P-wave peaks fall

on the inner circle with a radius of 1∕V̄P and all the S-wave peaks

fall on the outer circle with a radius of 1∕V̄S. With the increase of

depth, the radii of these circles become smaller due to the increase

of velocities. These results demonstrate that the directional informa-

tion of P- and S-waves can be fully extracted from their dispersion

circles.
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Figure 1. The workflow of slowness analysis. The space-frequency domain source and
receiver wavefields (a and b) are transformed to slowness domain data (c and d); (e and
f) are cross sections of (c and d) at dominant frequency. Note, in the slowness domain,
local plane waves appear as energy peaks fall on the dispersion circles. Thus, the slow-
ness analyses only need to be calculated for cylindrical regions in (g and h). For details,
see the text.
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ANGLE-DOMAIN IMAGING CONDITION

Similar to the conventional imaging condition, the image for

elastic waves can be expressed as the crosscorrelation between

the incident (source side) and scattered (receiver side) P- and

S-waves, i.e.,

IPPðxÞ ¼
X

ω

uPs ðx;ωÞ½u
P
gðx;ωÞ�

�; (10)

and

IPSðxÞ ¼
X

ω

uPs ðx;ωÞ½u
S
gðx;ωÞ�

�; (11)

where I is the depth image; scalar u is the complex amplitudes of

the wavefields; � denotes complex conjugate; superscripts P and S

denote the wave types and subscripts s and g denote the source and

receiver waves. To obtain the angle-domain imaging condition, we

substitute equations 6 and 7 into equations 10 and 11 and obtain

IPPðxÞ ¼
X

θs

X

θg

IPPðθs; θg; xÞ; (12)

and

IPSðxÞ ¼
X

θs

X

θg

IPSðθs; θg; xÞ; (13)

where

IPPðθs; θg; xÞ ¼
X

ω

½êPs

· uPs ðθs; x;ωÞ�½ê
P
g · uPg ðθg; x;ωÞ�

�;

(14)

IPSðθs; θg; xÞ ¼
X

ω

½êPs · uPs ðθs; x;ωÞ�

× ½êSg · u
S
gðθg; x;ωÞ · ên�

�;

(15)

are angle-domain partial images for P-P and P-S

scatterings, uPs , u
P
g and uSg are all local plane P-

and S-waves. êPs , ê
P
g and êSg are unit vectors indi-

cating their propagation directions; θs and θg are

incident and scattering angles, respectively. ên is

the normal vector perpendicular to the propaga-

tion plane in which êPs and êSg are lying.

LOCAL IMAGE MATRIX

At a given image point, we can organize all

the partial images in equation 12 or 13, into a

matrix according to their incident and scatter-

ing angles. This matrix is called “LIM” (e.g.,

Xie and Wu, 2002; Wu and Chen, 2003). Many

important features regarding the velocity mod-

els, reflector properties, and acquisition geome-

try can be revealed by investigating the LIM.

We will explore some of these features using

numerical examples.

LIM for point scatters

We investigate LIMs for point scatters having perturbations of

different elastic parameters. Without losing generality, consider a

z-direction P-wave incident on scatters with three different types

of perturbations: density ρ, and Lame’s constants λ and μ. The in-

teraction of incident wave and perturbation generate scattered

waves that are illustrated in Figure 3a to 3c. Different perturbations

lead to different radiation patterns that are listed in Table 2 (Wu,

1985). The perturbation δλ generates only scattered P-wave,

whereas the perturbation δρ or δμ generate scattered P- and S-

waves. We record scattered P- and S-waves from all directions
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Figure 2. Slowness analyses performed for the receiver-side wavefield in a five-layer
model. In the center is the velocity model overlapped by the vertical-component wave-
field at t ¼ T − 0.85s, where T is the total recording time; (a-h) are slowness domain
energy distributions at selected locations indicated in the model.

Table 1. The P- and S-wave velocities and density of the model.

Layer P-velocity S-velocity Density

km∕s km∕s g∕cm3

1 3.50 2.00 2.00

2 3.70 2.12 2.04

3 4.00 2.30 2.10

4 4.20 2.42 2.14

5 4.50 2.60 2.20
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and back-propagate them to calculate the LIMs of these scatters.

The related P-P LIMs are shown in Figure 3d–3f, and P-S LIMs

are shown in Figure 3g–3i. In each LIM, the partial images of these

scatters form a common-incident angle strip in LIM at 0° (i.e., the

z-direction). The patterns of the image vividly reveal the radiation

patterns from different types of perturbations. For a scatter com-

posed of perturbations δρ, δλ, and δμ, its radiation pattern will

be the combination of three basic patterns, and the resultant LIM

will be the linear combination of the basic LIMs shown in Figure 3.

This will be useful in investigating diffraction

points (Zhu and Wu, 2010) or detecting scatter-

ing properties of a fractured reservoir (Zheng

et al., 2011).

LIM for planar reflectors

A planar reflector can be considered as a line

of continuous scatters. The scattered waves from

all scatters interfere with each other, forming a

reflection wave propagating in a direction dic-

tated by Snell’s Law. The sketch in Figure 4a

illustrates the process that an incident wave along

θs generates a scattered wave along θg at a lo-

cally planar reflector. For convenience, we trans-

fer the acquisition coordinate ðθs; θgÞ into target

coordinate ðθr; θdÞ, where θd is the target dip-

ping angle and θr is the reflection angle defined

as the incident angle relative to the reflector

normal.

For the P-P reflection, the coordinate trans-

form can be expressed as (e.g., Xie and Wu,

2002)

θd ¼ ðθs þ θgÞ∕2; (16)

and

θr ¼ ðθs − θgÞ∕2: (17)

For the P-S reflection, the coordinate transform is

(e.g., Yan and Xie, 2010)

θd ¼ tan−1
V̄S sin θs þ V̄P sin θg

V̄S cos θs þ V̄P cos θg
; (18)

and

θr ¼ θs − θd: (19)

With these transforms, the LIM can be written as a function of dip-

ping and reflection angles instead of incident and scattering angles.

For a reflection event illustrated in Figure 4a, Figure 4b and 4c are

their P-P and P-S LIMs, where the horizontal and vertical axes are

incident and scattering angles, and the main (from upper left to low-

er right) and secondary (from upper right to lower left) diagonals are

reflection and dipping angle axes. Due to different reflection angles

for P- and S-waves, the reflection angle axis in the P-S LIM is

curved with the curvature depends on V̄P to V̄S ratio. In the P-S

LIM, there are two shadow zones in which the incident P-wave

and scattered S-wave cannot satisfy Snell’s Law.

We use the same five-layer model as used in the previous section

to demonstrate the relationship between the local reflector geome-

tries and the energy distributions in the LIMs. Shown in the middle

of Figure 5 is the velocity model, in which locations A to D are

selected to calculate the LIMs. The model is illuminated by

24 sources and 300 fixed receivers, both covering the entire surface

of the model. The LIMs in the top row are for P-P image. At point
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Figure 3. Local image matrices for point scatters with different elastic parameter per-
turbations, left column: density ρ, middle column: Lame’s constant λ, and right column:
shear modulus μ; (a-c) are their vectorized displacements of the scattered waves; (d-f)
are P-P LIMs, and (g-i) are P-S LIMs.

Table 2. The radiation patterns of scattered P- and S-waves
due to perturbations of different elastic parameters.

Perturbations δρ δλ δμ

P-P scattering cos θ · δρ
ρ0

−1 · δλ
λ0

−ð1þ cos 2θÞ · δμ
μ0

P-S scattering sin θ · δρ
ρ0

0 · δλ
λ0

sin 2θ · δμ
μ0

θ: The scattering angle relative to the incident direction
ρ0: The background density
λ0: The background Lame’s first parameters
μ0: The background shear modulus
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A, the shape of the reflector is severely away from a planar interface

and the image is largely generated by diffracted waves from broad

directions. In this context, it is similar to a point scatter. In the

related LIM, the energy is distributed over a broad area. Point B

is located on a dipping planar interface. To satisfy Snell’s

Law, the energy is distributed along a strip. Its intersection with

the dipping axis gives a dipping angle of approximately 15°, which

agrees well with the reflector geometry. The extension of the strip

along the reflection axis reveals the illumination coverage at the

target. Point C is located on a dipping reflector with slight curvature.

The energy distribution in the LIM indicates that

the local dip is about 30°. Because of the steep

dip angle, the local acquisition aperture is rela-

tively small. Thus, the energy distribution has

limited extension along reflection axis and the

illumination to this point is relatively poor. Point

D is located on a horizontal interface. The energy

is distributed at zero dip and, due to located at a

great depth, spans a relatively narrow reflection

angle compared with that for point B. The bot-

tom row shows LIMs for P-S image. The energy

distributions in these LIMs follow the curvature

of reflection angle axis. They reveal the same dip

information as in P-P LIMs but have slightly dif-

ferent reflection-angle coverage. Note that in P-S

LIMs, the P-S conversion is zero at normal inci-

dence, where the sign of images reverses.

ANGLE-DOMAIN OPERATIONS

ON LIM

LIM is expanded from an image pixel with all

the related angle information. It is convenient to

apply various angle domain operations in the

LIM. For example, we can conduct illumination

compensation, eliminate unwanted signals, or

correct polarization in the LIM (Yan and Xie,

2009, 2010). These operations can be designed

highly flexible, e.g., target-oriented, dip-angle-

dependent, or reflection-angle-dependent. Here,

as examples, we introduce some operations in

the LIM to extract angle gathers and to improve

the P-P and P-S depth images..

Extracting ADCIG

For a planar reflector, energy is located along a

strip in LIM where Snell’s Law is satisfied (see,

e.g., Figure 5b1–5d1 and 5b2–5d2). Summing

up the energy along the common reflection-angle

direction will produce the ADCIGs:

IPPðθr; xÞ ¼
X

θd

IPPðθr; θd; xÞ; (20)

IPSðθr; xÞ ¼
X

θd

IPSðθr; θd; xÞ: (21)

If the local dip of the reflector can be acquired

from some prior information, e.g., from the mi-

grated image, ADCIG can be directly picked

from the LIM at θd ¼ reflector dip angle.
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Eliminating spurious artifacts in P-P image

In Figure 5, some weak energy appears along reflection angles

�π∕2 for P-P LIM at point A. At this location, beside the true re-

flections, the forward-propagated and back-propagated head waves

meet in phase and spuriously correlate. In a long range, these signals

appear as low-wavenumber artifacts in the RTM image. Similar

events also are generated by diving waves and back-scattered waves

(Yoon et al., 2004). They are particularly serious where high-

velocity contrast or gradient exists.

Several methods have been proposed to remove these artifacts,

e.g., using different filters at the post image stage (e.g., Youn

and Zhou, 2001; Mulder and Plessix, 2004; Guitton et al.,

2006), or adopting a nonreflecting wave equation (e.g., Baysal

et al., 1983; Fletcher et al., 2005). Another technique is to apply

an angle-related weighting function in the imaging condition to

eliminate the very wide-angle signals (e.g., Yoon et al., 2004;

Xie and Wu, 2006; Liu et al., 2007; Suh and Cai, 2009; Yan

and Xie, 2009).

Here, we introduce an angle-domain filter in the LIM to block the

very wide-angle energy from entering the image. The resulted

angle-domain imaging condition can be expressed as

IPPðxÞ ¼
X

θr

X

θd

MPPðθr; θdÞI
PPðθr; θd; xÞ; (22)

where MPPðθr; θdÞ is designed to attenuate events with very wide

reflection angles. For example, we can choose to eliminate the en-

ergy with reflection angles larger than certain values from the LIM.

Correcting polarity reversal in P-S image

The P-S image usually does not involve artifacts as those that

appear in the P-P image. However, polarity reversal occurs because

S-wave changes its polarity when crossing the normal incidence

(Balch and Erdemir, 1994) (see, e.g., Figure 5a2–5d2). The pola-

rities must be corrected otherwise destructive interference will occur

when summing up the partial images into the final image (Lu et al.,

2010; Yan and Xie, 2010). Because the polarity of P-S image is

controlled by the reflection angles, it is natural to conduct this cor-

rection in the LIM. Thus, we apply an angle-domain operator to the

P-S partial images

IPSðxÞ ¼
X

θr

X

θd

MPSðθr; θdÞI
PSðθr; θd; xÞ; (23)

where

MPSðθr; θdÞ ¼

8

<

:

1 θr > 0

0 θr ¼ 0

−1 θr < 0

(24)

is a reflection-angle-dependent operator for correcting the polarity.

NUMERICAL EXAMPLES

We use two examples to demonstrate the calculations of angle

gathers and migration images. The first model is the same five-layer

model used in the previous section. The synthetic data set is gen-

erated using 26 explosion sources and 300 receivers both covering

the entire surface of the model. The space between the sources is

0.24 km and the interval between the receivers is 0.024 km. The

source time function is a 15-Hz Ricker wavelet. A fourth-order elas-

tic finite difference code is used to extrapolate the source and re-

ceiver wavefields. Figures 6, 7, and 8 are P-P and P-S ADCIGs

obtained from the true velocity model, and models with þ10%

and −10% velocity errors. These ADCIGs are calculated at nine

horizontal locations from 0.6 to 5.4 km at an interval of 0.6 km

and range between −60° and 60°. The polarity of P-S gathers

has been corrected. The flat gathers in Figure 6 are from the true

velocity model. The gathers that curve down are from the fast mod-

el, whereas the gathers that curve up are from the slow model. The

actual angular span depends on the effective acquisition aperture

and, in general, decreases with the increasing depth. For the sections

of reflectors where steep dip angles are involved, the angular span is

smaller because of the reduced effective acquisition aperture. Given

the acquisition geometry, P-S gathers usually has wider angle cover-

age compared with the P-P image. Figure 9a and 9b is the corre-

spondent P-P and P-S images after applying the angle-domain

operators, i.e., equation 21 and 23, respectively. The two images

are quite clean and consistent. Due to its shorter wavelength, the

P-S image has higher resolution than the P-P image.

Next, we test our techniques on the Marmousi2 model (Martin

et al., 2002). The P- and S-wave velocities and the density are illu-

strated in Figure 10. The synthetic data set is modeled using 111

surface sources that are located between distances 3.0 and

14.0 km at an interval of 0.1 km. The source time function is a

30-Hz Ricker wavelet. Receivers are located on the seafloor and

spaced 0.0125 km apart. For each shot, 361 bilateral receivers

are switched on to record the reflection signals. Shown in Figures 11

and 12 are P-P and P-S angle gathers extracted from the data set.

These angle gathers are calculated at 17 vertical lines starting from

distance 4.5 km with an interval of 0.5 km. The angle range is

−68° to 68°. The P-S gathers appear sharper than the P-P gathers

because they involve shorter wavelength. Because the correct
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velocity model is used, the common image gathers generally are

flat, except at some steep reflectors where the P-S gathers are a little

twisted. Due to limited acquisition aperture and existing velocity

gradient, the steep reflectors are mostly illuminated by near normal

incident P-waves. Because the P-S conversion is inefficient at small

reflection angles, the P-S gathers are usually weaker for steep

dip reflectors. Figure 13a and 13b compares the P-P images

before and after applying the angle-domain filter. Due to wide angle

reflections, the P-P image without angle filter is masked by strong
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artifacts, especially at the shallow regions. With the angle-domain

imaging condition, the artifacts effectively are removed, whereas

the images of the interfaces are well kept. Shown in Figure 14a

is the P-S image without applying the angle-domain operator, where

some partial images from different shots cancel each other out,

causing the blurring of the image. After polarization correction,

the image in Figure 14b greatly is enhanced.

DISCUSSIONS

To extract the angle-related information from the wavefield, in-

tegral method (e.g., slant stack or windowed FFT) and differential

method (e.g., calculate the Poynting vector or displacement vector)

can be used. The former is more stable but relatively time-consum-

ing and the latter is more efficient but may lead to unstable results in

a complicated wavefield. For example, in a complex velocity model,

multiple wavefronts may simultaneously arrive at a given location

from various directions. The differential method may give an

ambiguous result, due to its incapability to identify multiple propa-

gation directions.

To properly conduct angle decomposition, choosing correct win-

dow size, shape, and sampling rate are crucial. According to uncer-

tainty principle, there is always a trade-off between the space and

angle resolution. A larger sampling window improves the angle ac-

curacy but makes the result less localized in space, and vice versa.

We choose the window size that is one to two wavelengths at the

dominant frequency. Within this range, a complex wavefront can be

decomposed into a superposition of local plane waves and their

propagation directions can be extracted properly. Different window
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sizes are used for P- and S-modes due to their different wavelengths.

To avoid the numerical aliasing caused by coarse sampling, we

choose a sampling rate about twice per minimum wavelength. In

all the examples presented here, we use simple rectangular win-

dows. Though quite simple, it yields better angle resolution com-

pared with window functions with edge tapers, such as the Gaussian

window.

We compare the efficiency of our method with conventional local

slant stack and windowed FFT method. Conventional local slant

stacking is implemented in the entire slowness/wavenumber space.

The slant stack along the dispersion circles can save tremendous

computations and it is usually one to two orders of magnitude faster.

In addition, the proposed method directly generates angle compo-

nents while windowed FFT outputs wavenumber components, fol-

lowed by a conversion from wavenumber to angle. To output finely

sampled angle components, zero padding around the spatial win-

dow is usually required by the windowed FFT but not required

by the local slant stack. Even though FFT is a fast algorithm, it will

raise considerably the computational cost to enlarge the window

size. On the other hand, it will lower the efficiency of our method

to increase the number of directions, but will not affect the wind-

owed FFT method. In general, the efficiencies of the local slant

stack along the dispersion circle and the windowed FFT methods

are comparable and are dependent on the detailed treatments. Zhang

et al. (2010) and Xu et al. (2011) extensively discussed methods to

improve the efficiency of the windowed FFT method.

CONCLUSIONS

For elastic RTM, we present a slowness-based method to decom-

pose the P- and S-waves into angle components and formulate the

angle-domain partial image as the crosscorrelation of the decom-

posed local plane waves. Collecting all the angle-domain partial

images, we construct the LIMs for P-P and P-S images. LIM is

a convenient tool for investigating the angle-related problems in

wave propagation and imaging. Sorting the energy in LIM can gen-

erate different ADCIGs that can be used for velocity, amplitude, and

illumination analyses. The target is not necessarily locally planar as

required by other methods. For point scatters, their radiation pat-

terns in the LIM are related to the material properties of elastic per-

turbations. For a locally planar reflector, the incident and scattered

waves are controlled by Snell’s Law. In the P-P LIM, the energy

forms a strip, and for the P-S image the energy forms a curved strip

because reflection angles are different for incident and scattered

waves. Summing up energy in the LIM produces the depth image.

Angle-related operations, e.g., eliminating the unwanted artifacts,

correcting for acquisition aperture effect or polarization effect,

can be conveniently performed in LIM and lead to ADCIGs or mi-

gration images with improved quality. To validate our method, P-P

and P-S angle gathers and images are computed for the synthetic

data sets generated from a five-layer elastic model and the elastic

Marmousi2 model. The current technique can be extended to 3D

isotropic and anisotropic cases.
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