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ABSTRACT 

A method of " l ea rn ing from observat ion" la 
presented which s t ruc tu res a c o l l e c t i o n of ob jecta 
i n t o h ie ra rch ies of subcategor ies, such tha t each 
subcategory la character ised by a con junct ive 
d e s c r i p t i o n i nvo l v i ng r e l a t i o n s on selected ob ject 
a t t r i b u t e s . The conjunct ive descr ip t ions sprout ing 
from each node are mutual ly d i s j o i n t and opt imal aa 
a group according to a f l e x i b l y def ined c r i t e r i o n . 
Each l e v e l of the h ierarchy Is determined by an 
i t e r a t i v e procaaa which r e p e t i t i v e l y app l ies a 
vera lon of the A* search a lgo r i t hm. 

Experiments w i t h the program CLUSTER/PAF 
implementing the method ind i ca te tha t the obtained 
h ie ra rch ies represent so lu t ions which have a simple 
conceptual I n t e r p r e t a t i o n and which seem to agree 
we l l w i th the way people a t ruc tu re ob jec ta . 

I INTRODUCTION 

The problem of i n t e l l i g e n t l y s t r u c t u r i n g a 
g iven c o l l e c t i o n o f e n t i t l e s haa p r a c t i c a l 
s i g n i f i c a n c e not only f o r appl ied sciences in 
genera l , but alao f o r designing and implementing AI 
systerns. For example, knowledge about the 
s t r u c t u r e under ly ing given data can help in 
reducing the aearch apace in problem s o l v i n g , in 
o rgan is ing large data baaea (or r u l e baaea), In 
d i v i d i n g knowledge a c q u i s i t i o n tssks i n t o use fu l 
subcaeea, or In concisely cha rac te r i s ing a la rge 
c o l l e c t i o n of objects fo r human understanding. 

The problem of data a t r u c t u r l n g can be viewed 
aa a problem of " lea rn ing from observat ion" 
( " l ea rn i ng wi thout a teacher " ) . A simple form of 
data a t r uc tu r l ng la c l u s t e r i n g , which determines a 
h ierarchy of aubcategorlea (" "c lusters") w i t h i n a 
g iven c o l l e c t i o n o f ob jec ts . In the t r a d i t i o n a l 
methoda of c l u s t e r i n g , developed in c l u s t e r 
analyaia and numerical taxonomy [ 6 ] , the basis f o r 
forming subcategories is a "degree of s i m i l a r i t y " 
between ob jec ts : the subcategorlea are c o l l e c t i o n s 
of ob jecta whoae i n t r a - c l u s t e r s i m i l a r i t y ia high 
and i n t e r - c l u s t e r s i m i l a r i t y Is low. 

The t r a d i t i o n a l c l u s t e r i n g techniques have one 
major diaadvantage. Since the only basis f o r 
forming c lua tera is the degree of ob ject s i m i l a r i t y 
(which is a measure dependent only on proper t ies of 

This research was supported in par t by the Nat iona l 
Science Foundation grant No. MCS-79-06614, the 
Un i ve r s i t y of Parla IX, and INRIA (France) . 

compared o b j e c t s ) , the r e s u l t i n g c l us te rs do not 
necessar i ly have any simple conceptual 
I n t e r p r e t a t i o n . The problem of determining the 
"meaning" o f the obtained c lus te rs is simply l e f t 
to the researcher. This disadvantage is 
s i g n i f i c a n t becauae a reaearcher t y p i c a l l y wants 
not only to f i n d c l u s t e r s , but alao wants to f i n d 
an explanat ion of the c lus te rs in human terms. 

This paper la concerned w i t h the problem of 
determining s h i e r a r c h i c a l s t ruc tu re under ly ing a 
given c o l l e c t i o n of ob j ec t s , in which each node 
corresponds to a aubcategory of ob jects 
character ised by a con junc t ive concept (a l o g i c a l 
product of r e l a t i o n s on selected object 
a t t r i b u t e s ) . S t ruc tu r i ng ob jects i n t o such 
"con junct ive h le ra rch iea " i s c a l l e d con junc t ive 
conceptual c l u s t e r i n g . 

The idea of conceptual c l u s t e r i n g and a 
general method f o r determining conjunct ive 
h le ra rch iea was Introduced In [ 3 ] . This paper 
discusses in more d e t a i l one s p e c i f i c a lgor i thm 
(Implemented in the program CLUSTER/PAF) and 
I l l u s t r a t e s i t by a p r a c t i c a l problem found in 
muelcology. 

II THE SIMILARITY MEASURE VERSUS 
CONCEPTUAL COHESIVENESS 

The s i m i l a r i t y between any two ob jects in the 
populat ion to be c luatered is character ised in the 
convent ional data ana lys is methods by a a ing le 
number—the value of the s i m i l a r i t y f unc t i on 
appl ied to symbolic deacr ip t iona of ob jec ts ("data 
p o i n t s " ) . These desc r ip t i ons are t y p i c a l l y 
vec to ra , whoae components represent scores on 
selected q u a l i t a t i v e or q u a n t i t a t i v e var iab les used 
to descr ibe ob jec ts . Frequently a rec ip roca l of a 
distance measure Is used as a s i m i l a r i t y f u n c t i o n . 

Since the s i m i l a r i t y f unc t i on i s so le ly 
dependent on the proper t ies of i n d i v i d u a l ob jec ta , 
the t r a d i t i o n a l methods are fundamentally unable to 
capture the "Gestal t p rope r t i es " of ob jects tha t 
character ise a c o l l e c t i o n of ob jec ts as one whole 
and are not de r i vab le by consider ing ob jects 
i n d i v i d u a l l y . In order to detect auch p rope r t i es , 
the system must know not only the data po in t s , but 
a lao c e r t a i n "concepta". To i l l u s t r a t e t h i s p o i n t , 
l e t us consider a problem of c l u s t e r i n g data po in ts 
In Figure 1 . 
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A person consider ing the problem In Figure I 
would t y p i c a l l y describe I t as "two c i r c l e s " . 
Thus, the po in ts A and B, although being very 
c lose , are placed in separate c l u s t e r s . Here, 
human s o l u t i o n involves p a r t i t i o n i n g the data 
po in ts I n t o groups not on the basis of palrwlse 
distance between p o i n t s , but on the basis of 
"concept membership." This means tha t the po in ts 
are placed in the same c lus te r if together they 
represent the same concept. In our example the 
concept is a c i r c l e . 

This idea is the basis of conceptual 
c l u s t e r i n g . From the view of conceptual 
c l u s t e r i n g , the " s i m i l a r i t y " between two data 
points A and B, which we w i l l c a l l the conceptual 
coheslveness, depends not only on these po in ts but 
a lso on a set of concepts which are ava i lab le fo r 
descr ib ing A and B together. In t h i s paper the 
concepts into which objects are s t ruc tured are 
con junct ive descr ip t ions invo lv ing r e l a t i o n s on 
selected object a t t r i b u t e s . 

I l l TERMINOLOGY 

This sec t ion gives a b r i e f overview of 
terminology. A more de ta i l ed presentat ion is 
contained i n [ 3 ] . 

A. Var iab les and Their Types 

Let X 1 , X 2 , . . . , x n denote d i sc re te var iab les 
which are selected to descr ibe ob jec ts In the 
popu la t ion to be analysed. For each va r iab le a 
value set (or domain) Is de f ined, which contains 
a l l poss ib le values t h i s va r iab le can take f o r any 
object in the popu la t ion . We s h a l l assume that the 
value sets o f var iab les x j , 1 - 1 , 2 , . . . , n are f i n i t e . 
In genera l , the value sets may d i f f e r not only w i th 
respect to t h e i r s i ze , but a lso w i t h respect to the 
s t r uc tu re r e l a t i n g t h e i r elements ( r e f l e c t i n g the 
scale of measurement). We d i s t i n g u i s h between 
nominal ( q u a l i t a t i v e ) , l i n e a r ( q u a n t i t a t i v e ) , and 
s t ruc tu red va r i ab les , whose domains are unordered, 
l i n e a r , and t ree ordered se ts , respec t i ve l y . The 
s t ruc tu red var iab les represent genera l i za t i on 
h ie rarch ies of re la ted concepts. 

B. Event Space and Syntact ic Distance 

An event e is def ined as any sequence of 
values of var iab les X 1 , X 2 , • • • , x n . The set of a l l 
poss ib le events, E, Is ca l l ed the event space. The 
syn tac t i c d is tance , 6(e^,e2)> between two events e^ 
and 02 Is the number of var iab les which have 
d i f f e r e n t values in e^ and e2« 

Any set of events f o r which there ex i s t s an 
^-complex s a t i s f i e d by these events and only by 
these events Is ca l l ed a set-complex o r , b r i e f l y an 
s-complex. Henceforth, I f a Is an l-complex, then 
by & we w i l l denote the corresponding s-complex, 
I . e . , the set of events described by the l-complex. 
For s i m p l i c i t y , whenever the d i s t i n c t i o n between an 
l-complex and an s-complex Is not impor tant , then 
we w i l l use j us t the term complex. 

E_. Sparseness 

Let E be a set of events In E, which represent 
ob jec ts to be c lus te red . The events in E are 
ca l l ed data events (or observed events) and events 
In E \ E ( I . e . , events In E which are not data 
events) are ca l led empty events (or unobserved 
events ) . Let & be an s-complex which covers 
( Inc ludes) some data events and some empty events. 
The number of data events (po in ts ) In & Is denoted 
by p ( 6 ) . The number of empty events In 6 Is ca l l ed 
the sparseness and denoted by * ( £ ) • The t o t a l 
number of events In 6 Is thus t ( f i ) - p(6) + s ( 6 ) . 

The Jt-complex can be viewed as a general ised 
desc r i p t i on of the data events contained In the 
corresponding s-complex. The sparseness, as 
def ined above, can be used as a simple measure of 
the degree to which the Jl-complex general ises over 
(or " f i t s " ) the data events. I f the sparseness Is 
sero, then the desc r ip t i on covers only data events 
("zero degree of g e n e r a l i s a t i o n " ) . As the 
sparseness of the complex Increases, so does the 

*VLi Is the var iab le-va lued l og i c system one, which 
uses such se lectors [2J . 
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degree to which i t general izes over the data 
events. A re la ted but more preclae measure of the 
degree of gene ra l i sa t i on Is the In fo rmat ion-
theo re t i c uncer ta in ty of the l o c a t i o n of data 
events in the complex [ 3 ] . 

h Star 
The ( t h e o r e t i c a l ) s ta r G(e|F) of event e 

against event set F Is formal ly def ined [3] as the 
set of a l l maximal under Inc lus ion s-complexes 
covering the event e and not covering any event in 
F. (An s-coaplex ft is maximal under I nc l us i on w i t h 
respect to property P, If there does not ex i s t an 
e-complex ft* w i t h proper ty P, such tha t ft c ft*.) 
Such maximal complexes, however, have high 
sparseness and thus are not d i r e c t l y useable in our 
approach. Therefore, the a lgor i thm produces a 
reduced s t a r . The reduced s ta r is obtained from 
the t h e o r e t i c a l s ta r by t ransforming each complex 
i n t o a new one tha t covers the same observed events 
but has the minimum sparaeness (o r , in genera l , 
minimlsea a c e r t a i n c r i t e r i o n ) • 

£. Cover 

Let E1 and E2 be two d i s j o i n t event se ts , 
El 0 E2 " ♦• A cover COVXE1IE2) of E^ against E2, 
i s any set o f s-complexes, ( i j } j e j » iuch tha t f o r 
each event e e B^ there la an s-complex ftj, j e J, 
cover ing I t , and none of the complexes ftj cover any 

£2* Thus we have: event In 

*1 5 j ^ j * j 5 * \ * 2 
(1) 

A cover in which a l l s-complexes are pal rwise 
d i s j o i n t sets i s c a l l e d a d i s j o i n t cover* I f set 
E2 it «mpty, then a cover COvTljfTE^T - COV(EiU) i§ 
simply denoted as COV(Ei). A p a r t i t i o n of data 
events i n t o k subsets, each contained in one s e t -
complex of a d i s j o i n t cover is c a l l e d a con junc t ive 
k - p a r t l t l o n . The corresponding 1-complexes 
c o n s t i t u t e con junct ive descr ip t ions o f these 
subsets. A simple measure of the " f i t " of a k-
c l u s t e r l n g to the data events is the sparseness of 
the k - p a r t l t l o n def ined as the sum of the 
sparsenesses of the complexes In the p a r t i t i o n . 

IV THE METHOD AND ITS IMPLEMENTATION 

This sec t ion descr ibes the a lgor i thm f o r 
con junct ive- conceptual c l u s t e r i n g Implemented In 
program CLUSTER/PAF. The a lgor i thm cons is ts of an 
inner layer and an outer layer , deacrlbed in 
sect ions IV-A and IV-C, r espec t i ve l y . 

A ' I n n « r l * y« r (a lgor i thm PAF) 

The inner layer of the a lgor i thm ( c a l l e d PAF) 
was Introduced In [ 3 ] . I t s f unc t i on can be 
described as : 
Given? e a c o l l e c t i o n of events to be c l us te red , 

e the number of c l us te r s desi red ( k ) , 
e the c r i t e r i o n o f k - c l u s t e r l n g o p t l m a l l t y , 

F ind : a con junct ive k - p a r t l t i o n of the c o l l e c t i o n 
o f events t ha t is opt imal according to 
the c r i t e r i o n o f k - c l u s t e r l n g o p t l m a l l t y . 

PAF worka i t e r a t l v e l y , s t a r t i n g w i t h a set of k 
I n i t i a l , randomly chosen seed events ("seeds") from 
the given c o l l e c t i o n of events* The seeds are used 
to determine a set of complexes, which c o n s t i t u t e 
the f i r s t con junct ive k - p a r t i t l o n o f the event se t . 
Subsequent i t e r a t i o n s cons is t of two repeated 
steps: 
1 — given k complexes, determine the data events 

( c lua te ra ) covered by them, 
2 — given c l us te rs of data events, determine new 

"seeds," and then a new set of k complexes (a 
con junct ive k - p a r t l t l o n ) . 

The process continues u n t i l a te rmina t ion c r i t e r i o n 
is s a t i s f i e d (a l o c a l optimum Is achieved) . The 
general s t ruc tu re of the a lgor i thm is based on the 
so -ca l l ed dynamic c l u s t e r i n g method [ 1 ] . 

I . ' Generating a, k - p a r t l t l o n from "seeds" 

The process of determining a k - p a r t l t l o n from 
seeds Involves determining a reduced s ta r of each 
seed against other seeds, and then se lec t i ng 
complexes f r o " the s tars and modi fy ing them in such 
a way tha t they cons t i t u t e a k - p a r t l t i o n . The 
se lec t i on is done by a b e s t - f i r s t search method. 
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At each i t e r a t i o n of a lgor i thm PAF, k s ta rs 
are produced, each of a s ing le seed event against 
the remaining k-1 seed events. From each s ta r one 
complex is selected in such a way tha t the 
r e s u l t i n g set w i l l cons is t o f k d i s j o i n t complexes 
(be a conjunct ive k - p a r t i t i o n ) , and be opt imal 
accord ing . to the assumed c r i t e r i o n . I f un-bounded 
s t a r s were used, each could contain up to 
complexes, and there fo re up to Nk sets of complexes 
would have to be inspected in order to determine 
the opt imal k - p a r t l t l o n . To combat t h i s Immense 
search problem the b e s t - f i r s t search s t ra tegy is 

used. This search uses a form of a lgor i thm A* 
(Nl lsson [ 5 ] ) . 

Assume that k events ("seeds") e i»«2»• • • • • *» 
have been selected from the c o l l e c t i o n E and k 
s ta rs G i - G(e i | remain ing seeds) have been 
generated. For s i m p l i c i t y , we w i l l assume that the 
c r i t e r i o n o f c l u s t e r i n g o p t l m a l l t y I s simply t o 
minimize the t o t a l sparseness of complexes In the 
k - p a r t l t l o n . At each l e v e l of the search t r e e , a 
complex is selected from the s ta r corresponding to 
t h i s l e v e l and is added to the p a r t i a l p a r t i t i o n (a 
sequence of fewer than k complexes). The selected 
complex is the one which most l i k e l y w i l l lead to 
the opt imal k - p a r t l t l o n . This procedure avoids 
t e s t i n g (poss ib ly very many) c l u s t e r i n g s , f o r which 
i t is possib le to p red ic t that they w i l l not be 
op t ima l . 

F igure 3 i l l u s t r a t e s the search process. 

Branches emanating from a node at l e v e l i represent 
complexes in s ta r Gi. A path from the root to a 
node at l e v e l 1 represents a p a r t i a l k - p a r t l t l o n 
w i t h 1 complexes. When i - k , the path represents a 
complete k - p a r t l t l o n . 

In the f i r s t s tep , the sequence of complexes 
af» a2»***> org is determined, where <rf is the 
complex in s ta r G± w i t h the smal lest sparseness. 
In the next s tep, node (1) (Figure 3) is expanded 
by p a i r i n g the "best" complex In G}, i . e . , o j , w i t h 
every complex In G2. If the complexes i n t e r s e c t , a 
spec ia l procedure NID modif ies them so t h a t they 
become d i s j o i n t . If NID cannot make the complexes 
d i s j o i n t , the path is abandoned (procedure NID Is 
described In d e t a i l in [ 3 ] ) . Every so obtained 
pa i r of complexes is a p a r t i a l k - p a r t i t l o n w i th 1-2 
complexes. This process is repeated f o r the other 
complexes In G}» in the order of t h e i r increas ing 
sparseness. Nodes corresponding to a l l these 
c lus te r i ngs ( f i r s t generat ion nodes) are assigned a 
value of the evaluat ion f u n c t i o n : f - h 4- g, where 
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h is is the sp rseness of the obtained p a r t i a l 
d i s j o i n t cover and g Is the expected cost of the 
remainder of the k - c l u s t e r l n g to be determined ( the 
sum of the sparsenesses of the complexes along the 
path from node 1+1 to l ea f node k ) . 

A lower bound f o r g Is determined on the basis 
of complexes a? generated In the f i r s t s tep . I f 
any of these complexes I n t e r s e c t , procedure NID 
transforms them In to c e r t a i n "core" complexes, of 
which It can be proven [ 3 ] , tha t the sum of t h e i r 
sparsenesses Is a lower bound on the sparseness of 
the opt imal k - p a r t l t l o n constructed from complexes 
o f the s t a r t . 

According to the a lgor i thm A*, the node to be 
expanded at the next step Is the one which Is 
associated w i t h the lowest value of the eva lua t ion 
func t i on* The order of expanding nodes In the t ree 
In Figure 3 Is shown by numbers In c i r c l e s . The 
value o f the eva luat ion func t i on associated w i t h 
each node Is g iven In parentheses. I f complete 
(not-bounded) s ta rs are used, t h i s a lgor i thm w i l l 
produce the opt imal k - c l u s t e r l n g ( I . e . , I n t h i s 
case, a k - c l u s t e r l n g w i t h the minimum t o t a l 
sparseness). 

The method can simultaneously use not Just 
one, but several c r i t e r i a o f c l u s t e r i n g o p t l m a l l t y . 
In a d d i t i o n to sparseness, these other component 
c r i t e r i a Include [ 4 ] : 

e maximising I n t e r - c l u s t e r d i f f e rences , 
e maximising essen t i a l d imens iona l i t y , 
e maximising s i m p l i c i t y of c l u s t e r 

representa t ions , and 
e maximising un i f o rm i t y of c l us te r 

popu la t ions . 

C. Outer layer of CLUSTER/PAF 

As described above, the Inner layer (PAF) 
determines an opt imal or suboptlmal k - c l u s t e r l n g of 
a g iven c o l l e c t i o n of events. The outer layer 
performs two loops , one I t e r a t i v e and one 
recu rs i ve . The I t e r a t i v e loop repeats a lgo r i thm 
PAF f o r a sequence of values of k (say, 
k « 2 , 3 , . . . , 7 ) In order to f i n d the value of k f o r 
which the most des i rab le c l u s t e r i n g of the g iven 
event set Is obta ined. I t I s assumed tha t 
I n t e r e s t i n g so lu t i ons should have only a few ( e . g . , 
less than 7) d i f f e r e n t c l u s t e r s . 

The recurs ive loop app l ies the above process 
recu rs i ve l y In order to create a h ierarchy of 
c l u s t e r i n g s . In the f i r s t s tep , the process Is 
executed f o r the I n i t i a l event set E, and a 
c o l l e c t i o n of subcategories ( c l us te r s ) of E Is 
determined. Consecutive steps repeat the same 
opera t ion f o r each event set ( c l u s t e r ) obtained In 
the previous s tep . 

The obtained h ierarchy grows In a top-down 
fashion u n t i l a "con t lnua t lon -o f -g rowth* c r i t e r i o n 
f a l l s . This c r i t e r i o n requ i res tha t the " f i t " 
(measured by sparseness) of the complexes to the 
events they descr ibe be be t te r by a c e r t a i n 
threshold at each next l e v e l of the h ie ra rchy . 
When t h i s c r i t e r i o n Is not met, the l a t e s t obtained 
subcategories become leaves of the h ie ra rchy . 

The a lgor i thm described above has been 
Implemented In program CLUSTER/PAF, w r i t t e n In 
PASCAL. 

V A MUSICOLOGICAL EXAMPLE 

This example I l l u s t r a t e s an a p p l i c a t i o n of the 
described method to s t r u c t u r i n g a c o l l e c t i o n of one 
hundred old Spanish fo lksongs. 

The folksongs were character ized by 22 
muslco log lca l a t t r i b u t e s , such as degree of rubato 
(rhythmic freedom), tona l range, s t y l e (monophonlc 
vs . po lyphonic) , e t c . The a t t r i b u t e s and the data 
f o r the experiment were provided by musico log is t 
Pablo Poveda who studied t h i s problem using 
t r a d i t i o n a l methods of numerical taxonomy [ 6 ] . The 
r e s u l t s obtained by those methods, however, were 
very d i f f i c u l t to I n t e r p r e t because they do not 
provide any desc r i p t i on of the generated c l us te rs * 

The top f i v e leve ls of the con junct ive 
h ierarchy of folksongs produced by CLUSTER/PAF are 
presented In Figure 4. The c r i t e r i o n of c l u s t e r i n g 
o p t l m a l l t y was "minimiz ing the t o t a l sparseness." 
The branches In the h ierarchy have been labeled 
w i t h the p a r t i c u l a r c h a r a c t e r i s t i c of the folksongs 
which d isc r im ina tes between the l e f t and r i g h t 
subcategor ies. The number of c l us te rs (k) formed 
at each l e v e l was 2 to meet a requirement Imposed 
by the mus ico log is t . 

Tips of the h ierarchy marked by ai»a2» " * ' a l l 
represent groups of songs ( the number of songs is 
Ind ica ted above the t i p ) , whose complete 
d e s c r i p t i o n consis ts of p roper t ies Ind ica ted along 
the path from the root to the t i p , and some 
a d d i t i o n a l p roper t ies not shown In the f i g u r e . 
(These a d d i t i o n a l p roper t ies are less re levant f o r 
c l a s s i f y i n g the songs, as they occur at the lower 
l e v e l s of the h ie ra rchy . ) For example, the group 
denoted by a^ has the f o l l ow ing complete 
d e s c r i p t i o n : 

[s ty le -monophon ic ] ( rubato- lowJ[ tona l range-low] 
[ t ype-secu la r ] [ l ns t ruments -no ] (A) 

A 
[no. o f t ones -5 . . 8 ] [ panegy r l c -no ] [ t ens l on -1 . . 3 ] 
[no. of phrase8-1. .2] [mel isma-O..2] [dance-no] (B) 

Par t A contains p roper t ies shown In the h ierarchy 
(F igure 4) whi le par t B conta ins a d d i t i o n a l 
p roper t ies selected by the program from the 
complete set of a t t r i b u t e s . 

One I n t e r e s t i n g aspect of the determined 
h ierarchy Is that the value sets of some var iab les 
have been s p l i t I n t o ranges. These ranges can be 
considered as new constructed (genera l ized) values 
of va r i ab l es . For example, the range of the degree 
of " rubato" has been s p l i t I n t o two ranges 0 . .3 and 
4 . . 5 , which can be described as " low" and " h i g h , " 
respec t i ve l y (see complex 04 ) . S imi la r 
p a r t i t i o n i n g of value sets I n t o ranges of values 
was found fo r the degree of embell ishment, the 
degree of me11ana, the tona l range, and the number 
of tones In the song. I t should be noted tha t 
al though the nodes In t h i s p a r t i c u l a r h ierarchy are 
marked by s i ng le a t t r i b u t e s , the method, In 
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genera l , l abe ls the nodes by products of 
a t t r i b u t e s . 
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VI SUMMARY 

The described method f o r con junct ive 
conceptual c l u s t e r i n g determines a h ierarchy of 
subcategories charac te r i z ing a c o l l e c t i o n of 
ob jec t s . The subcategories are formed In such a 
way tha t an appropr iate genera l i za t i on of the 
d e s c r i p t i o n of each subcategory y ie lds a s ing le 
con junct ive statement. The d i f fe rence between t h i s 
method and methods of numerical taxonomy Is In 
extending the concept of the measure of s i m i l a r i t y 
I n t o a more general no t ion of "conceptual 
coheslveness". Such a measure takes I n to 
cons idera t ion not only the distance between the 
ob jec t s , but a lso t h e i r r e l a t i o n s h i p to other 
events and, most Impor tan t l y , t h e i r r e l a t i o n s h i p to 
some predetermined "concepts" ( I n our case, 
con junc t ive s tatements) . The muslco loglca l example 
described In the paper (as we l l as other 
experiments performed w i t h CLUSTER/PAF) Ind ica te 
that t h i s method has the p o t e n t i a l to be a usefu l 
new t o o l f o r analyz ing data. 
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