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Abstract - The task of systematically choosing the 
s e t t i n  the relays in a protection scheme is 
facilitated by the identification of a suitable break 
point set and the corresponding relative sequence 
matrix. The concept of functional dependency is used 
as a means o f  developing algorithms for the 
accomplishment of these sub-tasks. These algorithms 
are seen to be computationally more efficient than the 
existing algorithms of the graph theoretic schemes. 

INTROOUCTION 

Protection engineers select the settings of the 
relays in a protection scheme on the basis of certain 
assumptions with regard to the power system topology 
and the load conditions. Whenever these assumptions 
lose their validity, such as after a drastic change in 
the load values, or the removal of a line from service, 
the relay settings may no longer be appropriate. 
Hence, it is desirable that these settings be reviewed 
before any major alterations in the power network are 
brought about. However, since the manual design of the 
relaying scheme is a tedious and time-consuming task, 
the relay settings are not modified as often as is 
warranted, and there is a consequent degradation in the 
performance of the protection scheme. The availability 
of computer-aided design tools has led to efforts in 
developing automated re lay coordination techniques , 
which would take the tedium out of the design of 
protection schemes, thereby encouraging more frequent 
adjustments in the relay settings, with a consequent 
improvement in performance. Recent work in this 
direction is reported by Damborg et a1 [l], Rao and Rao 
[2], and Damborg and Venkata [3]. In this paper, we 
develop more efficient technique for the automatic 
coordination of directional overcurrent and distance 
relays. 

The earlier work in the field of automatic relay 
coordination employed graph theoretic schemes 
[1,2,4,5]. Although these schemes do achieve their 
objective, they require a computation time which is an 
exponential function of the number of relays, and hence 
the computation cost is prohibitive when the number of 
relays is large [2]. In this paper, the concept of 
functional dependency will be used as a means for the 
development of algorithms which complete the same tasks 
in a computational time which is a polynomial function 
of the number of relays. 
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Functional dependency is a concept which arises in 
data base systems [6,7,8]. In the context of power 
system protection, the setting of each directional 
overcurrent or distance relay has a functional 
dependency on all the primary relays for which this 
relay serves as a backup relay. Hence, all the 
constraints on the relay settings can be expressed 
through a set o f  functional dependencies. This set of 
functional dependencies contains all the constraint 
information as applied to the relay settings, and it is 
possible to develop algorithms which use these 
functional dependencies as a means of facilitating 
automatic coordination. These algorithms will be 
described in the subsequent sections of this paper. 

THE RELAY COORDINATION PROBLEM -- 

The coordination o f  directional overcurrent relays 
involves a choice of relay settings such that for every 
fault in the system, there is a specified minimum 
coordination interval or time delay between the 
operation of the primary relay and that of the backup 
relay; this interval ensures that the backup relay 
operates only when the primary relay fails to perform 
its assigned task. Similarly, in distance relay 
coordination, the time delay zones 2 and 3 of the 
primary and backup relays must not be allowed to 
overlap unless there is a suitable delay in their time 
settings. Hence, when relays are being set, it is 
necessary to check all primary-backup relay pairs in 
the protection scheme. 

A major consideration is that the same relay may 
serve as the primary relay in some primary-backup 
pairs, and as the secondary relay in some other pairs. 
Hence the setting of each relay must be chosen such 
that it operates ahead of some other relay for some 
faults, as well as operating after some other relay for 
some other faults. To visualize the problem, one could 
consider a set of relays rl, r2, ..., rm as belonging 
to a loop, with the corresponding set of primary-backup 
pairs being (rl, r2), (r2, r3), ..., (r(m-l), rm), (rm, 
rl). After an initial choice of the setting of the 
relay rl has been made, one would then set the relay r2 
on the basis of the constraint given by the primary- 
backup pair (rl, r2). Similarly, the choices of 
settings of the relays r3, r4, ..., rm would be made on 
the basis o f  the constraints that correspond to the 
pairs (r2, r3), (r3, r4), ..., (r(m-l),rm) 
respectively. It would then be necessary to check 
whether the settings of the relays rm and rl satisfy 
the timing constraint that corresponds to the primary- 
backup pair (rm, rl). If they do not, then another 
iteration of choosing the settings of the relays in the 
loop must be undertaken. The coordination problem is a 
complicated one, because each relay in any loop can 
also belong to other loops, and its setting must 
satisfy a large number of constraints simultaneously. 
In the absence of a systematic approach to the problem, 
one would have difficulty in deciding on a suitable set 
of relays as a starting point in the coordination of 
the different relay loops, and many such choices may be 
unsuitable from the point of view of the rapid 
completion of the task of choosing the rplay settings. 
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Relay coordination may be 
out through the identification 
(BPS) and a relative sequence 
two entities are now defined. 

systematically carried 
of a break point set 
matrix (RSM). These 

Definition 1. Let A be a subset of the set of relays, 
S. The relative sequence matrix of A is a column vec- 
tor, each element of which is a disjoint subset of 
S, and is chosen as follows: 
1. The first element is the set A 
2. The second element, B, is chosen from the set (S-A) 
laccording to the following: a relay belongs to B if 
and only if it is a backup relay only to primary relays 
which belong to A, and is not a backup relay to any 
relay in (S-A). 
3. Successive elements of the RSM are obtained by 
repeating 2, with the set ( B t A )  replacing A. The 
RSM is complete when no more elements can be so obtai- 
ned. 

The termination of step 3 takes place either 
because all relays have entered the RSM, or each relay 
that is not in the RSM serves as the backup to at 
least one other relay that is not in the RSM. In 
the former case, we say that A is a BPS. 

Definition 2. Let A be a subset of the set of relays 
S. Then A is a break point set if its RSM contains 
every relay of S. 

We can now see the significance of a BPS in relay 
coordination. If A is a BPS, then we begin coordi- 
nation by assigning an initial choice of relay settings 
to the relays of A. Using these settings, we invoke 
primary-backup relationships to choose the settings 
of the relays which belong to the second element of 
the RSM. Similarly relays of each successive element 
are chosen on the basis of those of the previous ele- 
ments. Once all the relays have been so chosen, it 
is necessary to check whether the initial choice of 
the settings of A is in agreement with the settings 
of every other relay with which they are associated 
as backups. If so, relay coordinatlon has been achie- 
ved: otherwise a suitable adjustment is made to the 
initial settings of the relays of A, and a second 
choice is made of the other settings, through repeated 
use of the RSM, as before. Iterations are repeated 
:till the relays of A are found to satisfy their primarJc 
'backup relationship. 

, If we use a set of relays which is not a BPS 
as the starting point of coordination, the RSM will 
not contain all the relays, and we cannot systemati- 
cally coordinate the relays which are absent from 
the RSM. This demonstrates the significance of the 
BPS and the RSM. 

The choice of BPS is not unique, and any set. of 
relays which contains a BPS is itself a BPS. Since the 
settings of the BPS relays are initially chosen 
arbitrarily, the average number of iterations required 
for coordination increases with the size of the BPS. 
Hence, a BPS with less members is preferred. We now 
define the concepts of minimum and minimal BPS. 

A BPS, U, of a protection network is a minimum BPS 
if there does not exist any BPS, V, of the network for 
which I V \  U\  , where lUl denotes the number of 
elements, or cardinality, of the BPS U. 

The difficulty in applying the concept of minimum 
BPS is that the identification of such a BPS is an NP- 
complete problem [9], and cannot be carried out in a 
polynomial time period. Hence, it is not feasible to 

develop algorithms which can find a minimum BPS. A 
more relevant concept is that of a minimal BPS, which 
will now be defined. 

A BPS, U, of a protection network is a minimal BPS 
if there does not exist any proper subset of U, say V ,  
such that V is a BPS. 

The min'lmal BPS identification problem can be 
solved in finite time. In fact, all the graph 
theoretic algorithms find minimal BPS in time periods 
that are exponential functions of the number o f  relays, 
since in graphs the number of loops increases 
exponentially with the number of edges. In this paper, 
the concept of functional dependency is applied to the 
development of an algorithm which can find a minimal 
BPS in a time interval that is a polynomial function of 
the number of relays, and hence has an order of 
magnitude improvement over the graph theoretic schemes. 

FUNCTIONAL DEPENDENCY 

Functional dependency is a concept which has been 
applied to data base systems [81. In a collection of 
data items, each item has a number of fields, which are 
known as its attributes. Functional dependency (FD) is 
a relation on these attributes, which is expressed in 
the form 

F: (Ai, Aj, ..., Ak) + Av 
Here the implications is that the values of the 
attributes Ai, Aj, ..., Ak together determine the value 
of the attribute Av. For instance, if the fields in a 
population table are city, country, latitude, longitude 
and population, then the attribute country functionally 
depends on the attribute city. Similarly the attribute 
city functionally depends on the attributes latitude 
and longitude, since each combination of latitude and 
longitude values together determine the appropriate 
city. 

Although the concept of functional dependency can 
produce very powerful general results, we will consider 
it in a more restricted sense, as applying directly to 
the study of relay coordination. In this context, the 
settings of the relays are viewed as the attributes of 
the protection scheme, and the functional dependencies 
are generated from the primary-backup pairs. For 
instance, if relay rv is the backup relay in exactly 
three such pairs, namely (ri, rv), (rJ, rv), (rk, rv!, 
then the setting of rv can be determined on the basis 
of the settings of ri, rj and rk, and one can write the 
FD. 

f: (ri, rj, rk) 3 rv 

Obviously, if the system has n relays, with each 
relay serving as a backup to some other relays, then 
one will generate exactly n FD's by this approach. 
Example 1 is illustrative. 

I I 
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Example 1: The 9-relay protection scheme shown in Fig. 
1 has the following set of primary backup pairs: 
(rl, r3), (r2, r9), (r3, r6), r3,r7), (r3,r8), (r4,r2), 
(r4,r6), (r5,r2), (r5,r7), (r5,r-8), (r6,r4), (r6,r8Iy 
(r7,r5), (r8,rl), (r9,r4), (r9,r7). The corresponding 
set of FD's is given below: 

fl : (r8) 4 rl 
f2 : (r4,r5) + r2 
f3 : (rl) -+ r3 
f4 : (r6,r9) r, r4 
r5 : (r7) -+ r5 
r6 : (r3,r4) 4 r6 
r7 : (r3,r5,r9) + r7 
r8 : (r3,r5,r6) * r8 
f9 : (r2) -t r9. 

IDENTIFICATION A MINIMAL BPS 

As was explained earlier, the choice of the 
initial settings of the BPS relays is used to select 
the settings of the remaining relays of the protection 
scheme. Hence, in order that a set of relays form a 
BPS, the settings of every other relay is required to 
be functionally dependent on the settings of this set 
of relays. We will use the term 'relay rv is 
functionally dependent on the set of relays A' to 
denote that the setting of relay rv is functionally 
dependent on the settings of the relays of the set A. 

Algorithm 1 will now be developed, to test whether 
any given subset of A, of the set of n relays, S, is a 
BPS. The algorithm examines the corresponding set, F, 
of n FD's of the relaying system, to determine whether 
every relay is functionally dependent on the set of 
relays A. Recall that the FD's are of the form 

fp : (ri, rj, ..., rk) + rp p = 1,2 ,..., n 
If rp is a member of A, then rp is functionally 

dependent on itself, and hence on the set of relays A. 
Therefore, the algorithm eliminates the corresponding 
FD from F, without the need of further processing. The 
remaining FD's, which correspond to those rp that 
belong to (S-A), can be split into two categories, on 
the basis of whether all their left hand side variables 
(ri,rj,...,rk) belong to A. If they do, then by 
definition rp is functionally dependent on A. If not, 
then rp will functionally depend on A if and only if 
each of the left hand side variables (ri, rj, ..., rk) 
of fp are either members of A or are functionally 
dependent on the relays of A. This follows from the 
reasoning that if a relay rp is functionally dependent 
on a relay rq, which in turn is functionally dependent 
on the relays of A, then the setting of the relays of A 
would enable one to select the setting of the relay rq, 
and follow this with the setting of the relay rp. This 
argument is referred to as pseudo-transivity, in 
Armstrong's axioms of functional dependency [ 101. 

In Algorithm 1, the set 3 is assigned each relay 
that has been shown to be functionally dependent on A, 
and the set 'i contains those FD's which have not yet 
been eliminAted from the consideration. Initially, 
A = A and F = F; then the FD's, which correspond to 
members of A are removed from F, since they play no 
further role in the study. In turn, each member of A 
is removed from,the left hand side set (ri,rj, ..., rk) 
of eve y FD of F in which it occurs; it is then removed 
from 8. If the removal of a relay rq from the left 
hand side set of fp renders the set empty, then it is 
implied that rp is functionally dependent on A; hence, 
rp is added to$, and fp removed from?, before any 
attempt is made to carry out any more removals of rq. 
The process of deletion of relays from,the FD's 
continues until either%or? is empty. If F is empty, 

(5 

it implies that all relays are functionally dependent 
on the relays of A, and hence A is a BPS. If 3 is 
empty, then no other relay can be shown to have a 
functional dependency on the relays of A; hence, the 
presence of FD's in? indicates that the corresponding 
relays are not functionally dependent on A, which is 
not a BPS. 

A1 orithm 1 
st& 1. Set t = A, c = F 
Step 2. Delete from P a l l  FD's which correspond to 

A members of A. 
Step 3. Choose a member of A, say rq. Delete rq,from 

the left hand side set of every FD of F in 
which it occurs. If this deletAon renders the 
set empty, remove the FD from F, and add its 
right hand side relay to the set 3, before 
attempting the ngxt delgtion. 

Step 4. Remove rq from A. If F = 0, then A is a BPS. 
Go to step 7. 

Step 5. If% # 0 ,  go to step 3. 
Step 6. A i s  not a BPS 
Step 7. Terminate. 

We illustrate Algorithm 1 through Example 2 .  

Example 2. Determine whether the following are BPS for 
the relaying scheme of Example 1 : -  A1 = (r3,r4,r5), 
A2 = (rl,rZ,r4) 

Consider first Al. We set % = (r3, r4, r5). 
After deletion of f3, f j  and f5 from the set F of 
example 1, we get the set F as 

fl : 
f2 : 
f6 : 
f7 : 
f8 : 
f9 : 

r8) + rl 
r4, r5) -+ r2 
r3, r4) --L r6 
r3, r5, r9) + r7 
r3, r5, r6) -+ r8 
r2) 4 r9 

Deleting successively r3, r4, r5 from the left 
hand,side sets Af these FD's, we,eliminate f2 and f6 
from F. We get A = (r2, r6),and F as given by 

fl : 
f7 : 
f8 : 
f9 : 

r8) + rl 
r9) --c r7 
r6) 4 r8 
r2) -+ r9 

Deletin$ successively r2 And r6, we eliminate f8 
and f9. Now A = (re, r9), and F is given by 

fl : (r8) + rl 
f7 : (r9) -P r7 

establishing that A1 is a BPS. 

of fly f2, f4, the set F is given by 

f i  Now deleting r8 and r9 gives F = 0, thereby 

Next take A2 = (rJ, r2, r4). After the deletion 

f3 : (rl) + r3 
f5 : (r7) -b r5 
f6 : (r3, r4) 3 r6 
f7 : (r3, r5, r9) --t r7 
f8 : (r3, r5, r6) -P r8 
f9 : (r2) + r9. 

CI 
Deleting successively rl, r2, r4 Arom F, one 

eliminates f3,f9. Hence, 3 = (r3,r9), and F is given by 

f5 : (r7) + r5 
f6 : (r3) -c r6 
f7 : (r3, r5, r9) + r7 
f8 : (r3, r5, r6) -+ r8 
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A 
/r NOW, liminating r3 and r9 removes r6 from F, so 
A = r6 and# is given by 

f5 : (r7) + r5 
f7 : (r5) + r7 
f8 : (r5, r6) -c r8 

The removal of r6 from the left hand side 01 these 
FD's does not eliminate any of them. One gets A = 8, 
and? as given by 

f 5  : (r7) -L r5 
f7 : (r5) -c r7 
f8 : (r5) 3 r8 

Since? is non-empty, if follows that A2 is not a BPS. 

Algorithm 1 is invoked in Algorithm 2, which 
enables one to find a minimal BPS. In Algorithm 2, one 
initially chooses a known BPS, such as the entire set 
of relays, S; a relay is then removed from this BPS, 
and the remaining set of relays is tested through 
Algorithm 1, to check whether it is a BPS. If so, this 
new BPS becomes the starting point, and the process of 
eliminating an element from it is repeated. Otherwise, 
the relay that had been removed is deemed to be an 
essential member of the BPS; it is restored, and then 
an attempt is made to remove another element from the 
restored BPS. It is to be noted that if a collection 
of relays A is not a BPS, no subset of A can be a BPS. 
Hence, once a relay has been considered for elimination 
and then restored, it is never again considered. 
Algorithm 2 terminates after one attempt has been made 
to remove each one of the relays of the original BPS; 
the resultant BPS is a minimal BPS, since no relay can 
be removed from it, in order to produce a subset that 
is also a BPS. 

Algorithm 2. 

Step 1. Choose A as the set of relays, S 
Step 2. Remove from A a relay which has not been 

removed earlier. 
Step 3. Use Algorithm 1, to check whether A is a BPS. 

If so, go to step 5. 
Step 4. Restore to A the relay which had been removed 

in step 2. 
Step 5. If A contains a relay which had not been 

removed earlier, return to step 2. 
Step 6. Terminate. 

Although Algorithm 2 produces a minimal BPS, there 
is no guarantee that this BPS will be a minimum BPS, 
since the composition and the size of the minimal BPS 
that is obtained depend on the order in which relays 
are targeted for removal. Initially, when the BPS is 
the entire set o f  relays, one can usually remove any 
relay, and still have a BPS, but after a few relays are 
eliminated, some of the remaining ones become 
essential. In the absence of any specific information, 
one has to arbitrarily choose an order of removal of 
relays is step 2 of the algorithm, with the knowledge 
that the resultant BPS may not be a minimum BPS, though 
it is guaranteed to be a minimal BPS. This is a 
feature that the functional dependency approach shares 
with the graph theoretic techniques [21, and is to be 
expected, since the selection of a minimum BPS is an 
intractable problem, and cannot be solved in a 
realistic time interval [91. 

In Example 3, which illustrates Algorithm 2, the 
relays will be selected for elimination in descending 
order, beginning with r9. 

Example 3. Find a minimal BPS for the relaying scheme 
of Example 1. 

We begin by selecting A as (rl, r2, ..., r9), and 
then attempt to remove r9. To check whether A = (rl, ..., r8) is a BPS, thAough Algorithm 1, we choose R2: (rl, r2, ..., r8) and F is given by 
f9 : (r2) -c r9 

Since the left hand side relay r2 is a member of 8, r9 
is functionally dependent on the relays of A, and the 
set A is a BPS. 

Similarly, when r8 is no deleted, to give 
A = (rl, r2, ..., r7), the set # consists of the two 
FD's 

f8 : (r3, r5, r6) + r8 
f9 : (r2) + r9 

It is obvious that r8 and r9 are functionally dependent 
on the relays of A, which therefore is a BPS. 

,When r7 is removed, the set A = (rl, r2, ..., r6), 
and F is given by a 
f7 : (r3, r5, r9) + r7 
f8 : (r3, r5, r6) + r8 
f9 : (r2) -P r9 

It is clear that r8 and r9 are functionally 
dependent on the relays of A. Since the left o f  f7 
consists of r9, along with members of A, it follows 
that r7 also is functionally dependent on A, which is a 
BPS. We can now eliminate r6, and similarly establish 
that (rl, r2, r5) is a BPS. Ngxt, by removing r5, we 
get A = (rl, r2, ..., r4), and F is given by 

f5 : (r7) -c r5 
f6 : (r3, r4) -t r6 
f7 : (r3, r5, r9) -c r7 
f8 : (r3, r5, r6) 3 r8 
f9 : (r2) -c r9 

By removing rl, r2, r3, r from these FD's, w,e 
eliminate f6 and f9, and hence 4 = (r6, r9), while F 
reduces to 

f5 : (r7) + r5 
f7 : (r5, r9) + r7 
f8 : (r5, r6) -P r8 

f i  Next, r6 and r9 are removed, to g i v e 3  = 0, and F 
as given by 

f5 : (r7) + r5 
f7 : (r5) + r7 
f8 : (r5) -+ r8 

Since A = 0 and F # 8, it follows that the set 
(rl, r2, r3, r4) is not a BPS, and hence r5 is 
restored. Next r4 is removed, to get the set A = (rl, 
r2, r3, r5). The application of Algorithm 1 
establishes that this set is not a BPS, so r4 is 
restored, and,r3 is eliminated, to give A = (rl, r2, 
r4, r5), with F as given by 

f3 : (rl) + r3 
f6 : (r3, r4) -c r6 
f7 : (r3, r5, r9) + r7 
f8 : (r3, r5, r6) + r8 
f9 : (r2) -c r9 

The removal of rl, ~ 2 ,  r4, r5 from hese FD's 
eliminates f3 and f9, so A = (r3, r9), and + is given 
by 
f6 : (r3) .* r6 
f7 : (r3, r9) + r7 
f8 : (r3, r6) -+ r8 
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r7,r8 

It is to be noted that,unlike the technique of 
[l], this method of identifying the RSM does not 
explicitly utilize the listing of primary-backup pairs, 
but instead one obtains this same information directly 
from the set of FD's, F. 

COMPUTATIONAL COMPLEXITY 

We first consider Algorithm 1, which is involved 
repeatedly in the execution of Algorithm 2. In 
Algorithm 1, the major computational burden is the 
comparison of the relay rp,that is currently being 
deleted with the set of relays on the left hand side of 
each Fb in F. It is reasonable to assume that the 
relay entries occur randomly in the FD's, as well as in 
the order in which they are selected for removal. 
Hence, on an average each relay entry in the FD's takes 
part in (nt1)/2 comparisons before it is deleted. 
Hence, if the number of such entries is N, the total 
number of comparisons is N.(nt1)/2. 

The number N is given by the product of the number 
of FD's, n, and the average number, k, of relays on the 
left hand side of each FD. The quantity k is the 
average number of primary relays for which each relay 
serves as a backup relay; it can be taken to be a 
constant over an entire class of relaying schemes. 

Hence the number of comparisons is give$ by 
k.n.(n+l)/Z, and the time complexity is of order n . 

Algorithm 2 involves the removal of each relay in 
turn, followed by the execution of Algorithm 1, and 
perhaps the restoration of the removed relay. The major 
computational burden is the invocation of Algorithm 1, 
which takes place n times. Hence the identifdcation o f  
a minimal BPS involves a time complexity of n . 

Algorithm 3 is very similar to Algorithm 1, in 
that the major computational effort consists of 
comparison and deletion of each relay entry on the left 
hand side of the functional dependencies. Similarly, 
it has a time complexity of n*. 

a 
time complexity of n3, and the generation of the RMS 
requires n' , the functional dependency approach to 
relay coordination has a polynomial time complexity. 
This compares favourably with the graph theoretic 
schemes, which have an exponential time complexity [ Z ] .  
In typical protection systems, the value of n is large, 
and the saving in computation time is significant. 

Since the computation of a minimal BPS requires 

OTHER ASPECTS OF FUNCTIONAL DEPENDENCY 

While the most significant gain from the use of 
functional dependency in relay coordination is its 
polynomial time complexity, it has other benefits, 
which will now be described. 

(i) Although there is no means of ensuring that the 
minimal BPS which is identified through Algorithm 
2 will also be a minimum BPS, it is possible to 
modify the algorithm, so as to have a high 
probability that it identifies a BPS which has 
comparatively few members; this can be referred to 
as a near-minimum BPS. The modification is that 
one uses a suitable criterion to select the order 
in which the relays are chosen for elimination, 
since this ordering has a direct bearing on which 
relays comprise the minimal BPS. Instead of 

(ii) 

arbitrarily selecting the relays, for instance in 
descending order of index, as was the case in 
Example 3, one selects them on the basis o f  the 
number o f  occurrences of their attributes on the 
left hand sides of the FD's. While an analytic 
characterization is difficult, heuristically one 
has a good chance of obtaining a near-minimum BPS 
if the retained relays are such that the settings 
of many other relays are dependent on their 
settings, i.e., if these relays occur on the left 
hand side of many FD's .  Hence, one maintains a 
count of the number of left hand side occurrences 
of each relay in F, and selects these relays for 
elimination in order of increasing count, 
beginning with the smallest value. For instance, 
for the FD's of Example 1, the order would be 
first the members from (rl, r2, r7, r8), followed 
by those from (r4, r6, rg), followed by (r3, r5). 
This involves only a minor change in Algorithm 2, 
and significantly improves its overall 
performance. 

Quite often, the protection engineer has certain 
preferences with regard to which relays to retain 
in the BPS. This arises from operational 
considerations, and is a reflection on the 
relative advantage o f  making an initial choice of 
the setting of one relay, rather than beginning 
with some other one. This preference can easily 
be met by allocating higher priority to the relays 
which one prefers to retain in the minimal BPS, 
and then modifying Algorithm 2, so that one 
considers attributes for elimination in the order 
of increasing priority ranking of the 
corresponding relays. Such preferential selection 
of relays is not possible in graph theoretic 
schemes. Hence, the functional dependency 
approach offers considerable flexibility to the 
protection design engineer. 

(iii)The functional dependency approach is versatile 
enough to handle special protection 
configurations, without any need for a 
modification in the algorithms. Suppose, for 
instance, one has radial lines in the network. 
Since these lines are not part of a loop, the 
graph theoretic schemes must treat such a network 
as a special case, and care must be taken to 
handle it. On the other hand, once the FD's that 
correspond to the radial lines have been written, 
the algorithms of the functional dependency 
technique can handle these FD's in exactly the 
same manner as they handle any other FD's. 
Similarly, if the directionality of a relay of 
Example 1 is reversed, its constraints cannot be 
captured by graph theoretic schemes, because it 
does not get into either the clockwise or the 
counterclockwise loops. However, the functional 
dependency algorithms can be used in this case, 
after the appropriate FD's are written. 

CONCLUSIONS 

The concept of functional dependency has been 
applied to the problem of relay coordination in 
protection systems. An algorithm has been developed 
for the identification of a minimal break point set of 
relays of a protection topology. This algorithm is an 
improvement over existing algorithms, in that it 
identifies a minimal BPS within a time period that is a 
polynomial function of the number of relays, while the 
earlier algorithms had exponential time behaviour. In 
the case of large protection schemes, the saving in 
computation costs is considerable. An algorithm has 
been developed for the selection of a relative sequence 
matrix; this algorithm also has polynomial time 
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P. 
Next r3 and r9 are remyed from F, th reby 

eliminating f6 and f7, to give A = (r6, r7), andf as 
follows: 

f8 : (r6) + r8 

The removal of r6 from this FD gives ? 0, 
thereby establishing that (rl, r2, r4, r5) i s  a BPS. 
From this BPS, the relay r2 is removed; it can be shown 
that (rl, r4, r5) i s  a BPS. NOW, rl is removed, and 
Algorithff 1 is applied to the set (r4, r5). We examine 
the set F of seven FD's 

fl : 
f2 : 
f3 : 
f6 : 
f7 : 
f8 : 
f9 : 

r8) + rl 
r4, r5) + r2 
rl) -c r3 
r3, r4) -L r6 
r3, r5, r9) -c r7 
r3, r5, r6) -b r8 
r2) -c r9 

Deletigg r4 and r5Arom these FD's, we eliminate 
f2, to get A = (r2), and F as the set 

fl : 
f3 : 
f6 : 
f7 : 
f8 : 
f9 : 

:r8) + rl 
'rl) + r3 
:r3) + r6 
:r3, r9) 3 r7 
:r3, r6) -c r8 
:r2) -c r9 

h Deleting r2 eliminates f9, so A = (t-9). However, 
the deletion of r9 from the FD's does not gliminate any 
more FD's, so Algorithm 1 terminates with F # $, and it 
is concluded that (r4, r5) is not a BPS. Hence, rl is 
restored. Since an attempt has already been made to 
eliminate each of the relays rl, r4 and r5, Algorithm 2 
terminates, and (rl, r4, r5) is a minimal BPS of the 
re laying scheme. 

SELECTION OF RELATIVE SEQUENCE MATRIX 

As explained earlier, the RSM of any BPS, A, is a 
column vector, each element of which is a subset of the 
set of relays, S. The first element of this vector is 
the set A, and the second element is the set of relays 
B, with every member of B being a relay whose setting 
is specified directly in terms of the settings of the 
relays of A alone. Subsequent elements of the RSM are 
similarly specified, with the settings of the relays of 
each element being specified directly in terms of the 
settings of the relays in the elements which precede 
it. Since A is a BPS, every relay of S belongs to 
exactly one element of the RSM. 

Algorithm 3, which obtains the RSM of any BPS, A, 
is very similar to Algorithm 1. Both these algorithms 
extract information from the set of FD's, F. While 
Algorithm 1 checks whether every relay is functionally 
dependent only on relays that are functionally 
dependent on the relays of some set A, Algorithm 3 
determines the in which relays may be established 
to be functionally dependent on relays of some BPS, A. 

Algorithm 3 initially allocates the relays of the 
. BPS, A, to the first element of the RSM; the FD's which 

correspond to these,relays are no longer required, and 
are deleted; let F be the set of FD's which remain. 
Next, the relays of are deleted from the left hand 
side of every FD o f 9  in which they occur. If any 
relay rp belongs to the second element of the RSM, then 
its setting is directly dependent on only the relays of 
A, and all the relays on the left hand side of the FD 
fp will be deleted. Therefore the second element of 
the RSM is selected as the set of relays whose FD's 
have all their left hand side entries deleted; these 

FD's are discarded from?. In the next i eration, the 
relays whose FD's have been deleted from# are removed 
from the remaining FD's, and the relays whose FD's have 
all their left hand side entries so deleted are 
included in the third element of the RSM. This 
operation is repeated until all relays have entered the 
RSM . 
Algorithm 3 
Step 1. Set K = l a ?  = F, 3 = A. Allocate3 to the 

first element of the RSM. 
Step 2. Increment KA Delete from the left haAd side of 

each FD,,in F the relays belonging to A. 
Step 3. khoose A as the set of relays in whose FD's in 

F all the left hand side entrip have been 
deleted.,Remove these FD's from F. 

Step 4. All cate A to the Kth element of the RSM. 
Step 5. I f f  P 0, return to step 2. 
Step 6. Terminate. 

We illustrate Algorithm 3 through Example 4. 

Example 4. Find the RSM from the BPS (rlYr4,r5) which 
was obtained in Example 3. 

The set? is obtained by deleqng the three FD's 
fly f4 and f5 of Example 1, to give F as 

f2 : (r4,r5) -L r2 
f3 : (rl) + r3 
f6 : (r3,r4) -c r6 
f7 : (r3,r5,r9) -* r7 
r8 : (r3,r5,r6) -L r8 
f9 : (r2) + r9 

relays from F gives 

f 2 : (  ) +  r2 
f 3 : (  ) +  r3 
f6 : (r3) + r6 
f7 : (r3,r9) -c r7 
r8 : (r3,r6) + r8 
r9 : (r2) + r9 

The set 2 is given by (rlYr4,r5). Deleting these 

Since f2 and f3 have their left sid s empty, the second 
element of the RSM is (rZyr3), and reduces to 

f6 : (r3) + r6 
f7 : (r3,r9) + r7 
f8 : (r3,r6) + r8 
f9 : (r2) -c r9 

Deleting r2 and r3 gives 

f 6 : (  ) +  r6 
f7 : (r9) + r7 
f8 : (r6) -t r8 
f 9 : (  ) +  r9 

fr  
Hence the third element of the RSM is (r6,r9), and F 
reduces to 

f7 : (r9) -t r7 
f8 : (r6) -c r8 

Deleting r6 and r9 from these FD's reduces them to 

f 7 : (  ) &  r7 
f 8 : (  ) +  r8 

The fourth element of the RSM is (r7, r8). Since, 
at this stage, the last two FD's  have been removed, the 
algorithm terminates. The RSM is given by 
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complexity. The functional dependency approach is seen 
to be more flexible and more powerful than the graph 
theoretic schemes, and holds out much promise for the 
development of efficient computer-aided design tools 

the protection engineer. 
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