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Abstract: Electric two-wheelers are becoming increasingly popular across the world, particularly in
cities where their small size and flexibility make them a viable option for navigating congested streets.
One of the most challenging aspects of e-mobility on two-wheelers is precisely calculating their
range. This might be an issue for riders who must go long distances or who have limited access to
charging stations. Various factors can influence an electric two-wheeler range, making it challenging
to predict how far it can travel on a single charge. To tackle this problem, most of the manufacturers
offer range predictions based on both test data and real-world usage scenarios. However, these
estimates are customized for specific vehicle models and testing parameters that may not apply in all
circumstances. Additionally, it can be challenging to obtain comprehensive technical specifications
for two-wheelers available in the market, as most manufacturers do not provide detailed technical
information. Hence, it is crucial to address the challenge of range prediction for two-wheelers in
general, which can be advantageous for riders. In this paper, we discuss the precise prediction of
the remaining range of electric two-wheelers even without knowing detailed e-mobility technical
information. An application is also developed only for this research purpose, which can provide
navigation services. Our approach concentrates on user behavior, weather, road conditions, and
the vehicle’s performance history, which is gathered through the application. The collected data are
used to train the selected ML model on the cloud. We applied various machine learning algorithms
before deploying in the cloud where the SVM algorithm demonstrated outstanding performance,
with a mean absolute error of 150 m for an average distance of 7.46 km. Furthermore, the model’s
performance was evaluated after deployment and tested having 130 m error on average.

Keywords: e-mobility; electric two-wheeler; range prediction; machine learning algorithms

1. Introduction

An electric vehicle (EV) is a type of vehicle that is powered entirely by electricity, as
opposed to vehicles that are powered by fossil fuels. EVs are becoming an increasingly
popular alternative to traditional gasoline-powered vehicles due to their environmental
benefits and lower operating costs. Gasoline-powered vehicles emit harmful pollutants
into the air, contributing to air pollution and climate change. Meanwhile, electric vehicles
do not produce any emissions during operation, making them a much more sustainable
and eco-friendly option [1,2]. They also require less maintenance and can be cheaper to
operate over the long term. Electric vehicles refer to any type of vehicle that is powered
by an electric motor or battery, rather than relying solely on a traditional combustion
engine. This includes various types of vehicles, such as two-wheelers, three-wheelers,
and four-wheelers.

Despite the many benefits of reduced emissions and lower operating costs that four-
wheelers provide, there are still obstacles that need to be overcome to make them a feasible
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choice for all drivers, including challenges such as range anxiety [3,4], a lack of charging
infrastructure, high upfront costs, and long charging times. Similarly, two-wheeler e-
mobility (such as e-bikes and scooters) also has its advantages, but it shares the same
concerns as four-wheelers, including range anxiety, which is a common concern among
electric two-wheeler users who worry about running out of battery power while on the
road [5]. Even though e-bikes can alleviate the riders’ concerns about range anxiety by
providing pedals, which can assist in conserving battery power, it is still necessary to
determine the exact range.

The main difference between range prediction for four-wheelers and two-wheelers is
the size of the battery and the energy consumption of the vehicle where the estimation of
range is primarily dependent on the battery of the vehicle. Electric four-wheelers usually
have larger battery packs, which means they can travel longer distances on a single charge
compared to two-wheelers [6]. As a result, range prediction for four-wheelers usually
involves more complex models. On the other hand, two-wheelers have smaller battery
packs and are typically used for shorter trips, such as commuting or running errands. Range
prediction for electric two-wheelers is, therefore, simpler and can often be done using basic
information, such as the initial battery charge, bike and engine type, and the weight of the
rider. Another key difference is the impact of speed on range prediction. Four-wheelers are
typically designed to travel at higher speeds, which means they consume more energy, and
their range is more affected by factors such as wind resistance and drag. Two-wheelers,
on the other hand, have lower maximum speeds and are less affected by these factors.
This means that range prediction for two-wheelers is less sensitive to variations in speed
compared to four-wheelers.

Electric two-wheelers typically come with a digital display, which indicates battery
voltage. However, this does not help the consumers, as they cannot be translated to the
remaining range of the vehicle. The battery size and current state of charge determine how
much further the rider can go. Therefore, a more precise calculation might increase the
likelihood of e-bike adoption even more [4]. Some e-mobility provides range information
based on assistance level required from the drive unit [7]. However, there are other
factors, such as battery size and type, vehicle weight, terrain, weather conditions, and
rider behavior, that play an important role in prediction of range other than the drive
unit [8]. Therefore, the accuracy of the information is not sufficient for the current riders.
This creates anxiety among e-mobility owners about inadequate battery charges [9]. It
is possible to obtain this information using several sensors, as modern e-bikes include
sensors that transmit data to the control unit, such as speed, cadence, torque, and battery
temperature. Moreover, this information can be transmitted to a smartphone for further
use [10]. However, some of them need Bluetooth connection and extra hardware setup,
which is a hassle for the rider. There are some applications where Bluetooth connection is
not required but, in those cases, to provide remaining range or power, riders need to give a
lot of inputs regarding the technical details of their two-wheelers [11].

In this paper, we have considered all these factors and estimated the range for two-
wheelers by using vehicle information, rider behavior, road, and weather condition. We
have developed a data-driven machine-learning-based strategy and an application was
also developed to obtain all required data inspired by [12]. A very limited number of works
from the past have dealt with the same issue. Our goal is to predict range based on the
remaining battery life using machine learning and provide desired information to riders
without putting in much effort and/or technical information regarding e-mobility. In the
next section, we will conduct an analysis of the literature that we believe is pertinent to the
work that we are conducting.

2. Related Works

There have been numerous studies conducted on range prediction for electric vehicles;
most of these studies have focused on three- or four-wheeler electric vehicles. However,
there are only a few studies that have specifically addressed range prediction for electric
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bikes or two-wheelers. This highlights the need for further research in this area to improve
the accuracy of range prediction for electric two-wheelers.

Range prediction is a standard feature when it comes to four-wheeled electric vehicles
(EV) to inform the drivers when to charge the vehicle. To overcome the range prediction
problem in the case of EV, physical models using real-time data and artificial intelligence
models both trained on previous vehicle data have been investigated to estimate the range
of EV where physical models are based on their ability to provide an estimate of energy
consumption by modeling either the battery pack or the vehicle itself (see, e.g., [13–21]).
However, when it comes to the two-wheeler e-mobility especially, there are very few works
that have been conducted [8,10–12,22–24].

We present a brief overview of the related research we have compiled in Table 1 where
we mentioned details of the e-mobility type and approach of each study. There are some
studies that focused on battery power consumption rather than range estimation. We
know the main power source of a two-wheeler is the battery, which is one of the factors
to determines the range. In [22], the authors studied battery power and developed a
mathematical model for power consumption based on road slope, friction, air resistance,
rolling resistance, user information, and engine type, along with bike characteristics. An
application was also developed to give input parameters in the mathematical model
and to check each segment’s battery consumption in a planned route. Two e-bikes were
prepared to test their model and found that the prediction forecast is closer to the actual
battery consumption. We found another similar study about battery consumption [10]
where artificial neural networks were used to calculate rough estimates of travel time and
battery consumption along a given route and then presented through visualization to the
user. Evolutionary algorithms used these approximations as part of their optimization
processes. The outcomes for trips taken with and without the optimization system have
been compared. However, mean absolute error was found to be around 9.7% without
optimization and a much better result was achieved after optimization. Moreover, the
result was not the same for two similar batteries.

Table 1. Related work summary.

Ref. E-Mobility Type Approach

[22] E-bike Mathematical approach based on battery consumption data to predict power consumption

[10] E-bike ANN approach based on vehicle, smartphone sensor, and geographic information to predict
power consumption

[11] Two-wheeler Simulink model approach based on vehicle and battery information to predict mileage

[8] E-bike Machine learning approach based on SOC, rider, and environment information to predict destination
can be reached with current SOC or not

[12] E-bike Machine learning approach based on rider, traffic, and battery information to predict
battery consumption

[23] Scooter Simulink model approach based on rider, vehicle, and battery information to predict mileage

[24] Scooter Simulink model approach based on rider, vehicle, and battery information to predict power and energy

We understand that battery consumption is directly related to range prediction. How-
ever, our focus is on estimating the maximum distance that can be covered by the vehicle
before the battery runs out of power. In [11], they ensured the safe and effective operation
of e-mobility systems by better understanding how batteries react to a wide range of condi-
tions through the development of a battery simulation model. A two-wheeler was prepared
for on-road test in Italy to measure the battery information during each test ride. Then,
the test data were examined through their models, which are battery model, longitudinal
dynamic model, and global model, where all the models were studied through Matlab
Simulink. Battery models have been prepared using battery information such as voltage,
current, total energy, discharge current, weight, and so on. In the dynamic model, it is
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based on the kinematics of the vehicle with the velocity profile over time and, finally, in
the global model, authors connected the battery model and dynamic model together. It
seems that the global model carried out better results than other models. However, these
experiments needed lots of input parameters, such as voltage, capacity, discharge current,
battery weight, and many more, where riders may not know all the electronics data.

In [23], the authors attempted a comparable model, resulting in an error range of ap-
proximately 0.36% to 1.1% in predicting range. Another similar model was also developed
by authors in [24], where an electric scooter was studied to predict energy consumption
and range through dynamometer test and simulation model. The simulation model shows
that the electric scooter can cover a distance of up to 63,470 m. During the dynamometer
tests, the scooter achieved an average range of 60,460 m, while, on normal on-road testing,
it covered 62,830 m. The errors in comparison are 4.74% and 1.01% for the standard dy-
namometer and on-road tests, respectively. After reviewing simulation-based study, we
shifted our focus to machine-learning-based study. We have discovered in [12] a machine
learning model was used based on the battery information and sensor data from the e-bike.
The authors from the University of Waterloo developed a project called WeBike, where an
e-bike was prepared with 31 sensors and connected with an online map server through
a GPS-equipped smartphone to collect data. They have organized several participants
to collect data such as each participant’s battery consumption rate, average speed, trip
segments, traffic sign, average battery temperature, etc. Two prediction models such as
mean prediction and linear regression are used for range prediction that took into account
the behavior of the cyclist in addition to the route. Both model’s root mean squared errors
were around 5.3~9.7%. Moreover, two-wheelers do not come with multiple sensors unless
someone upgrades by himself/herself like they prepared their own hardware set. We
focused on data which can be easily accessible without any hassle from the rider and
without any Bluetooth connection. The findings were good enough but there are other
external factors as well, such as actual battery capacity, rider’s speed, wind speed, and
elevation, which also need to be studied, explained by the author.

In another study [8], the authors worked with those external factors where they
developed a system that can be installed in a smartphone. For the study purpose, a
prototype e-bike was prepared where their motor control system, microcontroller, and
battery were highlighted. The MCS app which they have developed can read battery
information through Bluetooth as well as collect smartphone sensor data. The data from
bike dependency, bicyclist dependency (bike effort and previous driving profile), and
environment dependency (temperature, wind, etc.) are combined to make the prediction.
They have experimented with Naïve Bayes algorithm to predict whether the user can go
for the trip with current battery charge or not and the approximate charge it may take to
complete the trip. Still, it was claimed that the approach needs to improve due to weather
influences on power output.

After reviewing the recent literature, we have discovered that there are many studies
regarding power consumption but relatively few on actual range prediction. Even in that
case, it is quite difficult to use those methods in the other two-wheeler e-mobility because
each different e-mobility comes with a different hardware setup where technical details are
mostly unknown to riders. Although some studies tried to solve it in many different ways,
still more research is needed in this field that can truly address the issue.

3. Materials and Methods

The experiment we designed has three phases, namely, Data Collection, Data Analysis
and Preparation, and Applying Machine Learning Models. Figure 1 explains our entire
experimentation process. The main reason behind designing the three phases of experi-
mentation is to work with the real data that a rider receives and/or gives. Moreover, it is
imperative towards our goal, which is to provide each specific rider with a generic platform
that can relay useful information with as few input data as possible without depending on
the model or manufacturer of the e-mobility.
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Figure 1. Experiment process design. See the nomenclature section for a detailed description of
the variable.

An application is employed to gather raw data, which is subsequently stored in the
cloud. This application may obtain information from a variety of sources, such as user
interactions or through the use of APIs. Once the raw data are collected, they undergo
analysis to identify patterns, followed by data preparation for the machine learning process,
which involves cleaning and transforming the data. In order to evaluate the performance
of various ML algorithms, 10-fold cross-validation is employed, utilizing methods such as
K-nearest neighbors (K*), random forest (RF), support vector machine (SVM), and additive
regression (AR). After applying these ML algorithms using 10-fold cross-validation, model
evaluation is conducted using log performance metrics, including mean absolute ratio
(MAR), root mean squared error (RMSE), and relative root squared error (RRSE). More
details will be provided in the subsequent sections.

We have selected an e-scooter for the experiment called “Road Gear CT” [25], which is
depicted in Figure 2. This e-scooter operates on a 36 V battery that has a capacity of 6 Ah.
Additionally, it is equipped with a motor that can generate up to 300 W of power when
operating at 36 V. The detailed technical description provided in Table 2 further highlights
the specific capabilities of the e-scooter.
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Table 2. Technical details of Road Gear CT electric scooter.

Parameter Name Details

Battery Voltage 36 V
Battery Capacity 6 Ah

Motor Output 36 V 300 W (Rated Power)
Weight 13.5 Kg

Maximum Range 20 km
Maximum Speed 25 km/h

Wheel Size 8 inches

3.1. Data Collection

An application named “Ddanigo LLC. Navigation app” has been developed under the
company Ddanigo LLC, 4701 Patrick Henry Dr #23, Santa Clara, CA 95054, USA [26] for
collecting data and integrating machine learning techniques in the background, inspired
by [8,22]. The mobile application uses flutter to ensure cross-platform availability for both
Android and iOS devices.

In addition to the application, we have also compiled a comprehensive dataset contain-
ing technical information for two-wheelers worldwide. Our database contains information
for 732 two-wheelers, each of which has been assigned a unique ID (named “E_ID” in
storage) for easy retrieval and analysis of technical information. This dataset encompasses
a range of attributes, including the two-wheeler name, model, year, weight, voltage (V), bat-
tery capacity in watt-hours (Wh), and maximum mileage in kilometers (Km). By analyzing
this diverse and extensive dataset, we aim to gain valuable insights into the performance
and efficiency of various two-wheeler models.

This dataset was prepared to support the user registration process in the application.
When a user registers in the application, they are required to provide details about their
two-wheeler, which are then matched against the information in our database. To simplify
this process for users, we only require basic information, such as the name, model, and
manufacturing year, which can be easily found on the manufacturer’s website. By matching
the user’s two-wheeler details with the technical information in our dataset, the applica-
tion’s database creates another unique ID (named “UE_ID” in storage) that combines both
the user and two-wheeler information. This ensures that users can easily access accurate
technical specifications for their two-wheeler without needing to worry about the details
themselves. However, if a user’s two-wheeler is not found in the dataset, they can still
register their vehicle by providing basic information. The application will then generate a
unique ID, even if technical specifications are not available.

Once the two-wheeler has been set up, the application can provide navigation services.
While providing navigation services, the application can collect data in the background,
which are then saved to cloud storage after each individual trip. The data we have collected
during each trip can be categorized into four categories: two-wheeler data, environmental
data, route data, and rider behavior data. The choice to use data for range prediction is
well founded, as these data categories are directly related to the factors that can influence
the range of a two-wheeler. As we have discussed in Section 2, the authors [8] explored
the impact of similar factors such as two-wheeler, environmental, route, and bicyclist
effort data, where bicyclist effort was measured in terms of power. On the other hand, the
study [22] also focused on comparable factors but they used different aspects of bicyclist
performance, which is average speed. While measuring power accurately often requires
additional sensors and hardware, the goal in this case is to provide a solution that does not
rely on extra equipment. Instead, our focus was to utilize easily accessible information that
can be collected through a smartphone. By concentrating on distance, time, and speed as
rider behavior metrics, we can analyze and understand performance without the need for
specialized sensors.

The experimentation was carried out only with an android device. The application
requires internet connectivity and GPS to perform data collection. The routes were se-
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lected based on accessibility, ability to perform rides without interruption, distinguishable
differences in elevation throughout the route, and good reception of GPS and internet
connectivity. Furthermore, the same route was used to obtain data for different battery
levels to ensure the proper distribution of data. In Table 3, we have listed down the data
that will be collected using the application from the experimental test rides, among them,
which data are being collected every second of the ride and which of them are being input
by the user. All the data are collected for every ride separately.

Table 3. List of data collected from each trip.

Category Data Input by User Collected Every Second

Two-Wheeler
Initial Battery Level Yes No

Remaining Battery Level Yes No

Environmental
Weather No No

Temperature No No

Route
Location No Yes
Elevation No Yes

Rider Behavior
Distance No Yes

Time No No
Speed No Yes

We collected data from approximately 100 trips conducted by a rider where the average
distance and time for the trips is around 7.46 km and 24.67 min. This rider was male, around
28 years of age, and weighed around 68 kg. The data were gathered using the application,
which was provided to the rider on a device for his use during various trips along the
designated test routes. All the routes were covered during summer days.

The application only asks the rider to give input regarding battery levels at the start
and end of each trip. The rest of the data are collected and calculated from different sensors
and APIs from within the application in the background throughout the ride. We have used
“Flutter Weather” plugin to collect weather type and temperature of rider’s current location
when they navigate. The application was integrated with google maps API as a map server
to collect route information. Furthermore, we have used direction API to obtain the list
of routes. The GPS sensor along with the geocoding plugin from flutter gives us relevant
information regarding location, distance, and speed every second. Subsequently, we have
stored all these raw data in cloud storage for further analysis and calculation because of
the restricted storage and processing capability of mobile devices [27].

The collection of personal data, such as user locations, riding habits, or other identi-
fiable information, raises privacy concerns. To address this issue, all information related
to the users was securely stored in a central database. The collected data were strictly
used for the intended research purposes, and no unauthorized usage or sharing of the data
was allowed. Proper access controls were implemented to ensure that only authorized
personnel had access to the data for research purposes.

3.2. Data Analysis and Preparation

We have sorted out the dataset from the stored raw data in this phase of the experiment.
Although our stored data contained data collected in a trip for every second, we have
converted the data such that one trip became one instance. Firstly, we converted the battery
level data we collected from the rider. We observed that the range can differ based on
the initial battery state. Moreover, it was observed that, while the initial battery level was
80–100%, the range provided by e-mobility is higher, while the last 20% provides less range
than other states. Based on our observation, we have categorized the initial battery levels
into five categories, named A, B, C, D, and E, ranging from 80 to 100%, 60 to 79%, 40 to 59%,
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20 to 39%, and 0 to 19%, respectively. Subsequently, we converted the final battery level to
total battery consumption by using the following formula:

Batterycon = Battery init − Battery f inal (1)

Although different studies have shown the impact of environmental factors coming
into play for range prediction and we are collecting the environmental data for each trip,
we could not use the data in our study, as the environmental data were almost constant
in every single case. Therefore, we have omitted the data from our final dataset, since the
impact from them will be nonexistent. Subsequently, we have also omitted the location
data, as they have no factor to play in the range prediction either.

In our next step, we determined the elevation gain for the entire trip. Since we have
the elevation data for every second, we needed to ascertain the total for the entire trip. To
perform the calculation, we used the following Formula (2):

Elevgain = ∑n
i=2 Elevi − Elevi−1[(Elevi − Elevi−1) > 0] (2)

where n is the number of elevations in a trip.
Finally, we have converted the speed data into three fields, namely, total acceleration,

total deceleration, and total stop time. In order to achieve this feat, we calculated accelera-
tion and deceleration from the speed data of every second at first. Then, we counted the
number of times a rider accelerated and decelerated in a single trip. Furthermore, the total
stop time was calculated based on the number of times speed went to 0. The following
formulas were used for such calculations:

Speeddi f f = Speedcurr − Speedprev (3)

Acctotal = |A|, where A =
{

x : xεSpeeddi f f erence, x > 0
}

(4)

Dcctotal = |B|, where B =
{

x : xεSpeeddi f f erence, x < 0
}

(5)

Stoptotal = |C|, where C = {x : xεSpeedcurrent, x = 0} (6)

Furthermore, the distance recorded was in meters, as it was collected every second
from the previous position to the new position in order to clearly represent the actual travel
distance rather than the distance provided by the APIs. The summation of said distance
was then converted into kilometers to be included in the final dataset.

Disttotal =
∑n

i=1 disti

1000
(7)

where n is the number of instances in stored data.
As explained in Section 3.1, each specific two-wheeler in our database is assigned a

Unique ID (named “UE_ID” in storage) that is created by combining the specific user’s
information with the technical information of the specific two-wheeler. Since the user
will always be making trips with their own two-wheeler, the technical details associated
with the UE_ID will remain constant. Rather than needing to include all of the technical
information for the specific two-wheeler in each instance of data collected during trips, we
can simply use the UE_ID to reference the technical information stored in our database.
Therefore, it is not necessary to have a lot of technical information about the two-wheelers,
such as total range, battery capacity, or motor type, as the UE_ID can be used to identify
and track the vehicles accurately. Because of that, we are not including the technical details
of each two-wheeler in the final version of the dataset.

The final processed dataset, after all the processing, omission, and conversion, has
7 attributes in total, where 6 of them will be used as input features for the machine learning
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models and distance will be the output. In Table 4, these attributes and their descriptions
have been listed down. The dataset contains a total of 100 instances, with each instance
representing a different trip. Furthermore, we have checked for irregularities and missing
values in the final dataset and have found none. Figure 3a,b illustrates the scatter plot
that displays the relationship between distance and the various factors of the processed
dataset. Since the output variable is a continuous numerical value, regression model is a
suitable choice for predicting the distancer rather than classification model. Therefore, the
processed dataset was ready for the next phase.

Table 4. Processed dataset.

Attribute Description

Elevation Gain Total elevation gained in a single trip
Battery Consumption Difference in battery level from start to end of the trip.

State of Charge Categorization of the battery level at the start of the trip
Total Acceleration Number of times acceleration occurred
Total Deceleration Number of times deceleration occurred

Distance Distance travelled in a single trip in km
UE_ID An ID combining user and two-wheeler information
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gain vs. distance.

3.3. ML Models

Figure 4 illustrates the step-by-step process of the machine learning algorithms and
their evaluation used in the study. The flowchart provides a clear visual representation of
how the parameters were processed to develop the machine learning model and how it
was subsequently evaluated. The process starts with the raw data, which are collected from
various sources. The collected data are then preprocessed to remove any noise or unwanted
information. After preprocessing, the relevant features are extracted from the data and
selected based on their importance. These features are then divided into two datasets,
which are training set and validation set.

The training set consists of 60 data points and is used to train the machine learning
model via 10-fold cross-validation, allowing it to learn patterns and relationships between
the features and the target variable. In this technique, the original dataset is randomly
divided into 10 equal-sized subsets, also known as “folds”. The model is then trained on
9 of the folds and tested on the remaining fold. This process is repeated 10 times, each
time using a different fold for testing and the remaining folds for training. Furthermore,
the training results were used to select the best model for the validation process. The
validation set, on the other hand, comprises 40 data points and is used to assess the model’s
performance. The best performing model is then evaluated using the validation dataset
and the evaluation matrix.
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In this study, we utilized six different machine learning algorithms to predict the range
which is a continuous numerical value. We chose to use regression algorithms as they are
commonly used to predict continuous values. In order to conduct this study, we have used
java programing language with the help of the weka library. All the algorithms were coded
in the same program and the evaluation was given as the output in a csv file. We have used
three core algorithms and then used an additive model based on these three algorithms
to make it a total of six. The algorithms we have used are KStar (K*), random forest (RF),
support vector machine (SVM), and additive regression (AR). Furthermore, we have used
the K*, RF, and SVM as the base of AR, thus rounding the total number of algorithms to six.
We have used 10-fold cross-validation on these 6 algorithms and the results were stored in
a csv file.

KStar (K*): As a classifier, KStar relies on the similarity between training and test
samples to determine the label for a given occurrence. To differentiate itself from other
instance-based learners, it uses a distance function based on entropy. To assign a label to
an instance, instance-based learning systems consult a database of labeled examples. The
essential assumption is that analogous cases are categorized in the same way. There is a
need to settle on a common understanding of “similar instance” and “similar class.” The
associated parts of an instance-based learner are the distance function, which determines the
degree of similarity between two instances, and the classification function, which explains
how the instance similarity generates a final classification for the new instance [28].

Random forest (RF): To classify data, random forest uses a collection of decision trees
that are generated at random. If there is use of bagging, random forests will introduce
even more unpredictability. In random forests, each tree is built from a different bootstrap
sample of the data, and the tree construction process is altered to improve accuracy. The
optimum split across all variables is used to divide each node in a typical tree. Each node
in a random forest selects a subset of predictors at random and uses the best of them to
make predictions. This seemingly contradictory approach outperforms a wide variety
of classifiers and support vector machines, including discriminant analysis and neural
networks, and is highly resistant to overfitting [29]. RF can be described as:

f̂ =
1
B

B

∑
b=1

fb
(

x′
)

(8)

Support vector machine (SVM): SVM-based regression models are helpful for model-
ing complicated relations that cannot be well captured by lower-order polynomial equations.
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Because of its high power and great generalization capacity, SVM is widely used for tackling
issues involving pattern recognition, classification, regression, and prediction. SVM can be
described with the following equation [30]:

g(x) = wTΦ(x) + a (9)

where w is the weight factor, Φ represents the mapping function, x is the input vector, and
a is the bias.

Additive model (AM): One type of nonparametric regression technique is the additive
model (AM). The AM constructs a subset of nonparametric regression models with the
help of a one-dimensional smoother [31]. Here is a simplified representation of the training
procedure for additive models:

Fm(x) = Fm−1(x) + αhm(x) (10)

Here, Fm(x) is a model ensemble that improves upon the Fm−1(x) model by combining
m weak learning models hm(x) to find the true solution. A scaling factor, which can range
from 0 to 1, is added to reduce the contribution of each iteration in an effort to prevent the
model from overfitting.

3.4. Model Deployment

In order to deploy our machine learning model for predicting the range of two-
wheelers, we have assigned the selected model to run in the cloud. This approach allows us
to take advantage of the scalability and reliability of cloud computing resources and ensures
that our model is always available for use by the application’s users. Before deploying
the model in the cloud, we performed extensive evaluation and testing to ensure that it
meets our performance and accuracy requirements. Once the model was deemed ready for
deployment, we uploaded it to our cloud infrastructure and configured it to receive user
data from the application.

The ML model in the application works specifically for each user, based on their
individual driving habits, road conditions, and vehicle performance history. The work
process of range prediction in our application is illustrated in Figure 5. The application
first recognizes the UE_ID of the specific user who is trying to access the range prediction
service. This unique ID is created by combining the user and two-wheeler information
during the user registration process, which was discussed earlier in the paper. Once the
UE_ID is recognized, the application checks whether the model for that specific user’s
two-wheeler is already available in the cloud or not. If the model is found, the application
checks whether it needs to be updated or not. If the model needs to be updated, the
application collects the latest historical data and uses it to train the model. Once the model
is updated or a new model is generated, the application uses it to predict the remaining
range of the user’s two-wheeler. The prediction result is then sent back to the application
for display, allowing the user to plan their journey accordingly.
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4. Results and Discussion

In order to determine the performances of the six machine learning algorithms, we
have used mean absolute error (MAE), root mean squared error (RMSE), and root relative
squared error (RRSE) for evaluation.

Mean absolute error (MAE): When comparing errors in paired observations of the
same event, the mean absolute error (MAE) is a useful statistic. To calculate MAE, multiply
the following formula by itself:

MAE =
1
N

N

∑
i=1
|yi − ŷi| (11)

Using the same measurement system as the data, we determine the mean absolute
error. This accuracy statistic depends on the scale being used; hence, it cannot be used to
compare series of different scales [32].

Root mean square error (RMSE): The root mean square error (RMSE) is a popular
statistic for evaluating the accuracy with which a model or estimate matches up with actual
data. Due to its dependence on size, RMSE is often employed within a single dataset to
compare the accuracy of several models’ forecasts rather than as a means of comparing
models across datasets [33].

RMSE =

√√√√ 1
N

N

∑
i=1

(yi − ŷi)
2 (12)

Root relative squared error (RRSE): A simple predictor’s accuracy is quantified by
its root relative squared error (RRSE). The mean of the observed data may be predicted
with this easy-to-use metric. Total squared error is normalized by the simple predictor’s
total squared error, which is why we use the relative squared error. The square root of
the relative squared error brings the error down to the same dimension as the expected
quantity [34]. RRSE can be defined by the following equation:

RRSE =

√√√√∑n
i=1(y′ − y)2

∑n
i=1(y− y)2 (13)

where the formula for y is:

y =
1
n

n

∑
i=1

y (14)

The performance metrics MAE, RMSE, and RRSE for the six models are compiled in
Table 5. The result from Table 5 depicts that the support vector machine (SVM) algorithm
produces the best results for range prediction, whereas additive models (AM) performed
better than its base algorithm in all three cases. However, SVM has outperformed all others
in this experiment. The high error rate is from the KStar algorithm and, given the fact that
we have very limited data, that is understandable.

Table 5. Model performances using training dataset.

ML Model
Name MAE RMSE RRSE

KStar(K*) 0.26 0.4 9.65%
Random Forest (RF) 0.21 0.34 8.23%

Support Vector Machine (SMOreg) 0.15 0.29 7.03%
Additive Regression with K* 0.26 0.39 9.43%
Additive Regression with RF 0.21 0.32 7.80%

Additive Regression with SMOreg 0.15 0.29 7.01%
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From Table 5, we can also see that the error rate is not that high, since this is in kilome-
ters. We have observed from the training dataset that the mean distance we have traveled
during our experiment trips is around 7.46 km, which makes our result really promis-
ing. Moreover, the best performing algorithm has an error of around 150 m on average.
Therefore, it is very clear that our approach towards the problem shows much promise.

In order to evaluate the model, we have separated a dataset of 40 instances and test
our best performing algorithm. Figure 6 illustrates the performance of our best model
on the validation dataset by visually representing the chart that compares the actual
distance travelled by the electric two-wheeler on the validation set of 40 trips with the
predicted distance (in km) generated by the machine learning model. The chart shows
two lines, one representing the actual distance and the other depicting the predicted
distance, with trip number as the x-axis and distance (in km) travelled as the y-axis. The
chart demonstrates how closely the predicted distances match the actual distances, and to
identify any discrepancies or outliers that may indicate errors or limitations in the model.
By comparing the two lines, we can clearly demonstrate the effectiveness of the machine
learning model in predicting the distance travelled by the electric scooter.
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Figure 7 illustrates the comparison as a chart to obtain a better idea of how well our
study has performed compared to others. Since our study focuses on predicting the range,
we have only compared with the studies that have similar focus. The MAE is a statistical
measure that indicates the average magnitude of errors in the predictions made by a model,
with lower values indicating better performance. There are four studies being compared,
denoted by [23,24,35], and our study. The MAE of the [23] study is 0.49, which means that
the predictions made by that model had an average error of 0.49. Similarly, the MAE of
the [24] study is 0.19 and the MAE of the [35] study is 0.28. Our study has an MAE of
0.13, which is the lowest value among all the studies compared. This suggests that the
approach we took and the machine learning model used in our study have performed better
than the models used in the other studies in terms of predicting the remaining distance of
electric two-wheelers.

The Table 6 describes the parameters used in different studies for predicting the range
of electric scooters. Study [23] used three different parameters, including battery and
motor, scooter, and user. Study [24] used similar parameters, such as battery and motor,
scooter, and user, while another study [35] only used battery parameters. In contrast,
our study used three parameters, including battery, user, and road, which are state of
charge, battery consumption, elevation gain, acceleration, deceleration, stop time, and
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distance. By using these parameters, our study improved the accuracy of range prediction
for electric two-wheelers.
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Table 6. Parameter lists used in other studies, including ours.

Ref. Parameter Type Parameter Details

[23]
Battery and Motor Motor nominal input voltage, nominal power, nominal current, nominal battery

output voltage, capacity, max continuous discharge, max charge current
Scooter Linear velocity, weight, rolling resistance, dynamic resistance, drag forces

User Weight, average speed, maximum speed, maximum acceleration

[24]
Battery and Motor Motor power, motor torque, motor revolution speed (Basic and Max)

Scooter Weight, coefficient of drag, frontal area, rolling resistance, velocity, powertrain
efficiency, wheel diameter, accessories load, wheel radius

User Speed

[35] Battery Discharging current, battery terminal voltage, battery capacity, time average voltage,
battery temperature, scooter speed

Our study
Battery State of charge, battery consumption (initial battery level–final battery level)
Road Elevation gain
User Acceleration, deceleration, stop time, distance

Figure 8 shows a comparison of the number of technical and nontechnical parameters
used in different studies, including our one. The x-axis represents the number of studies,
while the y-axis represents the number of technical and nontechnical parameters used
in each study. The bars represent the total number of parameters used in each study,
with green bars representing nontechnical parameters and red bars representing technical
parameters. Furthermore, the parameters used in such predictions are more technical and
will be very hard for the riders to provide. Nonetheless, our models have predicted quite
accurately without having to rely on more technical attributes. The result shows us that we
can narrow down the remaining distance to 130 m with less data and more toward user
behavior. There is high potential using such a model for further studies.
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5. Conclusions

This paper addresses the challenge of predicting the range of electric two-wheelers,
which is crucial for riders who need to plan their journeys and ensure that they can reach
their destination without running out of charge. The proposed solution in this paper
concentrates on using machine learning techniques to predict the range. Additionally, an
application has been developed for this research purpose that collects data from users and
uses it to train the machine learning model. Multiple experiments have been conducted
using an e-scooter for this research. We place a greater emphasis on the data that are
obtained from our application using smartphone sensor or APIs and minimal engagement
from the user. Therefore, the dataset we collected contains riders’ behavior, road condition,
weather, and battery information. Several machine learning techniques have been used for
training and the results have been compared with an actual trip dataset. The method that
was proposed demonstrates that it is possible to obtain an accurate range prediction even
when one lacks access to specific and in-depth technical knowledge of the two-wheeler and
the results are promising. The additive regression model combined with the support vector
machine produced the best results of all the models. The study presented in this paper
achieved a mean absolute error of 0.13 using the testing dataset, which is significantly
lower than the errors reported in other studies. Moreover, the results of the predictions that
were expected are consistent. Then, the selected ML model has been set on the cloud to
make prediction and provide the result to our application.

We addressed the fact that our solution is able to deliver information about the range
of electric two-wheelers. Because we are aware that our findings are based on a single
dataset, we believe that further research involving a variety of datasets is required in order
to validate the outcomes of our analysis. This is because we are aware that our conclusions
are derived from a single dataset, mostly due to the fact that there was only ever one electric
scooter utilized to compile that dataset. As part of our ongoing research, we intend to carry
out additional studies using a variety of two-wheelers now available on the market. In
addition, there is the possibility of taking into account additional parameters that have an
impact on the range. However, since our ML model is user-specific, it needs to be updated
regularly to ensure accurate predictions. This is because the factors that affect the range of
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electric two-wheelers can vary over time and the model needs to be trained on new data to
capture these changes. To address this challenge, we plan to use reinforced learning.

In conclusion, more machine learning methods are something that can be researched
for this strategy. Since the fear of running out of battery power is one of the primary barriers
preventing widespread use of electric vehicles, it is essential that efforts be maintained to
enhance range prediction in order to make energy usage more sustainable.
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Nomenclature

EV Electric Vehicle
SOC State-of-Charge
V Voltage
Wh Watt-hours
Km Kilometers
Batterycon Total Battery Consumption
Battery init Initial Battery Level
Battery f inal Final Battery Level
Speeddi f f Speed differences between each second
Speedcurr Current Speed
Speedprev Previous Speed
Acctotal Total Acceleration
Dcctotal Total Deceleration
Stoptotal Total Stop Time
A Acceleration
B Deceleration
C Stop Time
Elevgain Total Elevation Gain
Elevi Current Elevation
Elevi−1 Previous Elevation
Disttotal Total Distance
disti Distance at certain point
K* KStar
RF Random Forest
SVM Support Vector Machine
AM Additive Model
AR Additive Regression
MAE Mean Absolute Error
RMSE Root Mean Square Error
RRSE Root Relative Squared Error
E_ID Unique ID of two-wheeler
UE_ID Unique ID combining user and two-wheeler information
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