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Abstract. In this article, a method of analysing features of elliptical regions and combining outcomes of

classifiers using Dempster–Shafer Theory (DST) is presented to classify online handwritten text and non-text

data of any online handwritten document in the most popular Indic script—Devanagari. Although a few works

exist in this regard in different non-Indic scripts, to our knowledge, no study is available to classify handwritten

text and non-text document in online mode in any Indic script. The present method uses various structural and

directional features analysed in elliptical regions to extract feature values from strokes of text and non-text data.

The features are then studied separately in classification platforms based on Support Vector Machine (SVM) and

Hidden Markov Model (HMM). The probabilistic outcomes of these two classification platforms are then

combined using DST to improve the system performance. The efficiency of the present system has been

measured on a self-generated dataset and it provides promising result.
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1. Introduction

It is very natural for human beings to write a document

consisting of textual and non-textual information. Dividing

one online handwritten document into its constituent textual

and non-textual portions is a very crucial problem for

document analysis and recognition tasks. The task of text/

non-text classification from within a single online hand-

written document is required for text recognition, text

searching and diagram identification. Hence, research

explorations have been started recently to solve this crucial

problem. After classifying text and non-text information

from within a single document, the textual information can

be passed to a text recognizer module to recognize the

textual information of the document. Similarly, various

graphical entities such as flow chart, transition diagram,

2-D graphical objects, etc. are recognized as non-text

portions.

Handwritten texts are not written in a uniform manner as

a specific text can be written in dissimilar sizes and styles

by different writers or even a single writer. Extracting

features to classify handwritten text/non-text is a chal-

lenging task as several handwritten textual strokes may

have some feature values common to those of non-textual

strokes like the one shown in figure 1. Very few research

works [1–4] are available in the literature to classify text

and non-text portions within a single online handwritten

document. However, we could not find any research work

on online handwritten text/non-text classification where

text is written in any Indic script, including Devanagari.

The proposed system classifies online handwritten text and

non-text document where text data are written in the most

popular Indic script—Devanagari. Figure 2 shows the

combination of text and non-text data in Devanagari script

present in a single document.

In the proposed system, in order to extract features,

each text and non-text data is divided into smaller ellip-

tical regions by constructing several concentric ellipses

around the stroke. Each elliptical region is further divided

into several sub-regions before extracting various struc-

tural and directional features of stroke portions from each

sub region. The features are then studied separately in

classification platforms based on Support Vector Machine

(SVM) and Hidden Markov Model (HMM) to classify text

and non-text data. The outcomes of these two classifiers

are then combined using Dempster–Shafer Theory (DST)

to improve the performance of the present system. Fig-

ure 3 shows the overall framework of the proposed

system.

The remaining portions of this paper are arranged as

follows. Section 2 details the related works. Section 3

discusses the Devanagari script and method of dataset

creation. Section 4 depicts the feature extraction technique.

The processes of classifying text and non-text data sepa-

rately using SVM and HMM as well as by combining them

together are presented in section 5. Experimental results*For correspondence
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and analysis are discussed in section 6. Finally, conclusion

of the paper is given in section 7.

2. Literature survey

As already mentioned, although limited studies are avail-

able on classification of text and non-text portions from

within a single online handwritten document in a few non-

Indic scripts, we could not find any research work in this

problem area in any of the Indic scripts. A few studies,

available in non-Indic scripts in this problem area, are

discussed here.

Delaye and Lee [1] proposed a method for segmentation

of text/non-text portions in online handwritten documents.

The strategy relied on single linkage clustering and a

pairwise stroke distance measurement. Delaye and Liu [2]

also presented a conditional random field (CRF)-based

study in this regard in online handwritten documents.

VanPhan and Nakagawa [3] proposed a method in this

problem area based on advanced version of Recurrent

Neural Network (RNN)—Long Short-Term Memory

(LSTM). The study integrated local context and global

context to enhance the system performance. Zhou and Liu

[4] proposed a Markov Random Field (MRF)-based

approach to classify text and non-text in Japanese docu-

ments. Zhou et al [5] presented another study, which

focused on extracting text lines from online handwritten

documents of both text and non-text matters. It considered

temporal and spatial dimensions of online strokes through

several partitioning and combining steps. The goal of the

work presented by Liwicki et al [6] was very similar but did

not handle non-textual strokes. Another study [7] presented

the text line segmentation problem as stroke partitioning

problem. In this work, the model complexity was optimized

using gradient descent. Blanchard and Artieres [8] pre-

sented a system where probabilistic feature grammars were

trained to detect text lines. Although this system has shown

reasonable robustness for poorly structured documents, it

cannot handle free-form documents properly due to the

rule-based nature of the system. In our earlier work [9], an

RNN-based recognition method using horizontal zoning of

words was proposed to recognize online handwritten iso-

lated words in two different Indic scripts—Devanagari and

Bengali. In another study [10], an approach based on deep

learning was presented for printed scene text recognition in

three different Indic scripts—Devanagari, Telugu and

Malayalam.

A few attempts [11, 12] have been reported in the liter-

ature to recognize only online hand-drawn circuit or sket-

ched diagrams, i.e. only non-textual document. Feng et al

[11] proposed a method for online hand-drawn electric

circuit diagram recognition. The authors relied upon a two-

dimensional dynamic programming technique to generate

symbol hypothesis, which leads to correct segmentation and

recognition of interspersed symbols. In another study [12],

an attempt was made to develop a system to recognize

online sketched diagrams, where an approach was proposed

to deal with text blocks also present in diagrams.

Figure 1. Same stroke used to write a character (text) in

Devanagari script as well as non-textual object.

Figure 2. A combination of text and non-text data in Devanagari

script.

Figure 3. Overall framework of the proposed system.
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Hence, a few attempts have been made to date to classify

text/non-text portions existing in a single online handwrit-

ten document written in various non-Indic scripts. How-

ever, we could not find any research work in this problem

area for Indic scripts.

3. Devanagari script and dataset details

Among Indic scripts, Devanagari is the most popular Indic

script [13]. This script is used to write many Indo-Aryan

languages such as Hindi, Nepali, Marathi, etc. The order of

writing in this script is from left to right and it does not

contain the upper/lower case notation of alphabets. Simple

characters in this script consist of vowels and consonants.

Current form of this script contains 12 vowels and 36

consonants. In this script, more than one consonants are

combined to generate a compound character. After ana-

lysing this script, 63 compound characters have been

identified. Besides this, Devanagari script contains 10 basic

numerals (0–9) and matras. Figure 4 shows a few instances

of simple and compound characters, numerals and matras in

Devanagari script. This figure demonstrates that almost all

characters shown here in Devanagari script have a hori-

zontal line, known as shirorekha, at the upper part.

This work has created datasets of both online handwrit-

ten text and non-text documents as they are not publicly

available. Samples of text and non-text data have been

collected separately. Text strokes are written in Devanagari

script. The generated datasets will be published for the

future researchers.

For generating the datasets of text and non-text samples,

we have collected samples of 100 different online hand-

written text documents, each containing a character or word

or digit and 100 different online hand-drawn diagrams for

non-text data. We considered different diagrams like finite

automata, flow charts, 2-D and 3-D shapes, various forms

of 2-D graphs and object transformation in computer

graphics as non-text data; 100 native speakers of Devana-

gari script of different ages and educational backgrounds

provided handwriting samples. Each writer provided two

samples of each text and non-text document. The training

and testing phases in the present system have been con-

ducted using holdout and 4-fold evaluation methods. In

holdout method, the collected samples have been divided

into training and testing datasets in 3:1 ratio. The dataset

details for holdout method are presented in table 1.

4. Feature extraction

In the proposed system, various structural and directional

features are extracted from stroke(s) of text and non-text

data. The features used in this work are writing direction,

slope, curvature and curliness [14]. These features can

exploit the temporal information inherent to online data

very efficiently. These features are extracted in the vicinity

of each point xt; yt of the stroke. The methods of extracting

these features are discussed here briefly.

a.Writing direction: The writing direction of a point xt; yt
is computed using (1) and (2):

cos a ¼
Dx

Ds
ð1Þ

sin a ¼
Dy

Ds
ð2Þ

where

Ds ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dx2 þ Dy2
p

; ð3Þ

Dx ¼xt�1 � xtþ1; ð4Þ

Dy ¼yt�1 � ytþ1: ð5Þ

b. Slope: The slope of point xt; yt is computed as the

cosine of angle ht of the straight line from starting point of

the vicinity to the last vicinity point.

c. Curvature: The curvature of point xt; yt is computed

using sine and cosine of angle b with the help of two non-

immediate neighbour points of xt; yt, i.e., xt�2; yt�2 and

xtþ2; ytþ2. It is computed using (6) and (7):

cos b ¼ cos at�1 � cos atþ1 þ sin at�1 � sin atþ1; ð6Þ

sinb ¼ cos at�1 � sin atþ1 � sin at�1 � cos atþ1: ð7Þ

d. Curliness: This feature is computed by dividing the

length of the vicinity by maximum side of the bounding
Figure 4. A few instances of different types of characters, basic

numerals and matras in Devanagari script.

Table 1. Dataset details.

Document

Total

samples

Training dataset

size

Testing dataset

size

Text 20000 15000 5000

Non-text 20000 15000 5000
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box containing all points in the vicinity of point xt; yt.

Calculation of this feature is shown in (8):

C ¼
L

maxðDx;DyÞ
� 2 ð8Þ

where L denotes the length of the vicinity. Dx and Dy are

the width and height, respectively, of the bounding box.

Before extracting features, entire text and non-text data

samples are divided into smaller elliptical regions by con-

structing several concentric ellipses around the data. Each

elliptical region is further divided into octants (tested with

halves and quadrant also, but the one using octants has

provided the best performance) before extracting feature

values of stroke portions from each sub-region. This type of

elliptical division is done to reduce inter-class similarity.

The idea of segmentation into elliptical regions is illus-

trated in figure 5. Segmentations into elliptical regions of

an online handwritten character (text data) and hand-drawn

rectangle (non-text data) are illustrated in figure 6. Here,

division is shown for two concentric ellipses.

The feature values obtained from these features from

each sub-region are quantized separately into one of the 8

possible values. For example, if the angular values of first

three features lie between 0� and 45� then the point xt; yt,

in the vicinity of which features are extracted, is placed in

bin 1, if angular values lie between 46� and 90� then this

point is placed in bin 2 and so on up to bin 8. Different

bin divisions have been tested, but the one using pi/4 has

shown the best accuracy. Similarly, 8-level quantization

has been performed on the feature values obtained from

the fourth feature also. Thus, each bin holds a certain

number of points. This number in each bin is divided by

the total number of points of a stroke present in a sub-

region. Hence, we get 8 normalized feature values ranging

from 0 to 1 from 8 bins for each feature in a particular

sub-region. Thus, 32 feature values are obtained from all

four features in a particular sub-region. Feature vectors of

different dimensions are generated depending upon the

number of sub-regions created. For 3 concentric ellipses,

24 sub-regions are created; thus, 768 (32� 24) feature

values are obtained from 24 different sub-regions. For 4

concentric ellipses, 32 sub-regions are created; thus, 1024

(32� 32) feature values are obtained from 32 different

sub-regions.

5. Classification

The present work classifies text and non-text data using

SVM and HMM classifiers separately as well as by com-

bining the probabilistic outputs of these two classifiers

using DST. The methods of classification using SVM and

HMM are discussed here.

5.1 Classification using SVM

In the recent past, SVM has been successfully used for

various problems on pattern recognition as well as regres-

sion [15–17]. The theoretical background of SVM may be

found in [15–17]. The present research work is a binary

classification problem. To train the present system using

SVM, two different class labels are used—one for text data

and another for non-text data. During training, initially,

feature values are extracted from stroke portions lying in

each sub-region of elliptical division. Next, these feature

values are quantized and normalized to generate the feature

vector of same dimensionality for each training sample of

both text and non-text data and are labelled with the

appropriate class label in a single training file. During

testing, a single test file containing feature vectors of both

text and non-text data samples is fed to the SVM to know

the label of each test feature vector.

5.2 Classification using HMM

HMM is a stochastic sequential classifier and has become

popular in modelling temporal sequences [18]. Recognition

of the sequences is performed using the Viterbi algorithm

[18]. In the proposed system, two different HMMs are

used—one for text data and another for non-text data. For

each text and non-text data sample, sub-region-wise feature

vectors are generated and the resultant sequence of feature

vectors is processed using left-to-right continuous density

HMMs. For each sequence of feature vectors, the likelihood

of belongingness of the sequence to each class is calculated,

and the class with which the maximum likelihood is found

is considered for the final class label of the sequence.

Figure 7 shows a few text and non-text samples that get

modelled using HMMs.

Figure 5. Division into elliptical regions where each elliptical

region is divided into octants.

Figure 6. Division into elliptical regions of (a) one character

(text data) in Devanagari script and (b) one rectangle (non-text

data).
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5.3 Combining classifiers using DST

In this work, probabilistic outcomes of SVM and HMM

classifiers are combined using DST. DST, or evidence

theory, is a general framework to deal with uncertainty. In

this theory, a degree of belief is obtained after combining

evidences from multiple sources. This combination con-

siders all the available evidences. It is effectively used for

combining multiple information sources with incomplete,

imprecise, biased and conflict knowledge [19]. A DST-

based combination approach is discussed here briefly.

In DST-based combination, a finite set F ¼ fc1; :::; cng;

also known as a frame, is formed by exclusive class labels

of various patterns. Here, n is total number of classes. In the

present system, the size of the frame F is 2 as it contains

two exclusive class labels—one for text data and another

for non-text data. After individual probability calculation,

the probabilistic outputs of two different classifiers are

converted to a more complex mass function. Initially, the

elements of F are sorted in decreasing order of probabilities

as defined in (9):

pðc1Þ[ :::[ pðcjFjÞ: ð9Þ

Here, pðciÞ is the probability value corresponding to a

particular class in the frame F.

Next, mass function l is described using (10) and (11):

lðfc1; c2; :::; cjFjgÞ ¼ lðFÞ ¼ jFjpðcjFjÞ; ð10Þ

8i\jFj; lðfc1; c2; :::; cigÞ ¼ i½pðciÞ � pðciþ1Þ�: ð11Þ

As in the present work jFj ¼ 2, l1ðciÞ and l1ðci; ciþ1Þ have
been obtained from the resultant probability set of SVM

classifier. Here, each subset of l1 is represented by X.

Similarly, l2ðciÞ and l2ðci; ciþ1Þ have been obtained from

the resultant probability set of HMM classifier. Here, each

subset of l2 is represented by Y. The mass functions l1 and

l2 obtained from two independent sources are combined

into a consonant mass function using (12):

MðAÞ ¼

P

X\Y¼A l1ðXÞl2ðYÞ

1�
P

X\Y¼/ l1ðXÞl2ðYÞ
ð12Þ

where A 6¼ / and A � F. For decision making, belief,

plausibility and conflict have been computed for each class

C using (13) and (14):

belief ðCÞ ¼
X

A�C

MðAÞ; ð13Þ

plausibilityðCÞ ¼
X

A\C 6¼/

MðAÞ: ð14Þ

The values of belief and plausibility have been used to

calculate the degree of conflict. Thus, the conflict of a class

C is calculated using (15):

conflictðCÞ ¼ plausibilityðCÞ � belief ðCÞ: ð15Þ

At this point, the class C with the lowest conflict value has

been selected as the final class of the text/non-text sample.

6. Experimental results and analysis

The performance of the present system has been measured

using the test dataset mentioned in section 3. The present

work classifies text and non-text data using SVM and

HMM classifiers separately as well as by combining the

probabilistic outputs of these two classifiers using DST.

Hence, this section reports the classification results using

both SVM and HMM classifiers separately as well as the

combination of probabilistic scores of these two classifiers

by DST.

6.1 Classification results using SVM

While evaluating the performance of the present system in

SVM-based platform, experiments have been carried out

using different kernels of SVM–polynomial, Linear and

(Gaussian) Radial Basis Function (RBF). It has been noted

that RBF kernel provides the best classification perfor-

mance. Table 2 presents the text/non-text classification

accuracies obtained using different kernels of SVM. This

table shows that better classification accuracy is obtained

using 4-fold evaluation method in comparison with holdout

method. The optimal set of values of various hyper-pa-

rameters in SVM is shown in table 3. This optimal set has

been generated using Bayesian optimization technique.

Figure 7. Some examples of text/non-text modelling using

HMMs.

Table 2. Text/non-text classification results using different ker-

nels of SVM.

SVM kernel

Accuracy (%)

Holdout method
4-fold evaluation

methodTrain data Test data

Linear 91.23 90.54 90.67

Polynomial 91.61 90.89 91.12

(Gaussian) RBF 92.11 91.28 91.43
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6.2 Classification results using HMM

Experiments have been carried out with varying number of

HMM states (2–6), where the number of Gaussian mixture

(GM) components has been varied in each state. Numbers

of GM have been considered from 1 to 128 with a step of

power of 2. It has been found that with 128 GM and 5

states, HMM provides the best performance. The detailed

results of the text/non-text classification are shown in

table 4. Like SVM, the results obtained from HMM also

show that better classification accuracy is obtained using

4-fold evaluation method in comparison with holdout

method. The present system has also been tested by con-

structing several concentric ellipses around the data. Sub-

region-wise classification accuracies using 4-fold evalua-

tion method with 128 GM and 5 states of HMM are shown

in table 5. It is seen that construction of 3 concentric

ellipses provides the best classification accuracy among all

numbers of concentric ellipses. The results presented in

tables 2 and 4 also reveal that better classification accu-

racies are obtained using HMM in comparison with SVM.

6.3 Classification results using classifier

combination

This subsection reports the text/non-text classification results

obtained by combining the probabilistic outcomes of SVM and

HMM classifiers using DST. Here, the probabilistic outcomes

obtained using 4-fold evaluation method only have been con-

sidered for combining as this method has provided better clas-

sification accuracies using both SVM and HMM separately. In

the 4-fold evaluation method, the probabilistic outcomes

obtained using RBF kernel of SVM and 128 GM–5 states

combination of HMM have been considered for combining.

Feature vectors of dimension 768, obtained by constructing 3

concentric ellipses, have been used here to get the individual

probabilistic outcomes fromSVMandHMM.The rightmost bar

in figure 8 shows the text/non-text classification accuracy after

combining the probabilistic outcomes of the aforesaid classifiers

using DST. This figure shows that classifier fusion strategy

using DST produces better classification accuracy in compar-

ison with use of SVM and HMM separately. The accuracy

obtained using DST-based approach is also compared to accu-

racies of a few existing classifier fusion strategies—Product

rule, Borda Count rule and Sum rule. The comparative analysis

of these accuracies is shown in figure 8. It can be seen from

figure 8 that DST-based results outstrip other fusion strategies.

The performance of the proposed system is also mea-

sured using Precision, Recall, F1-Score and Receiver

operating characteristic (ROC) analysis as performance

measurement parameters. Precision, Recall and F1-Score

are defined using (16)–(18). ROC analysis curve is gener-

ated by plotting the True Positive Rate (TPR) against the

False Positive Rate (FPR).

Precision ¼
True Positive ðTPÞ

True Positiveþ False Positive ðFPÞ
; ð16Þ

Recall ¼
True Positive

True Positiveþ False NegativeðFNÞ
; ð17Þ

Table 3. Optimal values of hyper-parameters in SVM.

Soft-margin

constant C

Width of (Gaussian)

RBF kernel c

Degree of

polynomial kernel

8 2.31 3

Table 4. Text/non-text classification results using various com-

binations of HMM states and Gaussian mixtures.

HMM states GM

Accuracy (%)

Holdout method 4-fold evaluation method

3 32 86.89 87.07

3 64 87.54 87.68

3 128 88.12 88.33

4 32 89.53 89.71

4 64 90.18 90.33

4 128 90.87 91.06

5 32 91.23 91.34

5 64 91.67 91.81

5 128 92.12 92.33

Table 5. Sub-region-wise text/non-text classification accuracy

using 4-fold evaluation method with 128 GM and 5 states of

HMM.

Ellipses Sub-regions Accuracy (%)

2 16 86.39

3 24 92.33

4 32 91.43

5 40 90.93

Figure 8. Comparative text/non-text classification performance

analysis of various classifier fusion methods: (i) Product rule, (ii)

Borda Count rule, (iii) Sum rule and (iv) Proposed method using

DST.
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F1� Score ¼
2� Precision� Recall

Precision þ Recall
: ð18Þ

Table 6 shows the Precision, Recall and F1-Score of the

proposed system and the related statistics. ROC analysis is

shown in figure 9.

6.4 Error analysis

While analysing errors in the present system performance,

it has been noted that most of the classification errors

occurred between like-shaped pair of samples of text and

non-text data. A few such similar-shaped pairs of samples

of text and non-text classes between which misclassifica-

tion has been reported are shown in figure 10.

6.5 Comparative performance analysis

As we could not find any research work on online hand-

written text and non-text document classification in any

Indic script, including Devanagari, performance of the

present work cannot be compared to any existing study in

Indic scripts. However, a comparative performance analysis

is presented in table 7 with a few studies available in non-

Indic scripts. As datasets used in these existing studies are

not publicly available, the accuracies of these existing

works have been computed on our own dataset used in the

present work after implementing the respective algorithms

used in these existing works, to have the comparative

performance analysis on the same platform.

7. Conclusion

Text/non-text classification in any online handwritten

document is an interesting field of research from both sci-

entific and commercial points of view. Extracting features

to classify handwritten text/non-text is a challenging task as

several handwritten textual strokes may have some feature

values common to those of non-textual strokes as well as

existence of a few like-shaped pairs of samples between

text and non-text data. In this work, analysing features of

elliptical regions and combining classifiers have produced

encouraging result for online handwritten text and non-text

classification in the most popular Indic script—Devanagari.

However, still there are opportunities to improve the per-

formance of the system; especially the misclassification rate

can be reduced between similar-shaped pairs of samples of

these two classes and work will be continued for the same.

This research work can further be extended for online

recognition of different textual and non-textual portions of

an online handwritten document in Devanagari script as

well as text/non-text classification in other Indic scripts.
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