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#### Abstract

Multi-fidelity computer experiments are widely used in many engineering and scientific fields. Nested space-filling designs (NSFDs) are suitable for conducting such experiments. Two classes of NSFDs are currently available. One class is based on special orthogonal arrays of strength two, and the other consists of nested Latin hypercube designs; both of them assume all factors are continuous. We propose an approach to constructing new NSFDs based on powerful $(t, s)$-sequences. The method is simple, easy to implement, and quite general. For continuous factors, this approach produces NSFDs with better space-filling properties than existing ones. Unlike the previous methods, it can also construct NSFDs for categorical and mixed factors. Some illustrative examples are given. Other applications of the constructed designs are briefly discussed.
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## 1. Introduction

A large, expensive computer program, like a finite element analysis model, can be executed at various degrees of fidelity, resulting in computer experiments with multiple levels of cost and accuracy. Observations from such experiments are often used for building a statistical emulator to predict the output from the most accurate experiment involved (Kennedy and O'Hagan (2000); Qian et al. (2006); Qian and Wu (2008)). Efficient data collection is critical to conducting such experiments. Throughout, consider a situation involving $u$ computer experiments $y_{1}, y_{2}, \ldots, y_{u}$, where $y_{1}$ is the most accurate, $y_{2}$ is the second most accurate, and so on.

Space-filling designs achieve uniformity in low dimensions: when projected into low dimensions, the design points are evenly scattered in the design region. Let $D_{1} \subset \cdots \subset D_{u}$ denote a set of nested space-filling designs (NSFDs) with $u$ components, where each $D_{i}$ is a space-filling design. It is appealing to use a set of of such $D_{i}$ 's for obtaining observations from $y_{1}, \ldots, y_{u}$, with $D_{i}$ associated
with $y_{i}$. The space-filling properties of the designs enable the possibility of fully exploring the design space. The nesting among the $D_{i}$ 's makes it easier to model the systematic differences among the $y_{i}$ 's and implies more observations are taken for less expensive experiments.

Currently, NSFDs constructed by using nested Latin hypercubes (Qian (2009); Husslage. Dam and Hertog (2005)) and some special orthogonal arrays of strength two (Qian. Ai and Wu (2009); Qian. Tang and Wu (2009)) are available. These designs are for continuous factors and achieve uniformity in one- or two-dimensional projections. In this article we propose an approach to constructing NSFDs by exploiting structures in powerful $(t, s)$-sequences. This approach has several advantages over existing NSFD constructions. First, the constructed designs have better space-filling properties than existing ones; more discussion on this is given in Sections 2 and 3. Second, the constructions can produce designs for any number of continuous, categorical, or mixed factors. Third, the designs can be generated in a very flexible manner.

The remainder of the article is organized as follows. Section 2 gives some definitions, properties and useful notation. Sections $3-5$ give the constructions of three types of NFSD. We conclude with a short summary in Section 6 .

## 2. Definitions and Notation

Let $\mathbb{Z}^{+}=\{0,1,2, \ldots\}$. For an integer $b \geq 1, \mathbb{Z}_{b}$ denotes the set $\{0,1, \ldots, b-1\}$ and $\Omega_{b}$ denotes the set $\{1, \ldots, b\}$. For a real number $x,\lfloor x\rfloor$ denotes the largest integer smaller than or equal to $x$. Throughout, any continuous factor is assumed to take values in $[0,1]$.

Definition 1. For $b \geq 2$, an elementary interval $E \subset[0,1)^{s}$ in base $b$ is any set of the form

$$
\begin{equation*}
E=\prod_{i=1}^{s}\left[\frac{a_{i}}{b^{d_{i}}}, \frac{a_{i}+1}{b^{d_{i}}}\right), \tag{2.1}
\end{equation*}
$$

where $a_{i}, d_{i}$ are integers with $d_{i} \geq 0,0 \leq a_{i}<b^{d_{i}}$ for $i=1, \ldots, s$. Note that the set $E$ has vol $E=b^{-\sum_{i=1}^{s} d_{i}}$.

Definition 2. For $b \geq 2$ and $0 \leq t \leq m$, a $(t, m, s)$-net in base $b$ is a set of $b^{m}$ points $D \subset[0,1)^{s}$ so that every elementary interval $E$ in base $b$ with vol $E=b^{t-m}$ contains exactly $b^{t}$ points from $D$.

Definition 3. A sequence of points in $[0,1)^{s}$ is called a $(t, s)$-sequence in base $b$ if for all $k \geq 0$ and $m>t$, the set of points in the sequence with indices $n$, $k b^{m}<n \leq(k+1) b^{m}$, form a $(t, m, s)$-net in base $b$.

Points from a $(t, s)$-sequence achieve what is widely believed to be the best possible uniformity in terms of the rate of decrease of the star discrepancy, $O\left((\log N)^{s} / N\right)$ (Niederreiter (1992)). The star discrepancy of a set of points in $[0,1)^{s}$ is the maximum difference between the empirical and Uniform $(0,1)^{s}$ distribution functions. Mullen. Mahalanabis and Niederreiter (1995) provide a survey of the known methods of constructing $(t, s)$-sequences. In general, a $(t, s)$ sequence exists and is not too difficult to construct for every $s \geq 1, b \geq 2$, and a minimal $t \geq 0$. The sequences used in the examples of this article are constructed using the method given in Section 4.5 of Niederreiter (1992).

Owen (1995) proposed the idea of scrambling ( $t, m, s$ )-nets. Let $A$ be a $(t, m, s)$-net in base $b$ with entries $\left\{A_{i}=\left(A_{i}^{1}, \ldots, A_{i}^{s}\right)^{\prime}: i=1, \ldots, b^{m}\right\}$, and let $X$ denote the scrambled version of $A$ with entries $\left\{X_{i}=\left(X_{i}^{1}, \ldots, X_{i}^{s}\right)^{\prime}: i=\right.$ $\left.1, \ldots, b^{m}\right\}$. Here $A_{i}^{j}$ and $X_{i}^{j}$ denote element $j$ of $A_{i}$ and $X_{i}$, respectively. This use of superscripts does not cause any confusion since we do not use powers of $A_{i}$ and $X_{i}$. Observe that each $A_{i}^{j}$ can be written as

$$
\begin{equation*}
A_{i}^{j}=\sum_{k=1}^{\infty} a_{i, k}^{j} b^{-k} \tag{2.2}
\end{equation*}
$$

where $a_{i, k}^{j} \in \mathbb{Z}_{b}$. The basic idea of the scrambling is as follows. Each dimension of $A$ is randomized independent of the other dimensions. For each dimension, the interval $[0,1]$ is chopped into $b$ equal length pieces and these are randomly shuffled. At each additional stage, each of the individual pieces from the previous stage is chopped into $b$ more equal length pieces and those pieces are randomly shuffled. Now the details are developed, following Loh (2003). First generate a set of random permutations of $\mathbb{Z}_{b}$,

$$
\begin{equation*}
\left\{\pi_{j}, \pi_{j ; a_{1}}, \pi_{j ; a_{1}, a_{2}}, \pi_{j ; a_{1}, a_{2}, a_{3}}, \ldots: 1 \leq j \leq s, a_{k} \in \mathbb{Z}_{b}, k=1,2, \ldots\right\} \tag{2.3}
\end{equation*}
$$

where these permutations are mutually independent and each of them is uniformly distributed over its $b$ ! possible values. Then take the entry $X_{i}^{j}$ to be

$$
\begin{equation*}
X_{i}^{j}=\sum_{k=1}^{\infty} x_{i, k}^{j} b^{-k} \tag{2.4}
\end{equation*}
$$

where $x_{i, 1}^{j}=\pi_{j}\left(a_{i, 1}^{j}\right)$ and $x_{i, k}^{j}=\pi_{j ; a_{i, 1}^{j}, \ldots, a_{i, k-1}^{j}}\left(a_{i, k}^{j}\right)$ for $k \geq 2$.
For a geometrical illustration of this scheme, see Owen (1997). Owen (1995) shows that $X$ is still a $(t, m, s)$-net with probability one, and the points in $X$ are marginally Uniform $(0,1)^{s}$.


Figure 3.1. Four ( $0,1,2$ )-nets in base 4 contained in one $(0,2,2)$-net in base 4 .

## 3. Construction of NSFDs for Continuous Factors

In this section we present the construction of NSFDs for continuous factors based on a $(t, s)$-sequence. This construction is simple, following the definition of $(t, s)$-sequences. It is known that it is possible to obtain nested designs from $(t, s)$-sequences Owen (1997). From the definition of a $(t, s)$-sequence in Section 2 , we find the following.

Proposition 1. Suppose there is a $(t, s)$-sequence in base $b$, and $t<m_{1}<m_{2}$. Then, there are $b^{m_{2}-m_{1}}$ disjoint sets of points $A_{k} \subset B$ so that each $A_{k}$ is a $\left(t, m_{1}, s\right)$-net in base $b$ and $B$ is a $\left(t, m_{2}, s\right)$-net in base $b$.
Proof. Take $B$ to be the collection of points in the sequence with indices $n$, $l b^{m_{2}}<n \leq(l+1) b^{m_{2}}$ for some $l \in \mathbb{Z}^{+}$. Then, $B$ is a $\left(t, m_{2}, s\right)$-net in base $b$. Take $A_{k}$ to be the collection of points in the sequence with indices $n, l b^{m_{2}}+k b^{m_{1}}<$ $n \leq l b^{m_{2}}+(k+1) b^{m_{1}}$ for $0 \leq k<b^{m_{2}-m_{1}}$. Then, the $A_{k}$ 's are disjoint $\left(t, m_{1}, s\right)-$ sequences in base $b$ contained in $B$.

It is clear from the above that not only can we obtain a pair of nested nets with one containing the other but we can also slice a large net into several small nets.

Example 1. Figure 3.1 shows four $(0,1,2)$-nets in base 4 contained in one $(0,2,2)$-net in base 4 . Notice that each elementary interval in base 4 with volume $1 / 4$ contains exactly one point from each of the subsets and every elementary interval in base 4 with volume $1 / 16$ contains exactly one point from the combined subsets.

Using these constructions, the set of designs, $D_{1} \subset \cdots \subset D_{u}$, can be generated in a very flexible manner. The nested designs should be able to accommodate more or less observations than expected while retaining good space-filling



Figure 3.2. Left Panel: A $(0,2,2)$-net in base 6 with first 6 points and representative elementary intervals indicated. Right Panel: Randomized $(0,2,2)$-net in base 6 with first 6 points and representative elementary intervals indicated.
properties. Further, the set of nested designs should be able to accommodate additional designs with good space-filling properties at arbitrary locations within the nesting structure. In particular, suppose that the design $D_{i}$ consists of the points from a fixed $(t, s)$-sequence with indices $k_{i} b^{m_{i}}<n \leq\left(k_{i}+1\right) b^{m_{i}}$. A design $D_{i+1}$ with $D_{i} \subset D_{i+1}$ can be generated by taking the points from the $(t, s)$ sequence with indices $k_{i+1} b^{m_{i+1}}<n \leq\left(k_{i+1}+1\right) b^{m_{i+1}}$, where $m_{i+1}>m_{i}$ and $k_{i+1}=\left\lfloor k_{i} b^{m_{i}-m_{i+1}}\right\rfloor$. A design $D_{i-1}$ with $D_{i-1} \subset D_{i}$ can be generated by taking the points from the $(t, s)$-sequence with indices $k_{i-1} b^{m_{i-1}}<n \leq\left(k_{i-1}+1\right) b^{m_{i-1}}$, where $m_{i-1}<m_{i}$ and $k_{i-1}=k_{i} b^{m_{i}-m_{i-1}}+j$ for some $j \in\left\{0,1, \ldots, b^{m_{i}-m_{i-1}}-1\right\}$.

Now we discuss how the randomization procedure given in Section 2 can affect nesting among the $D_{i}$ 's. It is apparent that if the $D_{i}$ 's are scrambled independently, the resulting designs would no longer be nested. A salient feature of the permutations in (2.3) is that they are defined with respect to the coefficients of $X_{i}^{j}$ in the expansion (2.4), not the value of $X_{i}^{j}$ directly. This property implies that if the $A_{i}$ 's are scrambled by using the same set of $\pi$ 's, the resulting designs will still be nested. Throughout, the same set of permutations is used whenever it is necessary to scramble nested $(t, m, s)$-nets. Similar ideas were used in Yue (1999) for scrambling a union of nets.

Example 2. Consider the $(0,2,2)$-net in base 6 from a $(0,2)$-sequence in base 6 shown in Figure 3.2. Representative elementary intervals in base 6 of volumes $1 / 6$ and $1 / 36$ are indicated. Notice that the first 6 points form a $(0,1,2)$-net in base 6 and all 36 points form a $(0,2,2)$-net in base 6 . Now consider the randomized version of the net shown in Figure 3.2. Notice that the first 6 points are still a $(0,1,2)$-net in base 6 , the set of all points is still a $(0,2,2)$ net in base 6 , and the
points of the randomized net have less pattern in their arrangement than those of the original un-randomized net.

As mentioned previously, NSFDs based on $(t, s)$-sequences have excellent space-filling properties. NSFDs constructed in Qian (2009), Qian. Ai and Wu (2009), and Qian. Tang and Wu (2009) have the property that one- or twodimensional projections are uniform for all designs within the nesting structure. In contrast, the NSFDs constructed in this section can achieve uniformity in higher dimensions and have uniform low-dimensional projections for increasingly large sets of dimensions as one moves through the nesting structure. Also, it is well-known that Sobol' sequences have a nesting structure (Santner. Williams and Notz (2003)). Note that Sobol' sequences are $(t, s)$ sequences in base 2 with a larger than optimal value of $t$. All results here apply immediately to Sobol' sequences.

## 4. Construction of NSFDs for Categorical Factors

Computer models with only categorical factors appear in areas like combinatorial chemistry. This section presents the construction of NSFDs for categorical factors. This serves as a building block for the construction of NSFDs with mixed factors in Section 5.

For a $c$-level categorical factor, we denote the $c$ levels by $0,1, \ldots, c-1$. The basic idea of the construction is to map the values of nested designs constructed in Section 3 to form nested orthogonal arrays, i.e., large orthogonal arrays with high strength containing smaller ones with lower strength. Orthogonal arrays have good balance properties among the factors. An orthogonal array of $N$ runs with $s$ factors each with $c$ levels and strength $r$, denoted $\mathrm{OA}(N, s, c, r)$, is an $N \times s$ matrix in which any $r$ columns contain all possible combinations of symbols equally often. For $r \geq s, \mathrm{OA}(N, s, c, r)$ denotes a full factorial.

The following is a result which Owen (1995) pointed out. We present it here and provide a proof.

Proposition 2. Using $a(t, m, s)$-net in base $b$, an $\mathrm{OA}\left(b^{m}, s, b^{q},\lfloor(m-t) / q\rfloor\right)$ can be produced for $q=1, \ldots, m-t$ by applying the element-wise mapping $\left\lfloor b^{q} X_{i}^{j}\right\rfloor$.

Proof. Let $\tilde{X}$ denote the matrix consisting of the mapped $X_{i}^{j}$,s. Note that $\tilde{X}_{i}^{j} \in \mathbb{Z}_{b^{q}}$. Arbitrarily take $r=\lfloor(m-t) / q\rfloor$ columns from $\tilde{X}$, call them $\mathcal{R}$, and consider a partition of $[0,1)^{s}$ into $b^{q r}$ elementary intervals each of which is of the form

$$
\begin{equation*}
\left(\prod_{j \in \mathcal{R}^{c}}[0,1)\right) \times\left(\prod_{j \in \mathcal{R}}\left[\frac{a_{j}}{b^{q}}, \frac{a_{j}+1}{b^{q}}\right)\right) \tag{4.1}
\end{equation*}
$$

where $a_{k}$ ranges over $0,1, \ldots, b^{q}-1$ for $k=1, \ldots, r$. Each of these elementary intervals contains exactly $b^{m} / b^{q r}$ points from the net that correspond to the $b^{m} / b^{q r}$ rows of $\tilde{X}$ where the $r$ selected columns have the level combination $a_{1}, \ldots, a_{r}$.

Proposition 3. Using $a(t, s)$-sequence in base $b, b^{m_{2}-m_{1}}$ disjoint $\mathrm{OA}\left(b^{m_{1}}, s\right.$, $\left.b^{q},\left\lfloor\left(m_{1}-t\right) / q\right\rfloor\right)^{\prime} s \subset \mathrm{OA}\left(b^{m_{2}}, s, b^{q},\left\lfloor\left(m_{2}-t\right) / q\right\rfloor\right)$ can be produced for $q=$ $1, \ldots, m_{1}-t$, where $m_{2}>m_{1}$.

Proof. By Proposition there exist $b^{m_{2}-m_{1}}\left(t, m_{1}, s\right)$-nets in base $b$ contained in a $\left(t, m_{2}, s\right)$-net in base $b$. Apply the element-wise mapping $\left\lfloor b^{q} X_{i}^{j}\right\rfloor$ to each point. The conclusion follows from Proposition 2

Similar to the constructions following Proposition 1t is easy to construct NSFDs for categorical factors based on Proposition 3.

Example 3. Consider a computer model with four categorical factors, each with 4 levels. Suppose that the model needs to be conducted at three levels of accuracy, with 4 runs for $y_{1}, 16$ runs for $y_{2}$ and 64 runs for $y_{3}$. Figure 4.3 shows an $\mathrm{OA}(64,4,4,3)$ constructed by Proposition 3. This array is divided into four OA(16, 4, 4, 2)'s given in four blocks, each of which is further divided into four OA( $4,4,4,1$ )'s as separated by the solid lines. The design sets for the $y_{i}$ 's are as follows: for $y_{1}$ use Runs 1-4 in block 1 ; for $y_{2}$ use all runs in block 1 ; for $y_{3}$ use all runs in the four blocks.

| 2 0 3 3 <br> 0 1 2 0 <br> 3 3 1 1 <br> 1 2 0 2 <br> 2 1   | 2 1 0 1 <br> 0 0 1 2 <br> 3 2 2 3 <br> 1 3 3 0 | 2 3 2 2 <br> 0 2 3 1 <br> 3 0 0 0 <br> 1 1 1 3 <br> 2 2   | 2 2 1 0 <br> 0 3 0 3 <br> 3 1 3 2 <br> 1 0 2 1 <br> 2 3 3 1 |
| :---: | :---: | :---: | :---: |
| $\begin{array}{lllll}2 & 1 & 1 & 2\end{array}$ | $\begin{array}{llll}2 & 0 & 2 & 0\end{array}$ | $\begin{array}{llll}2 & 2 & 0 & 3\end{array}$ | 2 3 3 1 |
| $\begin{array}{lllll}0 & 0 & 0 & 1\end{array}$ | $\begin{array}{llll}0 & 1 & 3 & 3\end{array}$ | $\begin{array}{lllll}0 & 3 & 1 & 0\end{array}$ | $\begin{array}{llll}0 & 2 & 2 & 2\end{array}$ |
| $\begin{array}{llll}3 & 2 & 3 & 0\end{array}$ | $\begin{array}{llll}3 & 3 & 0 & 2\end{array}$ | $\begin{array}{llll}3 & 1 & 2 & 1\end{array}$ | $3 \begin{array}{llll} & 0 & 1 & 3\end{array}$ |
| 1 3 2 3 | 1 2 1 1 | $\begin{array}{llll}1 & 0 & 3 & 2\end{array}$ | $1 \quad 0 \quad 0$ |
| $\begin{array}{llll}1 & 3 & 0 & 0\end{array}$ | $\begin{array}{llll}2 & 2 & 3 & 2\end{array}$ | $\begin{array}{llll}2 & 0 & 1 & 1\end{array}$ | 2 1 2 3 |
| $\begin{array}{lllll}0 & 2 & 1 & 3\end{array}$ | $\begin{array}{llll}0 & 3 & 2 & 1\end{array}$ | $\begin{array}{lllll}0 & 1 & 0 & 2\end{array}$ | $\begin{array}{llll}0 & 0 & 3 & 0\end{array}$ |
| $\begin{array}{llll}3 & 0 & 2 & 2\end{array}$ | $3 \begin{array}{llll}3 & 1 & 1 & 0\end{array}$ | $\begin{array}{llll}3 & 3 & 3 & 3\end{array}$ | $\begin{array}{llll}3 & 2 & 0 & 1\end{array}$ |
| $\begin{array}{llll}1 & 1 & 3 & 1\end{array}$ | $1 \begin{array}{llll} \\ 1 & 0 & 0 & 3\end{array}$ | 12220 | $3 \quad 1 \begin{array}{lll}3 & 1\end{array}$ |
| $\begin{array}{llll}1 & 2 & 2 & 2\end{array} 1$ | $\begin{array}{llll}2 & 3 & 1 & 3\end{array}$ | $\begin{array}{lllll}2 & 1 & 3 & 0\end{array}$ | $\begin{array}{lllll}2 & 0 & 0 & 2\end{array}$ |
| $\begin{array}{lllll}0 & 3 & 3 & 2\end{array}$ | $\begin{array}{llll}0 & 2 & 0 & 0\end{array}$ | $\begin{array}{lllll}0 & 0 & 2 & 3\end{array}$ | $\begin{array}{llll}0 & 1 & 1 & 1\end{array}$ |
| $\begin{array}{llll}3 & 1 & 0 & 3\end{array}$ | $\begin{array}{llll}3 & 0 & 3 & 1\end{array}$ | $\begin{array}{lllll}3 & 2 & 1 & 2\end{array}$ | $\begin{array}{llll}3 & 3 & 2 & 0\end{array}$ |
| 1 0 1 0 | 1 1 2 2 | 1 3 0 1 | $\begin{array}{llll}2 & 3 & 3\end{array}$ |

Figure 4.3. The designs used for Example[3 OA(4, 4, 4, 1)'s $\subset \mathrm{OA}(16,4,4,2)$ 's $\subset \mathrm{OA}(64,4,4,3)$.

## 5. Construction of NSFDs for Mixed Factors

In this section we discuss how to construct NSFDs for mixed factors. Recent work of Han et al. (2009) and Qian. Wu and Wu (2008) demonstrates that computer codes can include categorical factors as well. For example, the computational fluid dynamics code used for the data-center experiment in Schmidt. Cruz and Ivengar (2005) includes categorical variables "diffuser location" and "return air vent location." Computer models in marketing and social sciences often involve qualitative factors such as gender and commuting method.

Suppose that $y_{1}, \ldots, y_{u}$ involve both continuous factors $w$ and categorical factors $z$. For $D_{i}$, the design for $y_{i}$, let $D_{i}^{w}$ and $D_{i}^{z}$ denote the continuous and categorical parts of $D_{i}$. The designs, $D_{1} \subset \cdots \subset D_{u}$, should have several properties. First, the $D_{i}^{w}$ 's and $D_{i}^{z}$ 's should be respectively nested, as done in Propositions 1 and 3. Second, it is important to consider the interplay between $w$ and $z$ in obtaining observations from the experiment $y_{i}$. Note that $y_{i}$ may perform distinctly under different level combinations of $z$ or with different value ranges of $w$. Therefore, for every level combination of $z$, the corresponding points in $D_{i}^{w}$ should have good space-filling properties. This idea was also used in Qian and Wu (2009) for constructing sliced space-filling designs based on orthogonal arrays. Similarly, for every possible range of values of $w$, the corresponding points in $D_{i}^{z}$ should achieve some uniformity.

Here is some additional notation. Let card $\mathcal{S}$ denote the cardinality of a finite set $\mathcal{S}$. Recall that, for an integer $s \geq 1, \Omega_{s}$ denotes the set $\{1, \ldots, s\}$. For a subset $\mathcal{S}_{i}$ of $\Omega_{s}$ and an $s$-dimensional vector $a$, let $\left.a\right|_{\mathcal{S}_{i}}$ denote the sub-vector of $a$ consisting of the entries in the dimensions specified by $\mathcal{S}_{i}$.

Lemma 1. Suppose that $X$ is a $(t, m, s)$-net in base b, and that $\Omega_{s}$ is divided into two components $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, with $s_{1}=\operatorname{card} \mathcal{S}_{1}$ and $s_{2}=\operatorname{card} \mathcal{S}_{2}$. Then we have:
(a) $\left.X\right|_{\mathcal{S}_{1}}$ and $\left.X\right|_{\mathcal{S}_{2}}$ are $\left(t, m, s_{1}\right)$ and $\left(t, m, s_{2}\right)$-nets in base $b$, respectively;
(b) for $k=1$ or 2 and each fixed elementary interval $E^{*}$ in $\mathbb{R}^{s_{k}}$ in base $b$ with volume $b^{-r}$ and $r \in\{0,1, \ldots, m-t\}$, the points $\left\{\left.x_{i}\right|_{\mathcal{S}_{k}^{c}}:\left.x_{i}\right|_{\mathcal{S}_{k}} \in E^{*}\right\}$ form a $\left(t, m-r, s_{k}^{c}\right)$-net in base b where $\mathcal{S}_{k}^{c}=\Omega_{s} \backslash \mathcal{S}_{k}$ and $s_{k}^{c}=\operatorname{card} \mathcal{S}_{k}^{c}$.

Proof. (a) For $k=1$ or 2 , let $E=\prod_{j \in \mathcal{S}_{k}}\left[a_{j} / b^{d_{j}},\left(a_{j}+1\right) / b^{d_{j}}\right)$ be an elementary interval in $\mathbb{R}^{s_{k}}$ in base $b$ with volume $b^{-\sum_{j \in \mathcal{S}_{k}} d_{j}}=b^{t-m}$. Then,

$$
\begin{equation*}
\left(\prod_{j \in \mathcal{S}_{k}^{c}}[0,1)\right) \times\left(\prod_{j \in \mathcal{S}_{k}}\left[\frac{a_{j}}{b^{d_{j}}}, \frac{a_{j}+1}{b^{d_{j}}}\right)\right) \tag{5.1}
\end{equation*}
$$

is an elementary interval in $\mathbb{R}^{s}$ in base $b$ with volume $b^{t-m}$ and so contains exactly $b^{t}$ points from $X$.
(b) Write $E^{*}=\prod_{j \in \mathcal{S}_{k}}\left[a_{j} / b^{d_{j}},\left(a_{j}+1\right) / b^{d_{j}}\right)$. Then, $b^{-\sum_{j \in \mathcal{S}_{k}} d_{j}}=b^{-r}$. Consider an arbitrary elementary interval in $\mathbb{R}^{s_{k}^{c}}$ in base $b, F^{*}=\prod_{j \in \mathcal{S}_{k}^{c}}\left[a_{j} / b^{d_{j}},\left(a_{j}+1\right) / b^{d_{j}}\right)$, with volume $b^{-\sum_{j \in \mathcal{S}_{k}^{c}} d_{j}}=b^{-(m-t-r)}$. Then $F^{*} \times E^{*}$ is an elementary interval in $\mathbb{R}^{s}$ in base $b$ with volume $b^{t-m}$ and so contains exactly $b^{t}$ points from $X$.

Proposition 4. Suppose that $X, \mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are as defined in Lemma 1. We obtain a new design, $Y$, by applying the element-wise mapping $\left\lfloor b^{q} X_{i}^{j}\right\rfloor$ for all entries of $X$ with $j \in \mathcal{S}_{1}$, where $q \in\{1, \ldots, m-t\}$. Then, we have:
(a) $\left.Y\right|_{\mathcal{S}_{1}}$ is an $\mathrm{OA}\left(b^{m}, s_{1}, b^{q},\lfloor(m-t) / q\rfloor\right)$ and $\left.Y\right|_{\mathcal{S}_{2}}$ is a $\left(t, m, s_{2}\right)$-net in base b;
(b) for any elementary interval $E^{*}$ in $\mathbb{R}^{s_{2}}$ in base $b$ with volume $b^{-r}$, where $r \in$ $\{1, \ldots, m-t-q\}$, the points $\left\{\left.y_{i}\right|_{\mathcal{S}_{1}}:\left.y_{i}\right|_{\mathcal{S}_{2}} \in E^{*}\right\}$ form an $\mathrm{OA}\left(b^{m-r}, s_{1}, b^{q},\lfloor(m-\right.$ $t-r) / q\rfloor)$;
(c) for any fixed set of $v$ components with $v \in\{1, \ldots,\lfloor(m-t) / q\rfloor\}$ of $\left.Y\right|_{\mathcal{S}_{1}}$, call them $\mathcal{S}_{*}$, and any fixed level combination $E^{*} \in \mathbb{Z}_{b^{\eta}}^{v}$, the points $\left\{\left.y_{i}\right|_{\mathcal{S}_{2}}:\left.y_{i}\right|_{\mathcal{S}_{*}}=\right.$ $\left.E^{*}\right\}$ form $a\left(t, m-v q, s_{2}\right)$-net in base $b$.

Proof. (a) It follows immediately from Lemma 1 and Proposition 3 ,
(b) From Lemma $\left\{\left.x_{i}\right|_{\mathcal{S}_{1}}:\left.x_{i}\right|_{\mathcal{S}_{2}} \in E^{*}\right\}$ form a $\left(t, m-r, s_{1}\right)$-net in base $b$. Applying the element-wise mapping to this design gives an $\mathrm{OA}\left(b^{m-r}, s_{1}, b^{q},\lfloor(m-\right.$ $t-r) / q\rfloor)$.
(c) Note that the points $\left\{\left.y_{i}\right|_{\mathcal{S}_{1}}:\left.y_{i}\right|_{\mathcal{S}_{*}}=E^{*}\right\}$ correspond to the points $\left\{\left.x_{i}\right|_{\mathcal{S}_{1}}:\left.x_{i}\right|_{\mathcal{S}_{1}} \in E\right\}$, where $E$ is an elementary interval in $\mathbb{R}^{s_{1}}$ in base $b$ given by

$$
\begin{equation*}
E=\left(\prod_{j \in \mathcal{S}_{*}}\left[\frac{a_{j}}{b^{q}}, \frac{a_{j}+1}{b^{q}}\right)\right) \times\left(\prod_{j \in \mathcal{S}_{1} \cap \mathcal{S}_{*}^{c}}[0,1)\right) \tag{5.2}
\end{equation*}
$$

Because of Lemma $\left\{\left.y_{i}\right|_{\mathcal{S}_{2}}:\left.y_{i}\right|_{\mathcal{S}_{*}}=E^{*}\right\}$ form a $\left(t, m-v q, s_{2}\right)$-net in base $b$.
Now we are ready to present the construction of NSFDs with mixed factors. Suppose there is a $(t, s)$-sequence in base $b, \mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are as defined in Proposition 4. $m_{2}>m_{1}>t$, and $q \in\left\{1, \ldots, m_{1}-t\right\}$. Apply the element-wise mapping $\left\lfloor b^{q} X_{i}^{j}\right\rfloor$ for $j \in \mathcal{S}_{1}$. Let $Y$ denote the resulting design.

Proposition 5. For the constructed $Y$,
(a) $\left.Y\right|_{S_{1}}$ consists of $b^{m_{2}-m_{1}}$ distinct $\mathrm{OA}\left(b^{m_{1}}, s_{1}, b^{q},\left\lfloor\left(m_{1}-t\right) / q\right\rfloor\right)^{\prime} s \subset \mathrm{OA}\left(b^{m_{2}}\right.$, $\left.s_{1}, b^{q},\left\lfloor\left(m_{2}-t\right) / q\right\rfloor\right)$;
(b) $\left.Y\right|_{S_{2}}$ consists of $b^{m_{2}-m_{1}}$ disjoint $\left(t, m_{1}, s_{2}\right)$-nets in base $b$ contained in a $\left(t, m_{2}, s_{2}\right)$-net in base b;
(c) for any fixed set of $v$ components of $\left.Y\right|_{\mathcal{S}_{1}}$ with $v \in\left\{1, \ldots,\left\lfloor\left(m_{1}-t\right) / q\right\rfloor\right\}$, call them $\mathcal{S}_{*}$, and any fixed level combination $E^{*} \in \mathbb{Z}_{b q}^{v}$, the points

$$
\begin{equation*}
\left\{\left.y_{i}\right|_{\mathcal{S}_{2}}:\left.y_{i}\right|_{\mathcal{S}_{*}}=E^{*},(k-1) b^{m_{1}}<i \leq k b^{m_{1}}\right\} \tag{5.3}
\end{equation*}
$$

form $b^{m_{2}-m_{1}}$ disjoint $\left(t, m_{1}-v q, s_{2}\right)$-nets in base $b$ as $k$ ranges over $\{1, \ldots$, $\left.b^{m_{2}-m_{1}}\right\}$ contained in the $\left(t, m_{2}-v q, s_{2}\right)$-net in base b given by $\left\{\left.y_{i}\right|_{\mathcal{S}_{2}}:\left.y_{i}\right|_{\mathcal{S}_{*}}=\right.$ $\left.E^{*}\right\}$;
(d) for any elementary interval $E^{*}$ in $\mathbb{R}^{s_{2}}$ in base $b$ with volume $b^{-r}$ and $r \in$ $\left\{1, \ldots, m_{1}-t-q\right\}$, the points

$$
\begin{equation*}
\left\{\left.y_{i}\right|_{\mathcal{S}_{1}}:\left.y_{i}\right|_{\mathcal{S}_{2}} \in E^{*},(k-1) b^{m_{1}}<i \leq k b^{m_{1}}\right\} \tag{5.4}
\end{equation*}
$$

form $b^{m_{2}-m_{1}}$ distinct $\mathrm{OA}\left(b^{m_{1}}, s_{1}, b^{q},\left\lfloor\left(m_{1}-t-r\right) / q\right\rfloor\right)$ 's as $k$ ranges over $\left\{1, \ldots, b^{m_{2}-m_{1}}\right\}$ contained in the $\mathrm{OA}\left(b^{m_{2}}, s_{1}, b^{q},\left\lfloor\left(m_{2}-t-r\right) / q\right\rfloor\right)$ given by $\left\{\left.y_{i}\right|_{\mathcal{S}_{1}}:\left.y_{i}\right|_{\mathcal{S}_{2}} \in E^{*}\right\}$.
Proof. The statements follow from Propositions [ 3 and 4
Example 4. As an illustration of Proposition consider a computer model with two categorical factors, each at 3 levels, and two continuous factors. Suppose that it is necessary to run three versions of the model, $y_{1}, y_{2}, y_{3}$, with 9 runs for $y_{1}$, 27 runs for $y_{2}$ and 81 runs for $y_{3}$. Figure 5.4 gives the design constructed by Proposition 5 based on a randomized ( 1,4 )-sequence in base 3 . We use the first 9 runs in block 1, all 27 runs in block 1, and all 81 runs in the three blocks of this design for $y_{1}, y_{2}$, and $y_{3}$, respectively.

According to Proposition 5 the design in Figure 5.4 has the following properties. First, the part for the categorical factors is nine $\mathrm{OA}(9,2,3,2)$ 's $\subset$ three $\mathrm{OA}(27,2,3,3)$ 's $\subset$ one $\mathrm{OA}(27,2,3,4)$. Second, the part for the continuous factors is nine $(1,2,2)$-nets in base $3 \subset$ three $(1,3,2)$-nets in base $3 \subset$ one $(1,4,2)$-net in base 3. Third, the part for the continuous factors and that for the categorical factors have good balance with respect to one another. Of the first 27 runs in Figure 5.4 consider only those where the first categorical variable is at level 2. These 9 runs are indicated with right arrows in the figure and their continuous part forms three ( $1,1,2$ )-nets in base $3 \subset$ one ( $1,2,2$ )-net in base 3 as shown in Figure 5.5 Next, of all the runs in Figure 5.4 consider only those whose continuous points lie in the elementary interval $E^{*}=[0,1 / 3) \times[0,1)$. These 27 runs are indicated with left arrows and their categorical part forms three $\mathrm{OA}(9,2,3,2)$ 's $\subset$ one $\mathrm{OA}(9,2,3,3)$ as shown in Figure 5.5


Figure 5.4. The designs for Example 4 The first 27 runs where the first categorical variable is at level 2 are indicated with right arrows and runs where the continuous variables are in the elementary interval $[0,1 / 3) \times[0,1)$ are indicated with left arrows.

## 6. Summary

By exploiting the underlying structure in $(t, s)$-sequences, some new NSFDs have been constructed. They can accommodate various types of factors and have better space-filling properties than existing NSFDs. These designs can be used for obtaining observations from multi-fidelity computer experiments to build a flexible prediction model. They can also be used to obtain observations for estimating the means of the outputs of such experiments given a distribution of inputs.

The constructed designs have other applications in statistics. They are useful for sequential experimentation in computer models, calibration and validation of computer models (Kennedy and O'Hagan (2001); Oberkampf and Trucano (2007)), optimization under uncertainty methods (Nemirovski and Shapiro (2006); Ruszczynski and Shapiro (2003), multi-level function estimation (Fasshauer
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Figure 5.5. Left Panel: The continuous part of the first 27 runs where the first categorical variable is at level 2 forms three ( $1,1,2$ )-nets in base $3 \subset$ one (1,2,2)-net in base 3. Right Panel: The categorical part of the runs where the continuous variables are in the elementary interval $[0,1 / 3) \times[0,1)$ forms three $\mathrm{OA}(9,2,3,2)$ 's $\subset$ one $\mathrm{OA}(9,2,3,3)$.
(2007)), linking parameters (Husslage et al. (2003)) and sequential evaluations (Husslage. Dam and Hertog (2005)).
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