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Emerging high-speed networks and powerful end-systems give rise to a new class of applica-
tions such as video-on-demand and teleconferencing. Such applications are very demanding on
Quality of Service (QoS) because of the isochronous nature of media they are using. To provide
QoS support on an end-to-end basis, the need for the integration of network, transport, and operat-
ing services arises. Thus to support the new emerging services, an end-to-end QoS management is
required. This paper deals with QoS management for multimedia applications by taking remote
access to multimedia database as a case study. The example application is introduced and the enti-
ties involved in QoS provision are identified. QoS management activities are defined and a basic
QoS management architecture for multimedia applications is presented. A general framework for
QoS (re)negotiation is defined and an instantiation of this framework in the context of the exam-
ple application is presented.
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1. INTRODUCTION

Currently new emerging services, particularly distributed multimedia (MM) applications, e.g.
video conferencing [1,2,3,4] and video-on-demand [5], based on broadband communications, are
of great interest in industry, academic research and standardization. The introduction of these new
services provides a new quality of communications. The new quality of distributed MM applica-
tions is characterized by handling continuous media and by managing various media at the same
time. Different types of continuous media require different levels of quality of service (QoS) and
they require guarantees for the level of service to be maintained. This implies stringent require-
ments for the communication systems and the end-systems to support the requirements of MM
applications. Hence the new types of application need end-to-end QoS management to ensure that
the requirements of the users are satisfied.

Several approaches and protocols have been proposed to support QoS at the communication
level [6,7]. At the end-system level, system software operating systems, based on earliest deadline
scheduling [8] enhanced with priority parameters [9] have been defined to manage the time con-
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straints for the new services. All those approaches provide schemes to support resource reserva-
tion in order to guarantee the requested QoS.

A key issue in QoS support is QoS negotiation activity which makes use of most of QoS man-
agement functions. However, to date, no framework has been defined to support end-to-end (user-
to-user) QoS (re)negotiation for distributed multimedia applications. This paper proposes a basic
architecture for QoS management on which a general framework for QoS (re)negotiation is
defined.

The paper is structured as follows. Section 2 defines a QoS management architecture for
remote access to MM database applications. Section 3 defines different QoS management activi-
ties and presents a basic QoS management architecture for MM applications. A general frame-
work for QoS (re)negotiation is presented in Section 4. Section 5 concludes the paper.

2. REMOTE ACCESS TO MULTIMEDIA DATABASES

Remote access to multimedia (MM) database systems enables users to browse, search, request
and display MM documents which are digitally stored in one or more high-capacity storage
devices [10]. To support such an application, stringent requirements in terms of QoS must be pro-
vided by the underlying system.

In the following we give a short description of the components of a simplified architecture of a
prototype system for remote access to multimedia databases which we implemented (Figure 1).
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Figure 1. A Simplified Architecture of Remote Access
to Multimedia Database Application

- User interface enables the user to select a document, to negotiate the QoS of the document to be
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played, to display a selected document, and to renegotiate the QoS of the current document.
- QoS manager performs a QoS negotiation protocol to find an agreement which is compatible
with the client’s constraints, e.g. devices characteristics, the user’s desires, and the database server
constraints, e.g. access delay [11]. Typically the QoS manager must support the QoS negotiation,
renegotiation, monitoring, adaptation, etc. by managing the configuration of the concerned
objects.
- Database server provides reliable and coherent storage of multimedia objects as well as concur-
rent access to these objects and to their components. Information stored in the database is classi-
fied in to two categories: (1) MM information, (2) control information such as synchronization
scenarios or QoS parameters.
- Continuous media file server provides support for the storage and retrieval of time sensitive con-
tinuous media, e.g. video and audio [12].
- Synchronization scheduler computes a time flow graph (TFG) and derives the object delivery
schedule in order to compensate for variable network delays. The TFG is derived from the infor-
mation stored in the database server [13].
- MM transport system is used for MM data that may have to be transferred between the physi-
cally distributed components of the system [14]. It is composed from high-speed transport proto-
col(s) and a high-speed underlying network.
- Decoder is used to decode the coded information, e.g. MPEG video, for presentation to the user
[15].

In the context of remote access to MM database applications (Figure 1), we have identified six
main objects that are involved in the QoS provision of a given activity: the user, the MM docu-
ment, the file system, the transport objects, the network, the decoder, the synchronization object

and the presentation device (Figure 2).
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Figure 2. A QoS Management Architecture for Remote Access
to Multimedia Database Application

In the following we will give a short description of each object identified, excepted the user, and

define the main QoS parameters that must be supported by each entity.

(1) MM document: Multimedia object components of a given MM document, e.g. video and
audio, may be stored in a number of file servers at different locations. To handle these docu-
ments, MM applications require the specification of document structures which integrate the
different components of MM objects such as texts, graphics audio or video. These structures
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must be defined in order to represent the control information used during consultation or dis-
play. During the consultation phase, information describing the document localization is used
for query processing, while information concerning the media type, the size or the frame rate is
used for the negotiation of the QoS. During the display phase, the system uses information
describing the spatial and temporal relationships to guarantee the synchronization between
components of the multimedia documents. More details concerning the integration of QoS
parameters in our MM document structure can be found in [11]

(2) File server: The file server(s) provides access to MM documents with a requested quality of
service. When several streams are being retrieved, guarantee of a desired QoS for a given
stream becomes non trivial since all streams are competing for bandwidth, e.g. storage access,
workstation bus, and CPU slots. Hence real-time server resources management is required
[10]. This means that before accepting a new connection, the server must check if there are
enough resources to support this connection without affecting the existing ones. Given the
huge quantity of information to be accessed, e.g. 30 Mbits a second for uncompressed video,
and the severe temporal guarantees required by continuous media, the file system(s) must guar-
antee a minimum throughput and a maximum delay to retrieve MM data [16].

(3) Transport entity: Protocol stack processing may introduce a non-desirable delay and jitter, e.g.
through error control and segmentation/reassembling. Protocol architectural performance
issues have been well studied in [17]. In [18] it was reported that parallel protocol processing is
required for end-systems to keep with the improvements in network performance. Some new
architectures for protocol development have been proposed, such as the horizontally oriented
protocol (HOPS) architecture [19], or the high speed protocol development (HIPOD) architec-
ture [20]. Guarantees for the speed of protocol processing are required to support the desired
QoS. Thus, for a requested throughput, the delay and the jitter must be bounded at the transport
service level.

(4) Network: The network must be able to transfer various media types with complex and variable
QoS. The new characteristics of such a network can be summarized as follows: The support of
constant bit-rate and variable bit-rate, the suitability of the transport for services with bit-rates
varying from tens of bits to tens of millions of bits per second (e.g. full motion compressed
video requires at least 2 Mb/s even using the most sophisticated compression schemes), the
support of multicast and broadcast services, no distinction among the nature of information,
e.g. video and audio are transmitted in the same way, and the support of a rich set of mecha-
nisms to cope with bandwidth management. To support a requested QoS, the MM networks
control the flow of new connections and the flow of the existing connections in order to guar-
antee a maximum transport delay and jitter, a minimum throughput, and a maximum Jloss rate
[21].

(5) Decoder: Due to the huge memory size required to store voice and video data directly, com-
pressions schemes are used to compress the data before storage or transport. To play a com-
pressed multimedia document, it must be decompressed by a decoder before presentation to
the end-user. Such an activity may introduce a non-desirable delay and jitter. To provide end-
to-end QoS guarantees, the latter must be bounded.

(6) Synchronisation object: Temporal relationships may exist among the media of a given multi-
media document. Each of the related media passes through several components, such as net-
work links, and nodes, accumulating some delay at each component. Furthermore the paths
used by the related media may be different. Thus the differences in the transit delay which are
encountered by related streams may be important and possibly not acceptable to the applica-



An approach to quality of service management for distributed multimedia 339

tions. The aim of the synchronisation object is to smooth the jitter and skew introduced by the
underlying system [14]. Such an entity must be able, by using some buffer management sup-
port, to restitute the temporal relationships between the related media of the document, typi-
cally by introducing some additional suitable buffering delay.

(7) Presentation device: After decompression, the multimedia data is sent to the presentation
device, e.g. monitor and speaker, for presentation to the end-user. Such an activity may intro-
duce variable jitter and delay depending on the used device. Thus the latter must be able to pro-
vide guarantees to support the requested delay and jitter.

3. QOS MANAGEMENT

Generally, there are three steps during the lifetime of a session, and particularly of a multime-
dia session: the establishment phase, the active phase and the clearing phase. Hence, to provide a
requested service, the service provider has to establish a MM session with the desired QoS, to
control the session QoS during the active phase and to clear the session when requested by the
user or because of service provider problems, e.g. network congestion. In other words, to support
multimedia applications requirements, QoS management functions are needed during the three
phases (Figure 3). A brief description of these functions is given below.

QoS Specification
QoS mapping :

QoS negotiation Establishment phase
Resource Reservation
Accounting

QoS monitoring
QoS renegotiation
Source Policing Active phase
QoS adaptation
QoS Accounting
QoS Mapping

Multimedia session

QoS Termination :| Clearing phase

Figure 3. QoS Management Functions

(1) QoS specification and mapping: In the OSI Reference Model, the notion of QoS is defined as
a set of qualities related to the provision of an (N)-service as perceived by an (N)-service-user
[22]. Hence the QoS concept is associated with parameters to quantify the characteristics of the
transfer of data between service access points of an OSI layer.

Mapping functions are required to map the QoS parameters of (N) layer to QoS parameters of
(N-1) layer. The layer model of QoS for OSI is only concerned with those aspects of QoS
requirements and the flows of QoS data across service boundaries and inside (N)-subsystems
that are related to the operation of layer protocols.

More generally, for each component of the system, e.g. human user or the transport system, a
set of QoS parameters must be defined [16]. Such parameters must be specified in a language
understandable to the corresponding components. As an example, it is not acceptable to
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present to the human user the parameter jitter, since it is not meaningful to him/her. Conse-
quently mapping functions are required to translate the user QoS parameters values to the pro-
vider ones. Thus the service provider can use such QoS parameters values, results of the
translation, to reserve the resources required to support the requested QoS.

(2) QoS negotiation and resource reservation: The QoS negotiation activity permits to find a sys-
tem configuration which might support the requested QoS. Thus a QoS negotiation is required
with all components of the configuration. The aim of this activity is to obtain a commitment
from the service provider to support the requested QoS. Thus each involved entity is asked
about the level of QoS it is able to support. At the end of the negotiation, if the ‘sum’ of the
levels of QoS of each entity corresponds to the QoS required by the user, each entity must
reserve the corresponding resources to support its level of QoS. In the case that the negotiation
fails, a notification, preferably indicating the failure cause, is sent to the user. The latter has the
choice to try another QoS negotiation, or simply to abandon. In the case that the negotiation
succeeds (each entity committed to support a specific level of QoS), each entity must dedicate
resources to support the requested QoS. In other words, each entity must reserve a certain
number of CPU slots and buffers to meet its commitment.

(3) QoS monitoring and source policing: Monitoring mechanisms permit to perform a continuous

measurement of the QoS actually provided by the underlying system. They have mainly two
tasks: (1) To detect and notify any QoS violation (notification task): When the measured value
of a QoS parameter does not meet the agreed one, a notification indicating the violation, and
preferably the cause, is sent to the QoS manager, and (2) to store information (collection task):
a description of the information to be selected when monitored and a description of any com-
putations to be performed of the retained information are required. QoS monitoring requires
QoS measurements, measurement procedures and methods must be defined; only measurable
parameters must be considered, points where measurements can be affected must be identified,
the periodicity of measurements must be determined [23].
Source policing is defined [24] as the set of actions taken by the network to monitor and con-
trol users’ traffic to guarantee the QoS for any source which keeps within the parameter values
agreed upon during the establishment phase, and hence to protect the network resources from
user misbehaviour (malicious or not) which can affect the QoS of active connections. An obvi-
ous action to take when a user goes beyond the negotiated frame rate, is to discard data to meet
the negotiated vatue. For example, if the negotiated frame rate is 20 frames/s and the user is
sending data at 30 frames/s, the network may discard 10 frames/s.

(4) QoS adaptation: Overload, e.g. network congestion, will be a common occurrence in commu-
nication systems and workstations [9] because of the stringent requirements of the new emerg-
ing services. Thus QoS adaptation is required to react to such occurrences. QoS adaptation
activity must be able to exhibit graceful degradation reacting adaptively to changes in the envi-
ronment. Indeed, it may be more desirable to degrade the quality of the affected service (viola-
tion of its agreed QoS) rather than to abort it.

(5) QoS renegotiation: A renegotiation may be initiated by the user or the underlying system
(e.g.communication system). The user initiated renegotiation allows a user to request a better
quality, e.g. a user asks for colour quality while the current quality is black&white, or to reduce
his requirements from the service provider to reduce, for example, the cost of the current ses-
sion. On the other hand, renegotiation initiated by the underlying system is generally due to
lack of resources (e.g. network congestion) and aims to reduce the provided guality to avoid a
service interruption.
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(6) QoS accounting: QoS accounting concerns the determination of the cost relative to a service
requested by a user. Since distributed multimedia applications provide a vast range of QoS,
QoS accounting is a complex activity. It must be based at least on the requested QoS to limit
the user’s greediness, e.g. if the cost does not depend on the requested QoS, all users will ask
for the best QoS.

(7) QoS termination: When the service is terminated, notifications are sent to all entities involved
in the QoS provision relative to this service to free the reserved resources.

Toward a general QoS management architecture

We can generalize the QoS management architecture for remote access to MM database appli-
cation (Figure 2) to more general MM applications. Given an application, the following steps are
required to build a framework that supports QoS management functions such as QoS (re)negotia-
tion: (1) to identify the entities involved in the QoS provision relative to this application, and (2)
to define their characteristics and functionalities, such as the attributes and the methods supported.
Our QoS management framework consists of a QoS manager and a collection of entities required
to support the requested QoS. When a QoS manager receives a request from the user, it deter-
mines an optimal configuration, whenever possible, that should support the requested QoS and
sends requests to each entity to reserve the necessary resources. to support the required QoS. Each
entity sends a response to the QoS manager. The response may be yes, no, or an alternate pro-
posal. If all parties respond yes, the configuration is established and the QoS management activi-
ties of the active phase, such as QoS monitoring and adaptation, can start. If one or more entities
respond no, the QoS manager rejects the user request. If any other proposal was sent by one of the
entities, the QoS manager will try to find another configuration. Close cooperation between the
QoS manager and network managers is required to optimally support the QoS management func-
tions.

4. A GENERAL FRAMEWORK FOR QOS NEGOTIATION

Distributed MM applications provide a vast range of QoS. Hence a user must be able to specify
a desired QoS depending on his needs, his end-system characteristics and his financial capacity. In’
other terms he must be able to negotiate the QoS with the service provider. Furthermore it is not
acceptable that the negotiated QoS at the establishment phase applies for the whole session life-
time; a user must be able to decrease or to increase the QoS currently provided, e.g. to receive a
less expensive service or a better quality. Consequently a QoS negotiation and renegotiation pro-
tocol is required. This protocol must be designed on an end-to-end basis and must not be
restricted to the communication systems, as is the case for most existing’QoS negotiation proto-
cols [25, 26, 27, 28]. Based on the QoS management framework defined above, we present a gen-
eral framework for QoS negotiation. For sake of clarity, we will instantiate the framework by
considering the application of remote access to MM databases.

Facilities to support QoS (re)negotiation
Upon the receipt of the user request, e.g. user_QoS request, for a specific service with a desired

QoS, the QoS manager makes use of the following facilities to answer the user request.

(1) The information facility permits to collect information pertinent for a given user request. Such
information concerns QoS parameters relative to the entities involved in providing the QoS. A
management information database (MIB) {29] is a candidate to store such information. Two
types of information may be considered: (1) static information which does not depend on the
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actual system load, e.g. maximum packet size supported by a given network or a compression

scheme supported by an end-system, and (2) dynamic information which changes with the sys-

tem state, e.g. available bandwidth.

The QoS manager communicates with the MIB(s) to get QoS mformauon within the system

using the QoS_Information service (confirmed).

In the context of our case study, the information collected concerns only the QoS related to the

selected multimedia document, the database server and the transport user system. Such infor-

mation is stored in the database server and concerns the document media-type, format, and

size. Additional information are available such as the access time and copyright cost [16].

When the user asks to play a specific document, the client gets the required information from

the database server.

(2) The configuration selection facility permits to determine an acceptable configuration that sup-
ports the requested QoS. Such a configuration is determined based on the information obtained
from the information facility. Optimization schemes may be used to find the optimal configura-
tion. Some of the tasks to be performed to construct the configuration are:

(a) Choice of compression schemes: The compression scheme to be used must satisfy the
required delay and reliability.

(b) Choice of networks: Such a choice may be based on the cost, resources availability, etc.

(c) Choice of transport protocols: Such choice may be based on error control functions, per-
formance, etc. '

(d) Choice of resource locations: If the user’s end-system does not have enough resources, e.g.
it does not support the compression scheme with which the selected document is stored,
then another machine with available resources may be used.

In the context of our case study, this facility permits to get the final QoS parameters values tak-

ing into account the user QoS, the local end-system characteristics and the QoS information

obtained from the server using the information facility. However the algorithm used to find a

configuration that supports the QoS is very simple [11], given that we are using mainly static

QoS parameters.

(3) The resources reservation facility permits to gain a commitment from the components of the
configuration, identified by the configuration selection facility, indicating their agreement to
support the requested QoS. Each component must formally commit resources for this purpose.
Mapping schemes to transform QoS parameters values to resources, e.g. CPU slots and buff-
ers, are used to provide this facility.

The QoS manager asks the components of the selected configuration to reserve the resources to

support the requested QoS using QoS_reserve service (confirmed).

Several solutions have been proposed to support guaranteed performance communication.

They all adopt a connection-oriented and reservation-oriented approach [6, 7, 30, 31]. At the

system level, several systems have been developed to support MM applications requirements

such as TRDM [9], SUN OS 5.0 [32], real-time (RT) MACH [33], DASH [34] and extended

CHORUS [35]. Most of them use earliest deadline [8] as the scheduling policy.

(4) The data transfer facility enables the control entities, e.g. QoS manager, to communicate with
the different system components, e.g. server and MIB. Such a facility is used by almost all the
negotiation facilities. In the context of our prototype we used remote procedure calls (RPC) to
realize this facility.

(5) The monitoring facility enables to detect QoS violation because of resources shortage of one
or more components involved in the QoS provision. When a QoS violation is detected an indi-
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cation is sent to the QoS manager. Depending on the established policies, the session is
aborted, the violation is ignored, or a renegotiation is initiated.

The QoS manager sends a QoS violation notification to the user using the QoS_violation serv-
ice (non confirmed)

(6) The renegotiation facility supports a QoS renegotiation initiated by the user or by the underly-
ing system (e.g.communication system). The user initiated renegotiation allows a user to
request a better quality or to reduce his requirements, for example, to reduce the cost of the
current session. On the other hand, the underlying system initiated renegotiation is generally
due to lack of resources and aims to reduce the provided quality to avoid a service interruption.
The renegotiation facility uses all the other facilities to provide its service.

The user can renegotiate, with the QoS manager, the current QoS at any moment during the
session lifetime using QoS_renegotiate service (confirmed).

(7) The termination facility enables a user to terminate a session. All the resources reserved at the
components of the configuration are deallocated.

At any moment the QoS manager can terminate the session using the QoS_terminate service
(non confirmed).

States transitions for the QoS manager

Based on the facilities defined above, the QoS manager always goes through the states shown in
Figure 4. The model shown in Figure 4 is a general and abstract model which may be refined
depending on the system architecture and the management protocols used. A refinement of this
model for the case of remote access to MM database application can be found in [11].

The transitions between the six states of Figure 4 are based on service primitives. Initially the
QoS manager is in the Idle state. When the user asks for a specific service with a desired QoS
(user_QoS_request), e.g. play a specific multimedia document, the QoS manager sends the
QoS_information_request primitive(s) to the appropriate MIB(s) and moves to the waiting to get
information state (transition T1).

When the QoS manager gets the information, related to QoS, from the MIB(s)
(QoS_information_confirm) it enters the selecting configuration state (T2). At the end of a suc-
cessful configuration selection the QoS manager asks for a reservation from the involved entities
(QoS_resource_request), e.g. database server and video file servers, to support the QoS required
by the selected configuration and moves to the resource reservation state (T3). In the case where
no acceptable configuration is found within a specific interval, the QoS manager moves to the idle
state (T5).

After receiving resource reservation commitment from the different entities
(QoS_reserve_confirm), the QoS manager enters the active state (T4). In this state a renegotiation
event may be initiated by the user, or the underlying system if a QoS violation occurs. In the case
where one or more entities do not commit themselves to support the required QoS, the QoS man-
ager reacts by a transition to the idle state (T6).

Depending on the policy used to deal with QoS violation, on receipt of some QoS violation
(QoS_violation_indication) the QoS manager moves to waiting for user response if the “renegoti-
ation” policy is used (T7), moves to idle if the “abort” policy is used (T8), or remains in the same
state if the “ignore” policy is used (T9). The QoS manager reacts to the receipt of a renegotiation
request from the user (renegotiate_QoS_indication) by a transition to configuration selection state
(T10).

On the receipt of a terminate_session_indication () primitive from the user, in any state, the
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QoS manager enters the idle state (T11). When the QoS manager is in waiting to get information,
selecting configuration, resource reservation or waiting for user response states, a timer T is ini-
tialized and started. If no transition occurs from the current state before the timer expires, the QoS
manager moves (T12, T13, T14) to the idle state or (T15) to the active state.

The parameters relative to each primitive, e.g. QoS_information request, have been defined for
remote access to database application in [16, 11]
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Figure 4. State Transitions for QoS (Re)Negotiation

5. CONCLUSION

The paper describes a remote access to MM database application. A QoS management archi-
tecture for this type of applications is defined. The QoS management activities are described and a
QoS management architecture for MM applications is presented. A general framework for QoS
negotiation is presented. An instantiation of this framework has been built for remote database
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access applications in order to show its feasibility by an example. Currently, we are working on
elaborating the framework for QoS negotiation, particularly the information and configuration
selection facilities. Thus we are developing a performance model that enables us to find an opti-
mal configuration for a requested service. We also study the required MIB(s) and their distribu-
tion. More generally we are aiming at specifying QoS management functions such as negotiation,
monitoring and adaptation, for remote access to MM database and other applications.
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