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Abstract Investigation into technology-assisted interven-

tion for children with autism spectrum disorders (ASD) has

gained momentum in recent years. Research suggests that

robots could be a viable means to impart skills to this pop-

ulation since children with ASD tend to be fascinated by

robots. However, if robots are to be used to impart social

skills, a primary deficit for this population, considerable at-

tention needs to be paid to aspects of social acceptability of

such robots. Currently there are no design guidelines as to

how to develop socially acceptable robots to be used for in-

tervention for children with ASD. As a first step, this work

investigates social design of virtual robots for children with

ASD. In this paper we describe the design of a virtual en-

vironment system for social interaction (VESSI). The de-

sign is evaluated through an innovative experiment plan that

combines subjective ratings from a clinical observer with
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physiological responses indicative of affective states from

the participants, both collected when participants engage in

social tasks with the social robots in a virtual reality envi-

ronment. Two social parameters of importance for this pop-

ulation, namely eye gaze and social distance, are systemati-

cally varied to analyze the response of the participants. The

results are presented to illustrate how experiments with vir-

tual social robots can contribute towards the development of

future social robots for children with ASD.

Keywords Virtual robots · Identification of emotional

expressions · Social interaction · Autism intervention

1 Introduction

Autism encompasses a wide variety of symptoms but gen-

erally is characterized by impairments in social interaction,

social communication, and imagination, along with repeti-

tive behavior patterns [1]. Emerging research suggests that

prevalence rates as high as approximately 1 in 110 for the

broad autism spectrum [8]. While there is at present no

single accepted intervention, treatment, or known cure for

autism spectrum disorders (ASD), there is growing consen-

sus that intensive behavioral and educational intervention

programs can significantly improve long term outcomes for

individuals with ASD and their families [10, 38, 44].

An important direction for research on ASD is the iden-

tification and development of technological tools that can

make application of effective intensive treatment more read-

ily accessible and cost effective [39, 45]. In response to this

need, a growing number of studies have been investigating

the application of advanced interactive technologies to ad-

dress core deficits related to autism, namely computer tech-

nology [5, 6, 53], robotic systems [15, 31, 37], and virtual
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reality environments [40, 52, 54]. There is increasing con-

sensus in the autism community that development of assis-

tive tools that exploit advanced technology will make appli-

cation of intensive intervention for children with ASD more

efficacious.

The design of social robots is a developing field in which

standards are still being established. In general, a social ro-

bot is an autonomous agent that can act in a socially appro-

priate manner based on its role in an interaction [16, 21],

such as interacting with a child with ASD. Initial results

indicate that robots may hold promise for rehabilitation of

children with ASD. Dautenhahn and Werry [15] have ex-

plored how a robot can become a playmate that might serve

a therapeutic role for children with autism. Robots can al-

low simplified but embodied social interaction for typical

children [55] and may offer interaction that is less intimidat-

ing or confusing than human-to-human interaction specif-

ically for children with ASD. Investigation of the impact

of robot design on interactions with children found a need

to emphasize systems that are versatile enough to adapt to

the varying needs of different children [37]. Pioggia et al.

[41] developed an interactive life-like facial display system

for enhancing emotion recognition in individuals with ASD.

Robots have also been used to interact with children with

ASD in common imitation tasks and can serve as social

mediators to facilitate interaction with other children and

caregivers [15, 31, 43]. Robotic technology poses the ad-

vantage of furnishing robust systems that can support mul-

timodal interaction and provide a repeatable, standardized

stimulus while quantitatively recording and monitoring the

performance progress of the children with ASD to facilitate

autism intervention assessment and/or diagnosis [47]. Our

earlier work [34, 35] suggests that endowing a robot with

an adaptive ability to recognize and respond to the affective

states of a child with ASD based on physiological informa-

tion could be a viable means for autism intervention. The

results demonstrated for the first time that affect-sensitive

adaptation improved the performance as well as enhanced

how much the children with ASD liked interacting with the

robot.

While the above research indicates the usefulness of

robot-assisted intervention for children with ASD, there are

no design guidelines as to how to develop socially accept-

able robots to be used for social skill intervention for chil-

dren with ASD. In particular, it is important to know how

these robots should display intentions (e.g., through the use

of facial expressions, gestures, verbal communication, etc.)

and how they should interact (e.g., amount of eye contact,

proximity to the child, etc.) to ascertain the intended social

skill teaching to this population. Additionally, it is also im-

portant to develop an evaluation method that is not depen-

dent on self-report because of the known difficulty of self

expression exhibited by children with ASD [27].

It is thus imperative to systematically develop social ro-

bots and study social interaction with children with ASD in a

step-by-step manner. Similar to how sophisticated machines

are designed in virtual environments prior to fabrication, we

design social robots in virtual environments that would en-

able a systematic evaluation and manipulation of different

components of social interaction through virtual social ro-

bots.

Virtual reality (VR) represents a medium well-suited for

creating interactive intervention paradigms for skill train-

ing in the core areas of impairment for children with ASD.

VR-based therapeutic tools can partially automate the time-

consuming, routine behavioral therapy sessions and may al-

low intensive intervention to be conducted at home [52].

Furthermore, VR has also shown the capacity to ease the

burden, both time and effort, of trained therapists in an in-

tervention process as well as the potential to allow untrained

personnel (e.g., parents or peers) to aid a participant in the

intervention [50].

We describe the design and development of VESSI, a vir-

tual environment system for social interaction that is capa-

ble of systematic manipulation of various design parame-

ters that are important for the development of social robots.

VESSI is formulated to present realistic social communica-

tion tasks to children with ASD, and the children’s affective

response during the tasks are monitored through physiolog-

ical signals and observations from a clinician. This system

is capable of systematically manipulating specific aspects of

social communication to more fully understand how to de-

sign social robots for children with ASD.

This paper describes an investigation into socially-driven

virtual reality interactions to guide future intervention of

children with ASD. We describe the socialization and ex-

pressivity of the VR characters. The VR environment mon-

itors affective changes during social contexts for children

with ASD. In particular, we study how the affective state of

anxiety; measured by ratings from a clinical observer and a

participant’s physiological signals; vary with respect to the

variation of specific communication factors (e.g., social dis-

tance and eye contact) presented on VESSI. Finally, we dis-

cuss how our findings, regarding these virtual social robots

and their interactions, can be useful in the development of

future social robots for this target population.

2 Task Design

For ASD intervention, VR is often effectively experienced

on a desktop system using standard computer input devices

[39]. The focus of this work is on desktop VR applications,

chosen over more immersive technologies because it is more

accessible, affordable, and less susceptible to cybersickness

problems (e.g., nausea, headaches, or dizziness) potentially
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associated with head-mounted devices [9]. Therefore, users

view VESSI on a computer monitor from the first-person

perspective.

We created realistic VR scenarios for interaction with vir-

tual social robots (i.e., expressive humanoid avatars). Vizard

(worldviz.com), a commercially available VR design pack-

age, was employed to develop the environments. Within the

controllable VR environment, components of the interaction

were systematically manipulated to allow users to explore

different social compositions. The virtual robots made di-

rect and averted eye contact. They conversed by matching

their mouth movements to recorded sound files. The user re-

sponded to the virtual robots via pop-up text boxes.

2.1 Social Parameters

Eye gaze and social distance, the social parameters of in-

terest, are organized in a 4 × 2 experimental design, allow-

ing investigation of eight distinct situations. Although sev-

eral parameters make up a social situation; such as group

size, vocal tone, facial expressions, gestures/body move-

ment, surrounding environment, etc.; eye gaze and social

distance are chosen because they play significant roles in

social communication and interaction [1–4]. Future studies

will explore additional social parameters on a step-by-step

basis; however, these parameters are chosen for initial study

because they represent key factors of possible stressors and

areas of deficiency for children with ASD [15, 43]. Each sit-

uation is represented three times, which creates 24 trials in

the experiment, following a Latin Square design to balance

for sequencing and order effects [30, 51]. Each trial of an ex-

periment session includes one virtual robot for one-on-one

interaction with the participant. Participants are asked to en-

gage in an interactive social task in the virtual environment.

The specific task is modified such that the social commu-

nication parameters can be repeatedly explored while sus-

taining engagement. In each trial, participants are instructed

to watch and listen as the virtual robot tells a 2-min story.

The stories are written in first-person. Thus, the task can be

likened to having different people introduce themselves to

the user, which is comparable to research on social anxiety

and social conventions [2, 48, 49]. Social parameters such

as facial expression, vocal tone, and environment are kept

as neutral as possible. However, we also attempt to make

the task interesting enough so that participants do not be-

come excessively detached based on habituation or dull con-

tent.

The eye gaze parameter dictates the percentage of time a

virtual robot looks at the participant (i.e., staring straight out

of the computer monitor). Four types of eye gaze are exam-

ined. These are defined as “straight,” “averted,” “normal,”

and “flip of normal.” Straight gaze means looking straight

ahead for the duration of the story (i.e., for the entire trial).

Averted gaze means the virtual robot never attempts to make

direct eye contact with the participant, but instead alternates

between looking to the left, right, and up. Based on so-

cial psychology literature from experimental observations of

typical humans [3] and algorithms adopted by the artificial

intelligence community to create realistic virtual characters

[11, 23], normal eye gaze is defined as a mix of straight and

averted gaze. A person displays varying mixes of direct and

averted eye contact depending on if the person is speaking or

listening during face-to-face conversations. Since the virtual

robot in VESSI is speaking, we use the “normal” gaze def-

initions for a person speaking, which is approximately 30%

straight gaze and 70% averted gaze [3]. Research represents

averted gaze as looking more than 10◦ away from center

in evenly-distributed, randomly-selected directions [23, 28].

Therefore, our averted gaze is an even distribution (33.3%

each) of gazing left, right, and up more than 10◦ from cen-

ter. Flip gaze is defined as the flip of normal, which means

looking straight approximately 70% of the time and averted

30% of the time, which is indicative of a person’s gaze while

listening.

The social distance parameter is characterized by the dis-

tance between the virtual robot and the user. Two types of

social distance, termed “invasive” and “decorum,” are exam-

ined. In VESSI, distance is simulated but can be appropri-

ately represented to the view of the participant [32]. For in-

vasive distance, the virtual robot stands approximately 1.5 ft.

from the main view of the scene. This social distance has

been characterized as intimate space not used for meeting

people for the first time or for having casual conversations

with friends [25]. A distance of 1.5 ft. apart has been inves-

tigated by several research groups in social interaction ex-

periments with similar experimental setups to ours in which

two people are specifically positioned while one participant

listens as the other introduces himself/herself and discusses

a personal topic for approximately 2 min [2, 48, 49], and this

invasive distance is characterized by eliciting uncomfortable

feelings and attempts to increase the distance to achieve a

social equilibrium consistent with comfortable social inter-

action [2]. Decorum distance means the virtual robot stands

approximately 4.5 ft. from the main view of the scene. This

social distance is consistent with conversations when meet-

ing a new person or a casual friend [26], and research indi-

cates this distance results in a more comfortable conversa-

tion experience than the invasive distance [2]. Using Vizard

software we project virtual social robots who display differ-

ent eye gaze patterns at different distances; two examples

are shown in Fig. 1.

In this work, our aim is to identify and evaluate the

strength of systematic manipulation of social parameters

(i.e., eye gaze and social distance) through VR-based social

tasks in eliciting variations in an affective state (i.e., anxi-

ety) and map such variations with changes in physiological

http://worldviz.com
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Fig. 1 At top a virtual robot displays straight gaze at an invasive dis-

tance, while on bottom a virtual robot stands at a decorum distance and

looks to her left in an averted gaze

signals of the participants. This work is the first step towards

building a more back-and-forth interaction. If there is effect

on physiological response even in this task, then we can as-

sign the effect on the social parameter manipulation alone.

2.2 Humanoid Avatars

The virtual social robots have a fixed male or female body,

but Dr. Jeremy Bailenson, director of the Virtual Human In-

teraction Lab at Stanford University, provided a set of dis-

tinct humanoid avatar heads for use in this work. The set of

26 heads was created from front and side 2D photographs of

college-age students. Using 3DMeNow software, the photos

were formed into 3D heads that can be used in Vizard. Even

though Bailenson’s avatar heads are slightly older than the

participants recruited for this study, they are used because

of the following advantages: (i) open accessibility, (ii) age

range close to our participant pool’s peers, (iii) and the au-

thentic facial features (e.g., variations in skin complexion,

brow line, nose dimensions, etc.) allow the interaction to be

interpreted as realistically as possible.

The stories the virtual robots share are adapted from DI-

BELS (Dynamic Indicators of Basic Early Literacy Skills;

dibels.uoregon.edu/measures/) reading assessments. The as-

sessments are written on topics such as geographical loca-

tions, weather phenomena, and intriguing occupations. The

readings from fifth grade were chosen based on length and

because this grade level corresponds to vocabulary tests used

in our previous research in the design of an easy-to-medium

level of the Anagrams game used with a similar recruitment

pool [35]. In each trial of the experiment, a virtual robot nar-

rates one of these first-person stories to the user. The voices

were gathered from teenagers and college-age students from

the regional area. Their ages (range = 13–22 years, mean =
18.5 yrs, SD = 2.3 yrs) are similar to the age of people used

for the avatar heads and our participant pool.

2.3 Social Interaction

The interaction involves a virtual robot telling a story while

a participant listens. At the end of the story, the virtual robot

asks the participant a question about the story. The ques-

tions are designed to facilitate interaction and to serve as a

possible objective measure of engagement. The participant

is not aware of the exact question before the story begins so

that he/she engages in the task and is not focused on listen-

ing to one specific part of the discourse. The questions are

intended to be easy to answer correctly if the participant lis-

tened to the story. Near the beginning of the first experiment

session, the participant takes part in two demonstrations of

the process of the VR task; therefore, any difficulty over cor-

rectly answering the questions that could be related to not

understanding the process of the task is dealt with prior to

starting the experiment and collecting data. Each question is

accompanied by three possible answer choices. The correct

choice is spoken at least five times during the story, which

is sufficient for the information to be relayed [29], and the

incorrect choices are never spoken in the story. For exam-

ple, one story is about a bus breaking down on the way to a

school picnic. At the end of the story the virtual robot asks,

“What kind of vehicle did my classmates and I travel in?”

The story includes the line “. . . a car appeared at the top

of a hill. . .;” therefore, the offered choices to the question

(A. A van, B. A bus, C. A train) do not include “car” as an

option. We expect that a participant who engages in the task

would achieve near to or complete 100% accuracy on the

questions; and consequently, a severely low percentage of

correct answers would indicate a lack of engagement with

the task.

3 System Refinement

Efforts were made to minimize reactions due solely to view-

ing a virtual robot by choosing the 10 most-neutral avatar
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heads based on a survey of 20 participants. Therefore, reac-

tions during the experiment could be reasonably expected to

be related to change in eye gaze and/or social distance and

not due to viewing the virtual robot alone.

Participants for the avatar head survey were recruited

from undergraduate engineering and psychology courses at

a private Southeastern university. Twenty (10 male) students

completed the survey. These students were instructed to visit

a webpage to complete a survey on their impressions of the

26 avatar heads (see Table 1). Participants were asked to rate

each avatar head on four questions. Two questions were de-

signed to measure elicited reactions from viewing the avatar

heads (Q1 and Q2), and two were designed to determine par-

ticipants’ perceptions of each avatar head’s display of emo-

tion (Q3 and Q4). Following descriptive terms from [33],

participants were asked to rate how they felt when look-

ing at each avatar head on a 5-point scale of valence and

arousal. To gauge affective reactions to images, valence and

arousal are important measures to consider [7]. Participants

were also asked two questions about what emotion the avatar

head was conveying [18, 22].

Q1: Valence:

When looking at this avatar, I feel. . .

Unhappy, Happy,

Annoyed, Neutral Pleased,

Despaired Hopeful

◦ ◦ ◦ ◦ ◦

Q2: Arousal:

When looking at this avatar, I feel. . .

Calm, Excited,

Sleepy, Neutral Wide-awake,

Unaroused Aroused

◦ ◦ ◦ ◦ ◦

Q3: Emotion:

Do you feel that this avatar is expressing a specific

emotion or no emotion/neutral?

◦ a specific emotion

◦ no emotion/neutral

Q4: Degree of Chosen Emotion:

If you had to choose, which emotion would you say

this avatar is expressing? Please indicate to what degree

you would say this avatar is expressing your chosen

emotion. (Make only one mark.)

Low Medium High

Anger ◦ ◦ ◦ ◦ ◦
Disgust ◦ ◦ ◦ ◦ ◦
Fear ◦ ◦ ◦ ◦ ◦
Happiness ◦ ◦ ◦ ◦ ◦
Sadness ◦ ◦ ◦ ◦ ◦
Surprise ◦ ◦ ◦ ◦ ◦

Each participant was presented with all 26 avatar heads

(see Table 1) in a randomized order. After participants an-

swered evaluation questions on one avatar head, they were

presented with the next avatar head. This process continued

until they evaluated all 26 avatar heads.

3.1 Survey Analysis

The survey ratings were collected from 20 students to deter-

mine the most-neutral avatar heads. The average value of the

valence and arousal ratings, on a [−2,2] scale, were calcu-

lated from Q1 and Q2, respectively. The scale had a neutral

point at 0, which was our desired point of reference. There-

fore, it was desirable to identify the avatar heads with rat-

ings closest to 0,0 on the valence vs. arousal affective space.

The mean value of the valence and arousal ratings were used

to determine the Euclidean distance from the 0,0 origin in

the valence-arousal affective space. The Euclidean distance

measurement was divided by 2
√

2 to normalize the values

to a [0,1] scale.

Enorm,i =
√

(Vmean,i − 0)2 + (Amean,i − 0)2

2
√

2
(1)

Equation (1) shows the normalized Euclidean distance cal-

culation, where i represents each individual avatar head (26

total), Vmean,i is the average valence rating for each avatar

head from Q1, Amean,i is the average arousal rating for each

avatar head from Q2, and Enorm,i is the normalized Euclid-

ean distance from 0,0 in the valence-arousal affective space.

Ratings from Q3 and Q4 were also considered in the over-

all rating of the avatar heads. For Q3, the portion of re-

spondents answering “a specific emotion” was calculated for

each avatar head. When analyzing results for Q4, we did not

discriminate on which emotion was chosen (e.g., happiness,

anger, etc.), because we were most concerned with the emo-

tion being as minimally expressed as possible. Ratings from

Q4 on a [0,4] scale were divided by 4 to achieve a [0,1]
scale.

For all three measurements, a lower score reflects our

desired outcome. Therefore, the most-neutral avatar heads

were considered as having (1) the shortest distance away

from 0,0 in the valence-arousal space, (2) the least por-

tion of respondents answering “a specific emotion” to Q3,

and (3) the lowest degree of emotion expression to Q4.

After normalization, the three measurements were all on a

[0,1] scale. Thus, we combined these measurements into a

weighted equation for an overall rating of the avatar heads.

A strong emphasis was placed on the valence and arousal

ratings, because these have been shown to be a reliable as-

sessment of affect and proven to sufficiently cover the affec-

tive space [7]. In this survey we also took into account, but

to a lesser extent, whether the avatar heads were perceived
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Table 1 Screenshots and IDs of all 26 avatar heads atop the fixed male

or female bodies are shown in the random order viewed by participant

1 of the survey. Overall ratings from the survey are listed for measure-

ments of valence, arousal, emotion, and degree of chosen emotion. The

most-neutral avatar heads (shaded in light gray) have the lowest com-

bined weighted scores for columns 4–6 of the table (see (2))
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Table 1 (Continued)

aQ1: Mean valance rating on a [−2,2] scale
bQ2: Mean arousal rating on a [−2,2] scale
cEquation (1): Euclidean distance from neutral origin 0,0 on valence

vs. arousal affective space, divided by 2
√

2 to achieve a [0,1] scale
dQ3: Portion of respondents that answered ”a specific emotion” to Q3
eQ4: Mean degree of expression of chosen emotion, original [0,4] scale

divided by 4 to achieve a [0,1] scale
fEquation (2): Weighted sum of (1), Q3, and Q4

as expressing little to no emotion/neutral emotion. The com-

bined equation used to rate the avatar heads is as follows,

Ri = 0.8(Enorm,i) + 0.1(Q3,i) + 0.1(Q4,i) (2)

where Ri is the overall rating of avatar head i,Enorm,i is

the normalized Euclidean distance from 0,0 in the valence-

arousal affective space, Q3,i is the average rating for re-

sponses to Q3 on the survey, and Q4,i is the average rating

for responses to Q4 on the survey (see Table 1).

3.2 Survey Results

This is the first time these avatar heads and expressions

have been tested to determine if Vizard’s facial morph ex-

pressions are interpreted by viewers as intended. The “neu-

tral” morph was used in the survey and for the virtual so-

cial robots in the experiment. Vizard supplies other emotion

morphs (e.g, “happy,” “surprise,” etc.) for use with the avatar

heads. Although Vizard uses common methods for defining

the morphs (i.e., furrowed brow for “angry” morph, elevated

brow and slightly open mouth for “surprise” morph, etc.)

[19, 22], Vizard has not tested user perception of the morphs

to establish if the morphs convey the designed emotion to the

viewer.

The undergraduate students who completed the avatar

head survey ranged in age from 18–21 yrs with a mean =
19.2 and SD = 0.9. The results, shown in Table 2, are sorted

in ascending order when scanned from left to right, top to

bottom. The ten avatar heads with the lowest scores were

used for the virtual social robots in the VR experiments. The

four lowest female avatar heads and four lowest male avatar

heads were used in the eight experiment conditions. The fe-

male and male avatar heads with the highest rating of the

bottom 10 were used for the demonstration of the VR in-

teraction during session one of the experiment. Each of the

eight experiment conditions were shown three times, creat-

ing 24 trials in the experiment, which were divided over two

sessions on two different days for each participant.

4 Experiment Protocol

4.1 Participant Recruitment

Participants were recruited through existing clinical and re-

search programs of the Vanderbilt Kennedy Center’s Treat-

ment and Research Institute for Autism Spectrum Disor-

ders and Vanderbilt University Medical Center. Our proto-

col calls for enlisting children with ASD age 13–18 years

old and an age- and verbal-ability-matched control group of

typically-developing (TD) children. ASD participants must

have documentation of their diagnosis on the autism spec-

trum, either Autism Spectrum Disorder, Autistic Disorder,

or Asperger’s Syndrome, according to their medical records.
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Table 2 Shown are the 10 avatar heads with the most-neutral ratings

from the survey. These avatar heads were used for the virtual social ro-

bots in the VR experiments. Also listed are their assigned experiment

conditions (EC). The EC’s use the following abbreviations: for social

distance, Invasive (I) and Decorum (D); for eye gaze, Straight (S),

Averted (A), Normal (N), and Flip (F) of normal

For all participants, the Social Responsiveness Scale (SRS)

[12] profile sheet and Social Communication Questionnaire

(SCQ) [46] were completed by a participant’s caregiver be-

fore the first session to provide an index of current func-

tioning and ASD symptom profiles. The SRS is a 65-item

questionnaire designed to quantitatively measure the sever-

ity of autism-related symptoms. It generates a total score re-

flecting severity of social deficits in the autism spectrum as

well as five treatment subscales: Receptive, Cognitive, Ex-

pressive, and Motivational aspects of social behavior, and

Autistic Preoccupations. The SCQ is a brief instrument for

the valid screening or verification of ASD symptoms that

has been developed from three critical autism diagnostic do-

mains of qualitative impairments in reciprocal social inter-

action, communication, and repetitive and stereotyped pat-

terns of behavior. Selection was also based on a receptive

vocabulary standard score of 80 or above on the PPVT-III

(Peabody Picture Vocabulary Test-3rd Edition). The PPVT-

III [17] was used as an inclusion criterion in our previous

research [34, 35]. The chosen age range and intelligence

testing cutoff represents a method of partial control for the

reading skill requirements of the task and ensures that par-

ticipants were able to perform the interaction tasks involved

in this study. All written components of the current design

were accompanied by audio readings, thus alleviating some

of the language requirements and could open the prospect of

including younger participants or those with less language

and/or reading skills in future studies.

4.2 Procedure

The commitment required of participants was a total of two

sessions (i.e., approximately 2.5 hrs). The first session ran

approximately 1.5 hrs, due to gathering consent and assent,

administering the PPVT-III, and running demonstrations of

the social task. The second session lasted about 1 hr. For

each completed session, a participant received compensation

in the form of gift cards. A parent of each participant ob-

served their child’s experiment sessions and provided feed-

back in a brief post-interview.
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Our hypothesis was that manipulation of the social pa-

rameters may elicit variations in affective reactions [3] and

physiological responses [20, 24]. A participant is likely to

experience a range of short-lived affective states (i.e., emo-

tions such as anxiety, interest, etc.) as he/she interacts with

the virtual social robots. However, these feelings should not

be more intense than the levels of these emotions that are

commonly experienced in daily life and should not carry

over when the participant leaves the laboratory. Physiologi-

cal signals from the participant and ratings of affective states

(i.e., low anxiety or high anxiety) from a clinical observer

were recorded while the participant interacted with VESSI.

Given the fact that clinical observers’ judgment based on

their expertise is the state-of-the-art in most autism interven-

tion approaches and the results about the reliability of the

subjective reports in our previous studies [35], the reports

from the clinical observer were used as the reference points

linking the objective physiological data to the participant’s

affective state. The physiological signals were processed to

extract features, which are the individual measurable prop-

erties of the physiological signals that could be correlated

to affective states. Extracted features from the signals were

compared with the clinical observer’s report to relate the

participant’s affective reactions and physiological responses

with respect to the various social stimuli.

The physiological signals recorded in this work included

electrocardiogram (ECG), impedance cardiogram (ICG),

galvanic skin response (GSR), and photoplethysmogram

(PPG). These signals were collected using a Biopac MP150

system (biopac.com) and small, wearable sensors placed on

a participant’s chest (ECG), neck and torso (ICG), and first

through third fingers on the participant’s left hand (GSR and

PPG). Participants used their right hand to press a keypad

for interactions with the VR system. The sensors have been

successfully used to collect physiological data of typical in-

dividuals and children with ASD [35, 42]. Results from vari-

ation of features extracted from these signals are shown in

the next section. The features of interest included GSR pha-

sic response rate (GSRprr), PPG peak maximum (PPGpmax),

and time of pre-ejection period (PEP). GSRprr is measured in

responses per minute (rpm) and represents a rapid increase

in skin conductance similar to a peak. PPGpmax is the max-

imum amplitude of detected PPG peaks, measured in µV,

which showed significant differences in this study. PEP is

calculated as the difference in onset of ICG time-derivative

peak to onset of ECG R peak and is measured in ms. A de-

tailed description of the sensor placement, signal processing,

feature extraction routines, and significance of these physi-

ological features for indicating an affective response can be

found in our previous work [35].

The equipment setup includes a computer dedicated to

the social interaction tasks where the participants interacted

with VESSI, Biopac biological feedback equipment that col-

lected the physiological signals of the participant, and an-

other PC dedicated to acquiring signals from the Biopac sys-

tem. The Vizard Virtual Reality Toolkit ran on a computer

connected to the Biopac system via a parallel port to trans-

mit task-related event-markers (e.g., start and stop of a trial).

The physiological signals along with the event markers were

acquired by the Biopac system and sent over an Ethernet link

to the Biopac computer. We also video recorded the sessions

to cross-reference observations made during the experiment.

The clinical observer and a participant’s parent watched the

participant from the view of the video camera, whose signal

was routed to a television hidden from the view of the par-

ticipant. The signal from the participant’s computer screen

where the task was presented was routed to a separate com-

puter monitor so that the clinical observer and parent could

view how the task progressed.

Each participant engaged in two VR-based social interac-

tion sessions on two different days. During the first session,

the participants were told about the experiment purpose, the

sensors, and the VESSI tasks. After the physiological sen-

sors were placed, the participants were asked to relax quietly

for three minutes while a baseline recording of physiological

signals was taken that was used to offset day-variability. The

first session included two demonstrations of the VR task,

the baseline physiological measurement, and a set of eight

2-min trials with different virtual social robots. The second

session consisted of the baseline physiological measurement

and the remaining 16 trials of social interaction tasks. After

each trial, the participant answered the story question and

the clinical observer rated what she thought the level (i.e.,

low or high) of the affective state of anxiety was for the par-

ticipant during the finished trial.

5 Results

A group of 13 (10 male) children with ASD and a matched

group of TD children completed initial testing of the system.

Their characteristics are shown in Table 3. The children with

ASD had a confirmed diagnosis using DSM-IV criteria as

well as scores from SRS (cutoff = 60) and SCQ (cutoff =
12) assessments [1, 12, 46]. The TD children did not meet

cutoffs for ASD on either the SRS or SCQ. Each child in the

two groups completed two sessions with the virtual social

robots. Results from the accuracy of correctly answering the

story questions revealed that the participants attended to the

task. Percent accuracy for the ASD and TD group was 97%

and 99%, respectively, and no group difference was found

(p > 0.05,p = 0.2601).

Evidence of overt behaviors as well as more subtle re-

actions to the different experiment conditions was demon-

strated. Several ASD children showed considerable reac-

tions to the virtual social robots standing at the invasive dis-

http://biopac.com
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Table 3 The participant group characteristics are listed. The partici-

pants were matched by gender, age, and PPVT standard score

Group Age (yrs) PPVTg SRSh SCQi

ASD (N = 13)

M (SD) 16.0 (1.7) 105.9 (14.0) 79.5 (9.9) 21.9 (6.3)

TD (N = 13)

M (SD) 15.6 (1.7) 113.7 (12.3) 41.9 (5.8) 3.3 (2.9)

t-Value 0.66 1.50 11.84 9.62

p-Value ns ns <0.001* <0.001*

Exact p-value 0.5175 0.1468 1.6500e-11 1.0341e-9

gPeabody Picture Vocabulary Test-3rd edition Standard score [16]
hSocial Responsiveness Scale Total T -score [12, 13]
iSocial Communication Questionnaire Total score [14, 46]

Significant group differences, *p < 0.001
No significant group differences were found for the age or PPVT stan-

dard score variables (p > 0.05 for all)

tance or using increased amounts of eye contact by tem-

porarily leaning far back from or looking away from the

monitor when they appeared on screen. In post-interview,

the parents of these children were surprised to observe such

a stark reaction to the change in stimuli. Although accus-

tomed to withdrawing behavior in complex, overwhelming

social situations, the parents agreed that the story content

and virtual robots’ facial expressions were neutral and were

therefore perplexed to see such a reaction from their chil-

dren to the change in distance or eye gaze alone. These re-

actions and reflections highlight an advantage that systems

like VESSI can provide to autism intervention. Because such

technology can focus on each element of an interaction, min-

imizing distractions, and can do so with realistic representa-

tions of real-world settings; VESSI can systematically ma-

nipulate each element of an interaction and observe the ef-

fect. Therefore, VESSI can go beyond identifying a broad

scope of situations that are anxiety-inducing. VESSI can

pinpoint what components of a situation bring about an af-

fective reaction to identify which specific component could

be a vulnerability during social interaction.

The overt reactions reflected ratings on affective states

from the clinical observer and the subtle variations in phys-

iological signals during the experiment trials. The ASD

group’s physiological signals showed significant changes to

trials rated as eliciting “low anxiety” (LA) versus “high anx-

iety” (HA) according to the clinical observer label (COL).

The TD children also showed significant physiological re-

actions to the experimental stimuli for trials rated as LA or

HA in similar and different ways than their ASD counter-

parts. Reactions occurred for changes in social distance and

eye gaze. As shown in Table 4, both the ASD and TD group

had a significant increase in GSRprr, between trials rated as

LA and HA for trials in which the social distance parame-

ter was set to Invasive for all variations of the eye gaze pa-

rameter. As anxiety increased in these conditions, GSRprr

Table 4 Listed are results of GSRprr compared between trials labeled

as LA and HA. The trials considered were ones in which the social

distance parameter was set to Invasive for all variations of the eye gaze

parameter

COL Percent (%) of trials

rated as LA or HA

by Group

ASD group

GSRprr (rpm)

M (SD)

TD group

GSRprr (rpm)

M (SD)

LA ASD 24, TD 69 4.43 (2.75) 3.23 (2.78)

HA ASD 76, TD 31 5.80 (3.55) 4.46 (3.57)

t-Value −2.18 −2.33

p-Value <0.05* <0.05*

Exact p-value 0.0311 0.0211

Significant differences, *p < 0.05

Table 5 Listed are results of PPGpmax compared between trials la-

beled as LA and HA. The trials considered were ones in which the

eye gaze parameter was set to Straight for all variations of the social

distance parameter

COL Percent (%) of trials

rated as LA or HA

by Group

ASD group

PPGpmax (µV)

M (SD)

TD group

PPGpmax (µV)

M (SD)

LA ASD 50, TD 77 2.93 (3.12) 1.21 (1.18)

HA ASD 50, TD 23 4.24 (4.39) 3.42 (4.67)

t-Value −1.52 −3.37

p-Value ns <0.05*

Exact p-value 0.1329 0.0012

Significant difference, *p < 0.05

significantly increased. Other conditions showed contrast-

ing results for TD and ASD groups. Between trials labeled

LA and HA for experiment condition of Straight eye gaze

with distance varying, the TD group had a significant in-

crease in PPGpmax, but the ASD group did not (see Table 5).

The experiment condition of Averted eye gaze with distance

varying elicited a significant increase in PEP for the ASD

group but not the TD group (see Table 6).

When the eye gaze was 100% direct (Straight), it over-

powered the distance parameter for the ASD group. For

these conditions the ASD group found the Invasive and

Decorum distance similarly anxiety-inducing in terms of

their physiological reaction (i.e., the Straight gaze caused

too much anxiety for the distance to cause degradation of

anxiety), but TD children were able to discern differences

in these conditions. For 100% indirect eye gaze (Averted),

the ASD group showed a significant difference for the Inva-

sive and Decorum distance, but TD children reacted equally

to the different settings. Distance did not cause TD children

to become more anxious when the eye gaze was minimal,

but the ASD children showed a significant change to these

experiment conditions.
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Table 6 Listed are results of PEP compared between trials labeled as

LA and HA. The trials considered were ones in which the eye gaze

parameter was set to Averted for all variations of the social distance

parameter

COL Percent (%) of trials

rated as LA or HA

by Group

ASD group

PEP (ms)

M (SD)

TD group

PEP (ms)

M (SD)

LA ASD 69, TD 69 156.61 (23.49) 145.54 (20.91)

HA ASD 31, TD 31 143.85 (26.57) 146.79 (19.63)

t-Value 2.13 −0.25

p-Value <0.05* ns

Exact p-value 0.0367 0.8044

Significant difference, *p < 0.05

Therefore, the VR system shows it can elicit variations in

both affective ratings and physiological signals to changes

in social experimental stimuli. The presented physiological

features were chosen to showcase that significant reactions

were observed. The results give an introduction on how the

participants reacted to VESSI; the full psychophysiological

impact will be told with further analysis. No one physiologi-

cal feature is necessarily more revealing than another. How-

ever, some physiological features are more commonly stud-

ied than others, which present richer opportunities for future

comparisons between the current experiment and previous

studies. The current findings are similar to observations in

social anxiety research of typical adults in real-world set-

tings [2, 48, 49] but have now been examined with observa-

tions and physiological signals for ASD and TD children in a

virtual interaction. This research is the first step towards ex-

amining how children react to and accept the virtual social

robots as realistic to real-world settings. Establishing real-

istic interactions builds a basis for creating more complex

settings for intervention and will guide design of real-world

social robots for embodied social communication interven-

tion.

6 Conclusions and Future Work

Social communication and social information processing are

thought to represent core domains of impairment in children

with ASD. The results show the VR system elicits variations

in both affective ratings and physiological signals to changes

in experimental social stimuli for children with ASD and

TD children. Further analysis of the variation of additional

physiological features compared to the manipulation of all

conditions of the social parameters is warranted and forth-

coming. These current results establish a statistically signif-

icant basis for continuing the research. This research may

enhance our ability to understand the specific vulnerabilities

in social communication of children with ASD. This sys-

tem can determine patterns of physiological response across

participants and may identify specific social communication

deficits for individual children.

This work used virtual social robots to systematically ma-

nipulate specific aspects of social communication and pro-

vides a vital step towards development of future social ro-

bots for this target population. Systematic manipulation of

facial expressions, eye gaze, social distance, vocal tone, and

gestures need to be studied with virtual social robots where

such manipulation is easy to perform, repeatable, and highly

controllable. Studies like the one presented here will provide

insight on how such social robots display intentions, how

they should interact, and how their interactions with chil-

dren with ASD should be regulated. Investigation using vir-

tual social robots is not only cost and time efficient, it is also

necessary to understand the complexity of social tasks. Such

studies will answer important questions about the design re-

quirements and control functionalities of real-world social

robots. For example, questions like what amount of eye gaze

modulation abilities needs to be designed, how much vo-

cal tone modulation is required, what facial expressions are

necessary, and similar questions on social communication

can be exhaustively explored using controlled studies in vir-

tual environments with virtual social robots interacting with

the target population. In that sense, this work is one of the

first that presents a design platform for social robots for spe-

cific applications that is analogous to well-adopted practices

in the manufacturing industry where computer-aided design

inevitably precedes any manufacturing.

The implications of this work show that if a social robot

is to be used to interact with a child with ASD, its amount

of eye contact and distance must be adjustable. The results

show that TD and ASD children significantly react to vari-

ations in eye gaze and social distance, as evidenced by af-

fective ratings and physiological responses. Therefore, the

design of social robots must allow for manipulation of these

parameters. Furthermore, it would be desirable for a social

robot to possess the ability to detect affective changes and

respond in an affect-sensitive manner to a child to maintain

an optimally positive social interaction. Establishing a sup-

portive social interaction can lead to increased learning op-

portunities [4], which is an advantageous provision of effec-

tive intervention for children with ASD [38].

A limitation of this work includes the level of interac-

tion currently possible between the user and virtual robot.

The current work utilized transparent text-based menus su-

perimposed in the corner of the VR scene to provide struc-

tured responses from which a participant could choose using

a keypad. This type of interaction does not reflect natural

communication, but employing VR in assistive settings re-

lies on structured menus for communication because that is

the level of communication where the technology currently

stands [40, 50, 52]. In the future, an extensive database

of appropriate and diversionary statements could allow for
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shifts in the interaction within the same or different settings

and social parameter configurations. This flexibility could be

essential for generalization of skills learned within an ASD

intervention, because children with ASD have shown rigid-

ity for associating learned behaviors to specific settings [52].

Also, speech recognizers along with a database of available

dialogue could help move the interaction towards a natural

and free-flowing exchange between user and robot. An in-

crease in the flexibility of the interaction would prevent the

autonomous functionality of the social robots from being sti-

fled while moving the research towards its ultimate goal of

developing an autonomous robot that can interact with a user

for social skills improvement.

In the current research, we measured the influence the

virtual robot had on the user, but the user did not influence

the virtual robot. The future direction of this research into a

closed-loop system would include the user having an influ-

ence on the robot’s actions and then measuring how those

changes in-turn influence the user. Having the robot (virtual

or embodied) react to the user would require the robot to

have some objective, either random response or the affect-

sensitive goal of minimizing the anxiety level of the user.

Based on our previous work [34], we would venture that a

closed-loop interaction with that goal would be able to de-

crease the user’s anxiety level, but this type of back-and-

forth influence between robot and user has yet to be fully

studied in a social setting. Creating a closed-loop system

that could mitigate the effects of anxiety in the user (i.e.,

child with ASD) and would possess the ability to adapt to

the user’s anxiety level in an individualized manner will be

our next level of research.

The design of integrating VR social interaction tasks and

biofeedback sensor technology is novel yet relevant to the

current priorities of technology-assisted ASD intervention.

Future work will involve developing an expanded set of

VR social interaction scenarios for exploration of aspects

of social communication that may elicit affective responses.

Comparing the current findings to similar experiments with

an embodied robot or human is also of interest for contin-

ued analysis. For example, the social situations could be

integrated with a life-like android face developed by Han-

son Robotics (hansonrobotics.com), which can produce ac-

curate examples of common facial expressions that convey

affective states. Matarić et al. [36] contends that the role of

physical embodiment of socially assistive robots remains an

important yet open question in need of further study which

compares embodied robots to 3D simulations and other rep-

resentations of assistive technologies. We also plan to inves-

tigate the application of fast and robust learning mechanisms

to permit a social robot’s adaptive response within complex

social interaction tasks. In the future, an autism intervention

paradigm could use the system for adaptively responding to

the effects of elements of social interaction that lead to strug-

gles in social communication for children with ASD.
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