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Abstract. Presently, there is no satisfactory model for dealing with
political autonomy of agents in policy based management. A theory
of atomic policy units called ‘promises’ is therefore discussed. Using
promises, a global authority is not required to build conventional man-
agement abstractions, but work is needed to bind peers into a traditional
authoritative structure. The construction of promises is precise, if te-
dious, but can be simplified graphically to reason about the distributed
effect of autonomous policy. Immediate applications include resolving the
problem of policy conflicts in autonomous networks.

1 Introduction

One of the problems in discussing policy based management of distributed
systems[1,2] is the assumption that all of the nodes in a network will follow
a consistent set of rules. For this to be true, we need either an external authority
to impose a consistent policy from a bird’s eye view, or a number of independent
agents to collaborate in a way that settles on a ‘consistent’ picture autonomously.

Political autonomy is the key problem that one has to deal with in ad hoc /
peer-to-peer networks, and in pervasive computing. When the power to decide
policy is delegated to individuals, orders cannot be issued from a governing
entity: consistency and concensus must arise purely by voluntary cooperation.
There is no current model for discussing systems in this situation.

This paper outlines a theory for the latter, and in doing so provides a way to
achieve the former. The details of this theory require a far more extensive and
technical discussion than may be presented in this short contribution; details
must follow elsewhere.

It has been clear to many authors that the way to secure a clear and con-
sistent picture of policy, in complex environments, is through the use of formal
methods. But what formalism do we have to express the necessary issues? Pre-
vious attempts to discuss the consistency of distributed policy have achieved
varying degrees of success, but have ultimately fallen short of being useful tools
except in rather limited arenas. For example:

– Modal logics: these require one to formulate hypotheses that can be checked
as true/false propositions. This is not the way system administrators work.
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– The π-calculus: has attractive features but focuses on issues that are too low-
level for management. It describes systems in terms of states and transitions
rather than policies (constraints about states)[3].

– Implementations like IPSec[4,5], Ponder[6] etc. these do not take explicitly
into account the autonomy of agents and thus while these implement policies
well enough, they are difficult to submit to analysis.

In each of the latter examples, one tends to fight two separate battles: the
battle for an optimal mode of expression and the battle for an intuitive interface
to an existing system. For example, consider a set of files and directories, which
we want to have certain permissions. One has a notion of policy as a specification
of the permission attributes of these files. Policy suggests that we should group
items by their attributes. The existing system has its own idea of grouping
structures: directories. A simple example of this is the following:

ACL1: ACL2:
1. READ-WRITE /directory 1. READ-ONLY /directory/file
2. READ-ONLY /directory/file 2. READ-WRITE /directory

Without clear semantics (e.g. first rule wins) there is now an ordering ambiguity.
The two rules overlap in the specifically named “file”, because we have used a
description based on overriding the collection of objects implicitly in “directory”.

In a real system, a directory grouping is the simplest way to refer to this col-
lection of objects. However, this is not the correct classification of the attributes:
there is a conflict of interest. How can we solve this kind of problem?

In the theory of system maintenance[7], one builds up consistent and sta-
ble structures by imposing independent, atomic operations, satisfying certain
constraints[8,9]. By making the building blocks primitive and having special
properties, we ensure consistency. One would like a similar construction for all
kinds of policy in human-computer management, so that stable relationships
between different activities can be constructed without excessive ambiguity or
analytical effort. This paper justifies such a formalism in a form that can be
approached through a number of simplifications. It can be applied to network
or host configuration, and it is proposed as a unifying paradigm for autonomous
management with cfengine[10].

2 Policy with Autonomy

By a policy we mean the ability to assert arbitrary constraints of the behaviour
of objects and agents in a system. The most general kind of system one can
construct is a collection of objects, each with its own attributes, and each with
its own policy. A policy can also be quite general: e.g. policy about behaviour,
policy about configuration, or policy about interactions with others.

In a network of autonomous systems, an agent is only concerned with asser-
tions about its own policy; no external agent can tell it what to do, without its
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consent. This is the crucial difference between autonomy and centralized man-
agement, and it will be the starting point here (imagine privately owned devices
wandering around a shopping mall).

Requirement 1 (Autonomy). No agent can force any other agent to accept
or transmit information, alter its state, or otherwise change its behaviour.

(An attempt by one agent to change the state of another might be regarded as
a definition of an attack.) This scenario is both easier and harder to analyze
than the conventional assumption of a system wide policy. It is easier, because it
removes many possible causes of conflict and inconsistency. It is harder because
one must then put back all of that complexity, by hand, to show how such
individual agents can form collaborative structures, free of conflict.

The strategy in this paper is to decompose a system into its autonomous
pieces and to describe the interactions fully, so that inconsistencies become ex-
plicit. In this way, we discover the emergent policy in the swarm of autonomous
agents.

3 Promises

The analysis of ‘promises’ is naturally motivated by the theory of games and
voluntary cooperation[11,12] and has, to the author’s knowledge, only previously
been mentioned in a recent context of economics[13].

A promise is a general and abstract unit of intent. Promises, between agents,
can deal with things like quality of service, quality of behaviour, specifications
of state, etc. Policies of various types have been identified. For instance, in the
Ponder model[6], one has authorizations (promises to grant access) and obliga-
tions (promises to follow up on a different promise) or dependency, etc. These
can all be translated into the notion of promises.

Consider, then, a set of autonomous agents of objects represented as nodes
N = {n1, n2, . . . , nN} in a graph.

Definition 1 (Promise). A promise is a labelled directed edge (link) that con-
nects two nodes. The promise label represents a specifically intended range of
behaviour χ from within a domain of possible behaviours. i.e. n1

χ−→ n2. A
promise is thus made by a node n1 to a node n2. A promise is assumed to be
always kept.

Although it will be important, at a later stage, to discuss whether or not promises
are kept, we wish to avoid this issue in the initial discussion; we assume it to be
true. Notice also that, in the definition, the agent-nodes, between which promises
are made, are kept separate from the constraints between them. This is important
for avoiding the kinds of ordering ambiguities alluded to in the introduction.

Example 1 (Service Level Agreement (SLA)). Agent n1 promises agent n2 to
provide service of type ‘database access in time q’, τ is the type domain q ∈ [0,∞]
and the constraint χ(q) : 0 < q < 10ms.
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The formulation of a promise, above, has obvious characteristics of a directed
graph. It is not a particularly novel construction. It bears a passing resemblance
to the theory of capabilities in ref. [14], for instance. Graphs have many de-
sirable properties for defining relationships between entities[15], and there is
good reason to retain these properties in describing the relationships between
agents. In subsequent work, it will become clear that graphs will prove a useful
abstraction of themselves, for management; it is possible to transform graphs
and use their spectral properties to discover useful and important properties for
management[16,17,18].

Two special types of promise will be identified below, in order to rebuild
conventional structures from these basic atoms.

– A promise to agree to behave like another.
– A promise to utilize the promise of another.

The first of these is essential for defining groups, roles and social structures with
concensus behaviour. The latter is crucial for client-server interactions, depen-
dencies and access control. The rest of this paper is about logically combining
individual promises into collective and consistent policies that allow cooperation
between autonomous agents.

4 What Is an Inconsistency?

In the extreme case, in which every agent were independent and could only see
its own world, there would be no need to speak of inconsistency: unless agents
have agreed to be similar, they can do as they please. The only problem that
might occur is if an agent promised two contradictory things to a second agent.

Definition 2 (Broken promise). A promise of χ1 from agent n1 to agent n2

is said to be broken if there exists another promise from n1 to n2, of χ2, in which
χ1 �= χ2.

This definition is very simple, and becomes most powerful when one identifies
promise types which is beyond the present scope. It says that an agent can only
break its own promises: if an agent promises two different things, it has broken
both of its promises. One might feel the need to define ‘redundant’ promises as
being different from broken promises, e.g. if one promise merely extends another
then the other is unnecessary; but this opens up an unnecessary subjectivity
into the comparison and leads us into trouble straight away. The definition un-
ambiguously identifies a conflict of intention and it can be left up to a human
to decide which of the promises is correct, incorrect, redundant etc.

5 Promise Analysis

Logic is a way of analysing the consistency of assumptions. It is based on the
truth or falsity of collections of propositions p1, p2, . . .. One must formulate these
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propositions in advance and then use a set of assumptions to determine their
status. The advantage of logic is that is admits the concept of a proof.

Is there a logic that is suitable for analyzing promises? Modal logic has been
considered as one possibility, and some authors have made progress in using
modal logics in restricted models[19,20]. However, there are basic problems with
modal logics that limit their usefulness[21].

More pragmatically, logic alone does not usually get us far in engineering.
We do not usually want to say things like “it is true that 1 + 1 = 2”? Rather
we want a system, giving true answers, which allows us to compute the value of
1 + 1, because we do not know it in advance. Ultimately we would like such a
calculational framework for combining the effects of multiple promises. Never-
theless, let us set aside such practical considerations for now, and consider the
limitations of modal logical formalism in the presence of autonomy.

5.1 Modal Logic and Kripke Semantics

Why have formalisms for finding inconsistent policies proven to be so difficult? A
clue to what is going wrong lies in the many worlds interpretation of the modal
logics[22]. In the modal logics, one makes propositions p, q etc., which are either
true or false, under certain interpretations. One then introduces modal operators
that ascribe certain properties to those propositions, and one seeks a consistent
language of such strings.

Modal operators are written in a variety of notations, most often with or
�. Thus one can say p, meaning “it is necessary that p be true”, and variations
on this theme:

p �p = ¬ ¬p

It is necessary that p It is possible that p
It is obligatory that p It is allowed that p
It is always true that p It sometimes true that p

A system in which one classifies propositions into “obligatory”, “allowed” and
“forbidden” could easily seem to be a way to codify policy, and this notion has
been explored[19,20,23,21].

Well known difficulties in interpreting modal logics are dealt with using
Kripke semantics[24]. Kripke introduced a ‘validity function’ v(p, w) ∈ {T, F},
in which a proposition p is classified as being either true of false in a specific
‘world’ w. Worlds are usually collections of observers or agents in a system.

Consider the formulation of a logic of promises, starting with the idea of a
‘promise’ operator.

– p = it is promised that p be true.
– �p = ¬ ¬p = it is unspecified whether p is true.
– ¬p = it is promised that p will not be true.

and a validity function v(·, ·).
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5.2 Single Promises

A promise is something that is shared between a sender and a recipient. It is
not a property of agents, as in usual modal logics, but of a pair of agents. Logic
says nothing about this topology of a promise (indeed, we would like to keep
this separate, for reasons that become clearer in section 5.7), so one attempts to
build this into the semantics.

Consider the example of the Service Level Agreement, above, and let p mean
“Will provide data in less than 10ms”. How shall we express the idea that a node
n1 promises a node n2 this proposition? Consider the following statement:

p, v(p, n1) = T. (1)

This means that it is true that p is promised at node n1, i.e. node 1 promises
to provide data in less than 10ms – but to whom? Clearly, we must also provide
a recipient. Suppose, we try to include the recipient in the same world as the
sender? i.e.

p, v(p, {n1, n2}) = T. (2)

However, this means that both nodes n1 and n2 promise to deliver data in less
than 10ms. This is not what we need; a recipient is still unspecified. Clearly what
we want is to define promises on a different set of worlds: the set of possible links
or edges between nodes. There are N(N − 1) such directed links. Thus, we may
write:

p, v(p, n1 → n2) = T. (3)

This is now a unique one-way assertion about a promise from one agent to
another. A promise becomes a tuple 〈τ, p, �〉, where τ is a theme or promise-type
(e.g. Web service), p is a proposition (e.g.deliver data in less than 10ms) about
how behaviour is to be constrained, and � is a link or edge over which the promise
is to be kept. All policies can be written this way, by inventing fictitious services.
Also, since every autonomous promise will have this form, the modal/semantic
content is trivial and a simplified notation could be used.

5.3 Regional or Collective Promises from Kripke Semantics?

Kripke structures suggest ways of defining regions over which promises might be
consistently defined, and hence a way of making uniform policies. For example,
a way of unifying two agents n1, n2 with a common policy, would be for them
both to make the same promise to a third party n3:

p, v(p, {n1 → n3, n2 → n3}) = T. (4)

However, there is a fundamental flaw in this thinking. The existence of such
a function that unifies links, originating from more than a single agent-node, is
contrary to the fundamental assumption of autonomy. There is no authority in
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Fig. 1. (Left) Cooperation and the use of third parties to measure the equivalence of

agent-nodes in a region. Agents form groups and roles by agreeing to cooperate about

policy. (Right) This is how the overlapping file-in-directory rule problem appears in

terms of promises to an external agent. An explicit broken promise is asserted by file,

in spite of agreements to form a cooperative structure.

this picture that has the ability to assert this uniformity of policy. Thus, while it
might occur by fortuitous coincidence that p is true over a collection of links, we
are not permitted to specify it or demand it. Each source-node has to make up its
own mind. The logic verifies, but it is not a tool for understanding construction.

What is required is a rule-based construction that allows independent agents
to come together and form structures that span several nodes, by voluntary
cooperation. Such an agreement has to be made between every pair of nodes
involved in the cooperative structure. We summarize this with the following:

Requirement 2 (Cooperative promise rule). For two agents to guarantee
the same promise, one requires a special type of promise: the promise to cooperate
with neighbouring agent-nodes, about basic promise themes.

A complete structure looks like this:

– n1 promises p to n3.
– n2 promises n1 to collaborate about p (denote this as a promise C(p)).
– n1 promises n2 to collaborate about p (denote this as a promise C(p)).
– n2 promises p to n3

By measuring p from both n1 and n2, n3 acts as a judge of their compliance
with the mutual agreements between them (see fig. 1). This allows the basis of
a theory of measurement, by third party monitors, in collaborative networks. It
also shows how to properly define structures in the file-directory example (see
fig 1).

5.4 Dependencies and Handshakes

Even networks of autonomous agents have to collaborate and delegate tasks,
depending on one another to fulfill promised services. We must find a way of
expressing dependency relationships without violating the primary assumption
of autonomy.
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Fig. 2. Turning a conditional dependency into a real promise. The necessary structure

is shown in graphical form.

Consider three agents n1, n2, n3, a database server, a web server and a client.
We imagine that the client obtains a web service from the web server, which, in
turn, gets its data from a database. Define propositions and validities:

– p1 = “will send database data in less than 5ms”, v(p1, n1 → n2) = T .
– p2 = “will send web data in less than 10 ms”, v(p2, n2 → n3) = T .

These two promises might, at first, appear to define a collaboration between the
two servers to provide a promise of service to the client, but they do not.

The promise to serve data from n1 → n2 is in no way connected to the
promise to deliver data from n2 → n3:

– n2 has no obligation to use the data promised by n1.
– n2 promises its web service regardless of what n1 promises.
– Neither n1 nor n3 can force n2 to act as a conduit for database and client.

We have already established that it would not help to extend the validity
function to try to group the three nodes into a Kripke ‘world’. Rather, what is
needed is a structure that complete the backwards promises to utilize promised
services – promises that completes a handshake between the autonomous agents.
We require:

– A promise to uphold p1 from n1 → n2.
– An acceptance promise, to use the promised data from n2 → n1.
– A conditional promise from n2 → n3 to uphold p2 iff p1 is both present and

accepted.

Thus, three components are required to make a dependent promise (see fig. 2).
This requirement cannot be derived logically; rather, we must specify it as part
of the semantics of autonomy.

Requirement 3 (Acceptance/usage promise rule). Autonomy requires an
agent to explicitly accept a promise that has been made, when it will be used to
derive a dependent promise.

One thus identifies a second special type of promise: the “usage” or “acceptance”
promise.

5.5 Autonomous, Voluntary Cooperation

What use is this construction? First, it advances the manifesto of making all
policy decisions explicit. In the example in fig. 2, it shows explicitly the roles and
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responsibilities of each of the agents in the diagram. Furthermore, the graphical
representation of these promises is quite intuitive and easy to understand. The
construction has two implications:

1. The component atoms (promises) are all visible, so the inconsistencies of a
larger policy can be determined by the presence or absence of a specific link
in the labelled graph of promises, according to the rules.

2. One can provide basic recipes (handshakes etc.) for building concensus and
agent “societies”, without hiding assumptions. This is important in pervasive
computing, where agents truly are politically autonomous and every promise
must be explicit.

The one issue that we have not discussed is the question of how cooperative
agreements are arrived at. This is a question that has been discussed in the
context of cooperative game theory[25,11], and will be elaborated on in a future
paper[26]. Once again, it has to do with the human aspect of collaboration. The
reader can excerise imagination in introducing fictitious, intermediate agents to
deal with issues such as shared memory and resources.

5.6 Causality and Graph Logic

As an addendum to this discussion, consider temporal logic: this is a branch of
modal logic, in which an agent evolves from one Kripke world into another, ac-
cording to a causal sequence, which normally represents time. In temporal logic,
each new time-step is a new Kripke world, and the truth or falsity of propositions
can span sequences of worlds, forming graph-like structures. Although time is
not important in declaring policy, it is worth asking whether a logic based on
a graph of worlds could be used to discuss the collaborative aspects of policy.
Indeed, some authors have proposed using temporal logic and derivative for-
malisms to discuss the behaviour of policy, and modelling the evolution systems
in interesting ways[27,28,29].

The basic objection to thinking in these terms is, once again, autonomy. In
temporal logic, one must basically know the way in which the propositions will
evolve with time, i.e. across the entire ordered graph. That presupposes that such
a structure can be written down by an authority for the every world; it supposes
the existence of a global evolution operator, or master plan for the agents in a
network. No such structure exists, a priori. It remains an open question whether
causality is relevant to policy specification.

5.7 Interlopers: Transference of Responsibility

One of the difficult problems of policy consistency is in transferring responsibil-
ities from one agent to another: when an agent acts as as a conduit or interloper
for another. Consider agents a, b and c, and suppose that b has a resource B
which it can promise to others. How might b express to a: “You may have access
to B, but do not pass it on to c”?
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The difficulty in this promise is that the promise itself refers to a third party,
and this mixes link-worlds with constraints. As a single promise, this desire is
not implementable in the proposed scheme:

– It refers to B, which a has no access to, or prior knowledge of.
– If refers to a potential promise from a to c, which is unspecified.
– It preempts a promise from a to b to never give B along a → c.

There is a straightforward resolution that maintains the autonomy of the nodes,
the principle of separation between nodes and constraints, and which makes the
roles of the three parties explicit. We note that node b cannot order node a to
do anything. Rather, the agents must set up an agreement about their wishes.
This also reveals that fact that the original promise is vague and inconsistent, in
the first instance, since b never promises that it will not give B to c itself. The
solution requires a cooperative agreement (see fig. 3).

– First we must give a access to B by setting up the handshake promises: i)
from b → a, “send B”, ii) from a → b, accept/use “send B”.

– Then b must make a consistent promise not to send B from b → c, by
promising “not B” along this link.

– Finally, a promises b to cooperate with b’s promises about “not B”, by
promising to cooperate with “not B” along a → b. This implies the dotted
line in the figure that it will obey an equivalent promise “not B” from a → c,
which could also be made explicit.

At first glance, this might seem like a lot of work for express a simple sentence.
The benefit of the construction, however, it that is preserves the basic principles
of make every promise explicit, and separating agents-nodes from their inten-
tions. This will be crucial to avoiding the contradictions and ambiguities of other
schemes.

6 Conclusions

A graphical scheme for analysing autonomous promises has been outlined in
a stripped-down form. Cooperative behaviour requires the presence of mutual
agreements between nodes. The value of the promise idiom is to make difficult
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algebraic constraints into a simple graphical technique that is intuitive for man-
agement. A number of theorems can be proved about promises (elsewhere). The
promise paradigm forces one to confront the fundamental issues in cooperative
behaviour, and can be used to build up systems from scratch, seeing the incon-
sistencies that arise visually. This also opens the way to make analysis tools and
incorporate a wider range of policies in cfengine[10].

In such a short paper, it is not possible to expand on the detailed defini-
tions, proofs or numerous applications of this idea. Some applications include,
the analysis of management conflicts (especially in autonomous agencies e.g. in
BGP), identification of important and vulnerable nodes, by spectral analysis, and
providing a language for a general theory of pervasive, autonomous computing.
These will be discussed in future work.
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