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ABSTRACT
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set of procedures called verbalization, intended to stimulate the
processes employed, by a speaker or writer in turning stored

information into words. Verbalization is.seen to congrist,of

sdbconceptualization and lexicalizatiOn processes which involve
creative choices on the part of the verbalizer, together with
algorithmic syntactic processes determined by the language being
used. Translation is viewed as (1) the reconstruction of the
verbalization processes which went into the original Source language

text and (2) the application of parallel verbalization proceSses in
the target language. The target language verbalization looks for
creative choices to the source language verbalization 'and tries to
apply corresponding choices simultaneously with application of
syntactic processes,dictated by the grammar of,the target language.
Verbalization and translation processes are illustrated in some
detail with examples taken from English and Japanese. Some of these

processes have been implemented in n interactive program on CDC 6600
at theNtrrence Berkeley Laboratory (AEC), but the main intent of the

report to demonstrate the kinds of processes that need to be
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The report documents results of 24-6.onthiresearch effort

that was directed at dOsioning a comilyteried model for

!
Mtchine transloti'on of natural languages. '.,The model iS

eoaeptually..based on Simulation of merital activities
involved in verbalization (conversion of S ored knowledge

into linguistic.patterns of a spUrcelangu gc) and-translatior
(reconstruction of sourcb languag verbalt ation and appl ica-

tion of prallel verbalization itn a traget language) . Thu

target languageverbalization consists in' election of
eq-uivalents to the source language verLali ation, combined .

with application of syntactic conventions equired by the

grammar of the target language.

The effort documented in this report is a O1 ect. continuation

1of research on semancic and post-seman rocesses, carried

oti: over tne past several years by Or. trial ace L. Chafe and

6.:scribed in ais bOOK, "eaning'and the Stt ucture of Language",
',piversity of Chicago :ess, 170.-(The sidantic cowponent'ii
postolated_in 5r. Chafe's" wori: i .,s tht bas s of the theory of

language. This position constitute a ra'iCal departure from .

the modern structuralist and transformational trends

14rgely 'concerned with tilt. syntactic con: °neut. Since

translation is traditionally defined as transfer of 'Leaning.

frurn the linguistic' pattern of a source language into that of

a target lancud9e, iiia.kine translation AC has to account

for tne sehantic ow,pone'114, in order to upply thedefiCif:ncies

of second gtne,sation ;.11- luodels based on lexical and syntactic

asptcts of natural languages.

LACt;IE1: I. PANKOVIC2

Technical Evaluator
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Abstract'
. A

This report describes A model for machine ranslation de=

Veloped-at 'Berkeley during 1972-74. The model is built around

a; set of procedures called verbalization, intr nded to simulate

the processes_employed by a speaker or write in turning stored

knowledge into words. Verbalization is see to consist of sup-
.

conceptualization and lexicalizati.m nroce ses 1-hich involve

creative choices on the part of the verbalizer, together with

algorithmic syntactic processes determi7ed by- the language being

used. Translation is viewed as (1) th reconstruction of the

verbalization, processes'which went i o the original 'Source lan-

.
guage _text and (2) the application f parallel verbalization

processes in the target language. The target language.verbal-
..

ization looks for creative choices to the source language ver-

balization and tries to apply corresponding choices, at thesame

time that it applies syntactic processes Dictated by the grammar

of thetarget langdage. Verbalization and translation processes

are illustrated in some detail, with examples taken from English

and Japanese. Some, of\lthese processes have been ixiplement.;.; in

an interactive program using the facilities of the Lawrence

Berkeley Laboratory, but the main intent of the report is to dem=

onstrate the kinds of processes that need to be incorporated in

such a system.

1
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1. Ovfrview

11

Central to the view of trail lation that 'will be presented

i
e is the notion of verbiliza.io Verbalization is the

.AppliCation of. processes by which s me nolistic conceptual

chthnk, recalled from memory, is conve ted .into sentences and
--T

words- -into a phonetically or griaphically communicable linguis-

tic

.

... .

representation. Such a notilon ass es that th:, underlyinq- ,

content of what is being communi ated is hot, or aeed not bee).

in verbal form to begin with. A the ve y least it may be a

::omp ex system of discrete eleme is and r lations, representable°

perhls as a network of nodes an ...aces. 4 may also involve an

imporcnt nondiscrete.or analotric, mpan7nt,\ representable only in,

some oter. terms. Whatever may tirn out tp be the case hi. e, it

seems clrr that some sorts of prqcesses most be applied in

order to transform the original fokm of st?rage into a verbal

'output: that the stored maerial Must be Verbalized.

In any particular in6tance of t'ranslarion there are two

instances of veralization. ,One is the or

.performed by the creator. of thL source\lan

ginal verbalization

uage text. The other

is verbalization produced in the target language by the

translator. Besides being in different Linguages, these two

verbalizations are fundamentally differemc, in one other respect.

The source 14ngvage verbalization is, we might say, autonomous.

It is .freely produced by the speaker or writer in any way he

2
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decides is appropriate to the content and the occasion, -:(5-

Ae;:es t:o the rules7-of his culture and the language he

is using. The target language verbalization, on the other

hand, is parasitic on tkw source language one. Not only must.

the translatOr adhere to the_rulesof his own language, he must

also produce a verbalization th4 communicates, so far as pos-r

sible, the same underlying contpnt or knowledge that was commu-

nicated by the source language verbaliziation. The verbaliza-

tion in the target language is thus subject to this special 4

kind of constraint.. Ttr, priAuCer is not free to "say'what he

wants," but must inrofar'as possible say the same thing as the

producer of the source language text. We auggeAte in an dar-
.

lier report that there are two, dimensions of hi,11 q lity trans-

lation, which we termed naturalness and fidelity.' Naturalness

is achieved when the, target language verbalization adheres to

all the constraints of that language; the output will then

sound "natural". Fidelity is achieved to the extent that the

target language verbalization communicates the same content as

the source language one.

Verbalization in general, as we see it, consists of a

mixture of two kinds of pr,Icesses: those which necessitate

creative decisions on the part of the verbalizer and those which

do hot, being governed by the constraints imposed by the lan-

guage. We might speak of creative processes and algorithmic!

processes. Creative processes are ultimately governed by the

content which underlies the verbalization; the verbalizer has

4
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to decide how best to verbalize tha content. Normally a` range'

of cha2.ces will be open to him, and die must decide7WAat will

mast effOctively convey what he has in mind. After he has made

such choices, there are often automatic consequences waich fol-

low from then. because of the particular rules of the language

(but which are themselves likely to lead to the necessity of

further creative choies). We can say, them, with respect to

the two verbalizaUdons involved in a translation, that the .pro-

ducer of.the source lariguag.verbalization has applied both

creative and. algorithmic processes, whereas in the target

guageArerbalization only 'algorithmic processes are 'autonomously

.applied, .the_nqcessary creative choices being detersnined by the

choices that were made in_ the source language verbalization.

Thus the naturalnesd of the final translation depends on ad-

herence to the algorithmic processes of the target language,

while its fidelity depends on the extent to which the trans-

lation has been able 'to incorporate creative choices that cor-

respond ,tio those originally applied in the source language. In

all probabilitythere are cases where exact correspondence in

these choices is not possible, and where a certain amount of

autoromous creativity has to be introduced into the target

verbalization as well. These are the cases where automatic

translation becomes most problematic.. Ong useful goal of ma=

chine translation research ought to be to det.trmine precisely

the nature and extent of such cases.

We are led, then, to t`-le general picture of translation

4
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which is shOwn in 'Figure 1. The two vertical columns represent

the two verbalizations which are involved: on the left .the

source language verbalization sand 'on the right the tarcct ver-

balization. ,The input to ja translation procedure, of ,course, .

. .

is an 'already produced verbal output or text in the source Ian-
.

guage. The first major component of,the translation procedure

will have to be the redodstruCtion,from.that text of the ver-

balization processes by which it was produced, .a kind of "de-

verbalization".. We wi.4.1 refer to this as the Parsing component,

although it is clearly different from conventional parsing. It

aims to reconstruct, not a single deep structure Underlying the

'surface text, (but rattier a series ofiprocesses by which that .

01.

text was created from the knowled e---not only nonverbal but'

possibly even nondiscretewhich,the speaker or writer had in

mind. The output of the parking component is ideally a com-

plete reconstruction of both the creative and the algorithmic

processes which the source language verbalizer applied.

The other major component of the translation procedure is

the translation component. It is equivalent to a verbalization

in the target language. The processes whi.ch make up this ver-

balization are, to the epent that they are algorithmic, those

which express target laAguage constraints and, to the extent

that they are creative, those which correspond to choices al-

ready made in. the reconstructed source language verbalization.

-The necessity of reference to the source language verbalization

for creative choices at many points is suggested in' Figure 1 by

5
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We believe that this picturP provides a plausible basis

for translation rcaea-rch, but needless to say itcprese.lts Many

"' problems whose., solutions arc only dimly foreseen 'at the present

time. Our project' has so far concentrated Nore of ic.skatt,n

tion,on verbalization iitelf than Al parsing ortran.slation,

since both of the latter depend on\ prior understAnding.of

verbalization, Any other,ordexing of prioritids would be ',lit-
. .

, /

ting the cart before thd hoi.se.- Any detailed investigatfOn Of
0 , .

,

i
didthe parsing cIiffinspoent w9uld;,be.futile if

,

we dd not krif3x-what .
.

./

sort of output we would emect that component to.produc0'..th'e

processes that weft into a.particular verbali/zafion. .The

la%ion component is a verbalizations, though one of--..spee*al

sort, and there again a detailed .understandingitof verbalization

.processes is necessc.ry: This report, then,iWill be most con-

cerned with the nature of verbalizatiosl. We will also devote

considerable space to the nature of that special sort of vcr-,

balization which is translation. We will have'the least to say,

about parsing.

For about the last nine months of the project we have been

.3.

concerned with tile development of an interactive computer pro-

gram that will implemerft the 'vacbalizaticn processes we hypoth-

esize. Although this program is till primitive, thg intention

is that it will gradually achieve increased sophistication in

its ability to simulate verbalization, translation, and parsing.

.7
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'As it presently si ulates the processes of verbalizhtion, it
, .

,tlegins.with an' itert that rep tents the .initial holistic idea

6.phiiCh the speaker.ok writer of a text wishes to communicate.
.

.

,,,
. .. Tt then,aqks the user, seated at a teletype, to make the series r

.

.

4,.

C

of creative cRo ices.that are necessary in the.production of-the

1

fipal,text. At the same time it attempts to apply on its .own

the algorithmic processes which are called for. It knows when;

creative choices are necessary, but not what choices to make.

The user must decide. But it should be able to apply the al-

gorithmic processes without help. As it simulates translation

it wi,11'be,able to apply the algorihmic processes of.the target

language.automatioally, and alpo to apply certain creative

processes on its'own.by looking at the source language verbal-
,

&zation to see what creative choices were made there. plhenever

it is not able to make a creative 'choice, the program asks the

user to do so.. :We find that this kind' of machine-ugf)inter-

% action provides a valuable 'research technique. Taking as our .

-::
.

ultimate goal the eventv,a1 elimination of the user from the

translation program altogether, we are starting with a situation

in which the user intervenes at many points. As we learfi more

we will gradually give tho machine more to do apd the user less.

This technique can be followed not only in verbalization and

translation, but also in.parsing. Whether the user will even-

tually disappear from the picture altogether is impossible to

predict at this point.

However that may be, the goal of a program in which the

8
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contribution Ct' aeshu1 ser.is significantly diminished in rela-

tion to that of .the machine seems workable. Sho4 of the final.

goal of eliminating the user altogether, an intermediate goal
.

identifiable as "human-aided" machine translation can mor eas-

ily be foreseen..- Here the machine will do the many things for

which it is suited, but a human brain will be introduced at

those pointp where the machine has reached its limits. This

iniermediate.goaLhas, we believe, significant practical as, well

as theoreticaiAalue.
0

/

0
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II. Subconceptualization ri

4

S.

n

.We assume that a speaker or writer beginswith a sngle,%-

unitary, holistic conceptual chunk that he has recalled from'

-memory and has decidedp for.some reason, to communicate. Thus

he may have it mind some incident in which. he was involved,.,,

soil ething of interest he was previoUsly told about or read

about, some experiment he.wishes to report on, or whatever. We

label such h-a chunk, as -well as the smaller chunks into .which it

will be 'analyzed, with the prefix CC (for "conceptual chunk"}.

followed by"r°four-digit numberd'. The first digit indicates the

language in which verbaliZation is to take place ("1"for

.English and "2" for Japanese), and the remaining three digits

constitute an arbitrary index for the particular chunk. Thus

CC-1001 might L the name given to some particular chunk of
.."

this sort that is about to be verbalized in English.

We assume, furthermore, that" while this chunk is from one,

point of view a unit .., from another point of view it has a more

or less rich content, and that it is this content whichthe

speaker wishes to convey to his audience. Sometimes, though

not in most cases, the initial chunk itself may ve a linguis-

tic label. If it is a folktale, for example-, it may have a

name like "Cinderella" or "The Three Bears". But someone who

has decided to tell a story is not likely to say just."Cinder-

sella" and let it go at that. (One is reminded of the old story

*10
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:.bout a convention of comedians at which people said things

like "49" or in" and elicited laughter each 'time because

.everyone ]]new 'the jokes these numbers stood for.) Normally it

is necessary.instead for the speaker to get inside the content.

- of this initial°unit--to analYze-it into smaller chunks. This'

kind\ of procpss can be spi7ctured .as Shown in Figure 2, where the

initial chunk CC-1001 has been, as we say, subconceptuaiized'

, into chtinks-CC-1002 and CC-1,003. In a text of any size each of

these smalle. r chunks will be further broken down into still

smaller ones, and so on, so that a hierarchical structure of

successively smaller subconceptualizations emerges;

I

Subconceptualization belongs to the class of verbalization

processes which are creative. Normally a chunk does not auto-
If

matically determine a particular subconceptual breakdown, but

the 'speaker must creatively choose how to ubconceptualiie each

one. It`is useful to think of the content of each chunk--each

circle in Figure 2--as if it were a mountainous landscape, with

the most salient aspects standing out in bold relief and the

1.1sz saliei t appearing as .only minor hills. All other things

being equal, the more salient some aspect of the total content

is, the more likely the speakox.is to,express it when he Sub-

conceptualizes. He is not likely'to make exactly the.same sub-

conceptual breakdown aach time he communicates the same\initial

chunk, partly because he may judge different things to be sali-

ent in different contexts and partly because the landscape it-

self may change over time, the relative salience of its

11
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Figure 2
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fork:Int aspects being modified in long-tetm memory. We assume

that any particular subconceptualization necessarily leaves out7.
4

part of the content of what is being subcohceptuali.zed as sug-
,

gested by the area that lies within the larger circle but out-

side the two smaller circl 5 in Figura 2. Subconceptualization,

that is, is necessarily a sel;64.re process. No one ever says

everything he odld say about what he has in mind.

7 .

\

Nbconceptualization of a particular chunk, say CC-1001,

produces two'or more new chunks, say CC-1.002 aid CC-1003. These

new chunks, furthermore, are conceived of as related to each

other iii\sOme way.. For example, CC-1002 might be the "reason"

for'.: CO-1003. Suppose the entire text consisted of the sen-

tences, "I bought ,a bike yesterday. I decided I need more ex-
1

,

excise." Let us say that the first sentence is a verbalization

of CC-1003 and the second sentence of CC-1002. We can say that

CC-1002 is the reason for CC-1003.. We write a subconceptuali-

zation process of this kind tn.the following way:

1) CC-100/ S> CJ-REASON (CC-1002, CC-1003)

This statement says that the initial chunk, CC-1001, is sub-

conceptualized (S) into the chunkS CC-1002 and 'CC-1003, and

that these two new chunks are related by the predicate labeled

CJ-REASON. The prefix CJ stands for "conjunction" (derived from

the grammatical, not the logical use of this term). Any rela-

tion between CC's is labeled with this prefix.

13

1



We ,use a different notation to represent each of the var-
,

iOUS stages in the verbalization proceis. At the 'outset, in

this example, the chunk CC-1001 was all that was pre-

sent. This initial representation, before any verbalization

Processes had been applied, was simply:

2) CC-1001

After the subconceptu.,lization specified in.1) was applied). the

. representation became:

3) C.JREASON
CC-1002
CC-1003

4

Subconceptualization pfocesses are thus rewrite rules, which

replace one stage in a'verbalization with a subsequent stag6.

The format we use to represent such stages.,,, as in 3), shows

predicateswithNtheir.arguments written indented below them.

In simulating verbalization our program presently asks she

user to specify all the creative choices, restricting its own

, contribution to the application of algorithaiic proceisses do-

termined by the grammar of discourse, sentences, and words in

the language involved. The program'is labeled VAT (for "ver-

balizer and translator"), and we can illus rate conversations

between VAT and the user identifying theM as V and U respec-

tively. The program begins by asking:

4) V: WHAT VAT TAS D%O YOU WANT PERFORMED?

14
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(

tl which one possible answer is:

5) VERBALIZE cn-1001

\
1

skipping several steps tc illustrtte only the rough outliirs of

sub.jonceptuilization, we are interested just eow in the Ourt.tion:

6) V: HOW IS CC-1001 SUBCONCEPTUALIZEDI

to which a possible answer JE14

7) U: REASON CC-1002, CC-1003,

At this poknt. VAT will construct the re?resentation shown in 3).

VAT will now apply an algorithmic or, as we say, syntactic

process triggered by the presence of CJ-REASON in 3) The
I

process applied is of a type that is not yet clearly understood,

but we may view what we do at present at a. first approximation.

At the moment VAT simply takes the two CCs related by CJ-REASON

and orders them so that the second will be expressed before tha
4'

first. That is, for examplu, if CC-1002 is eventually going to

be verbalized as "I decided I need more exercise" andCC-1003

as "I bought a bike yesterday", we want the two sentences to be

expressed with CC-1003 preceding CC-1002. Thus VAT will auto-

matically change the representation in 3) to the following:

8) CC-1003

CC-1002

This kind, of representation, in which no predicate is shown

15
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above the two CCs, indicates that they (or .their eventual 'far-

balizations) are to ocyAtr in t'*.e final text in the order shown,

with CC-1003 prcceding cz-1012.

I
la Japanese the corresponding syntactic proced% Mill typ-

lead.to thel attachment of C31- "KARA" at tae end of the

second sentence. Thus if a kepresentation like that in 3) were

produced in a Japanese verbalization VAT would automOically

change it to:

9) CC-10A
. CC-1002
CJ-"KAPA".

f

The quotation marks around. "KARA" indicate tht. this is an item

widch will actually appear as a word in the text. Quotation

marks are used for items that have a surface lexical represen-

tation. The represenitation in .(;) is deficient in that it fails

to show that CJ-"KARA" will be part Of the same sentence as

CC-1002, whereas CC-1003 will (or*is tic) form a differ-

ent sentence. We indicate sentence bpundaries with the notation

CJ-".", since the period will appear in the final text. Thus

fuller versions of 8) and 9) are, respectively:

10) CC-1003
CJ-"."

CC-1002
CJ-"."

11) CC-1003

CC-1002
CJ-"KARA"

16
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CJ-"."

The creation of these periods it a housekeeping task that need .

not be described in detail here.
O

Given a representation like that in 10) , VAT will go on to

ask abot`the subconceptualization of th first, CC in the order-
.

in. The' general principle followed here is one of "depth

first", in the sense that earlieir items .n the text arecom-

pietely verbalized before the veirbalizat ion of later items is

-

begun. ThiA procedure probably has some psychological validity;

that is; a speaker is likely to think o'7. later parts of what he .

is going to say only in terms of the most g 7ral chunks, while

he is elaborating th3 earlier parts in detail Only after he

has finished tae verbalization of these earlier parts will he

turn his attention to a full verbalization of the later ones.

Thus, omittirw, various considerations not as yet discussed,

sui.xonceptualizalion proceeds interactively in the following

fashion:

12) V: WHAT VAT TASK DO YOU WANT PERFORMED:

Li; VERBALIZE CC-I001

(VAT creates the following representation:)

CC-1001

V: HOW IS CC-1001 SUBCONCEPTUALIZED?

U: REASON (CC -1002, CC-1003)

(VAT creates first the following representation:)

17
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CJ-REASON
CC-1002

CC-1003

(and immediately applies a stored syntactic algorithm that,

changes it to:)

CC-1003
CC-16702

.r

V: HOW IS, CC-1003 SUBCONCrPTUALIZED?

In this fashion a subconceptual hieraicny of any degree of core -`

plexity can be constructed and expresses'..

The organization of a text may .not be entirely hierarchi-
,

cal, however. Not only does a speaker breakdown larg'er chunks

into smaller chunks -- larger "concepts" into subconcepts; one

chunk may also remind him of another, so that the organiza.tion

which results may be in 'part concatenative. We have been view-

ing col-.catenation in terms of excursions away from t.:he main

digressions.hierarchy, any; have been calling such excursions dgressions.

In some discourse, howovr, there is no necessary constraint

that the main hierarchy be returned to, and the result may be a

rambling text in which digression is added to digression. In a

more tightly organized text aigressions are more likely to,ap-

pear as parenthetical remarks: brief sidepaths which quickly

return to the main hierarchy. We use the term parenthesis for

this brief and transient kind of digression,

If subconceptualization can be represented in terms of a

18



tree diagram (which does not, however, provide a convenient

means of showiag the relations bptwyen subconcepts, like CJ-

REASON) then digressions can be pictured as subtrees.Utached

to the math tree at one point or another, as suggested in Fig-

ure 3.

4

4

One othervimporant modification of the strictly hierar-

,

chical model. of subconceptualization results from the common

occurrence.of summarization. It is frequently the case in ver-
.

balization that an initial chunk will be subject to two sepa-

hierarchies of subconceptualization, one of which can be

identified as a summary of the other. It is characteristib of

a summary that its subconceptualization processes never proceed

beyond some relatively large chunks --chunks, which package a rel-

atively large content, We can contrast a subconceptualization

hierarchy which is a summary with one which constitutes the

bodv of the text and consists of subconceptualization processes

whicti produce a larger num'oer of chunks of smaller size.

A summary is typically expressed at the beginning or end

4

of a text; ti.t is, preceding or following the body. Various

conventions for summaries are associated with different genres .

of writing. For example, a scientific article may

begin with the self- conscious kind of summary that is called an

abstract; a news report typically contains an opening paragraph

19
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tellidg who, what, where, and when; a fable` is likely to end

with a moral, and so on. Our ,program at present simply asks,

for the initial CC, whether it has an initial summary done ex-

pressed at the beginning.of the text). If the answer is yes it

asks first for a subconceptualization of the summary, and moves

on to ask about the body of the text only after the summary has

been coMpletOy verbalized. At the-end. of the text it .asks

whether there is 'a final summary.

Creativity within a discourse is likely to bp,liMiited by

the genre to which the discourse belongs. It would_appeAr that

there is a continuum ranging frdm maximally stereotyped to max-
.

imally creative. di.scourse. Most stereotyped are those forms Of

discourse, such as rituals, in which the speaker has very little

choice as to What he is going to say or how he is gOing to say

it. With such discourse the "grammar" of the genre provides

many of the answers to the questions VAT would otherwise have-to

ask the user. In other words; VAT should be able to produce

ritual texts with a minimum amount of recourse to creative de-

cisions. A:t the other extreme are forms of discourse such as

-descriptions of unique personal experiences which have never been

described before, where the speaker is relatively free to make a

great variety of creative decisions.

We believe it would be of considerable interest to incorpo-

rate into the verbalization process the constraints imposed by

several different genres, but we have not as yet done this. As

21
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it nowstands.our program 'does ask WHAT IS THE GENRE? as soon as

it has established*that a verbalization is to be performed.

.PosSible answers that we_hope_to_implement in the future' are,

for.example, NEWS.REPORT, PSYCHOLOGY ARTICLE, FABLE, and the

like.

e.0

22

- 2S



III. An Example

An example of theseprocedures.as applied to a real text

can be based on the following United'Press report taken, slight-

condensed; from the San Francisco Chronicle of May 16, 1974:

13) 1. An. 11-year-old boy using a new"super-glue

2. accidelitally glued his eye shut

3. while building a model airplane,

A and a doctor had to reopen the eye surgically.

Mike Harris said

6. he rubbed his left eye

7. after several drpps of the glue Squirted into it

lait Sunday,

8. and found his eyelid would not move,

9. An eye surgeon debated briefly about

10. usinc a super glue solvent

11. but decide against it

12. for fear it might damage the boy's eye.

13. The surgeon, who asked not to be identified,

14. finally put Mike jn the operating room,

15. trimmed Mike's eyelashes,

16. then opened the eyelid surgically.

17. Mike was released from the hospital Tuesday.

It is approximately the case that each of the numbered lines ill

23
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this text expressps a terminal subconcept. We assume that the_

.text contains a number of intermediate.subconcepts as well,

which need to be elucidatedin a- subconzeptu44-blexarchy,

. .

.Let us suppose that the'combination of VAT and the user are

attempting 1szi_simulate_the_y_exhalizatiosses that went

into the production of this text..For the'moment we are con-
.

cerned oily with subconceptualization processes (and associated

syntactic algorithms). Many of the user's answers in the fol-

lOwing conversation with VAT.are intuitively based. The success

of our eventual parsing component will depend on the extent to

which these intuitive answers can be predicted from.the text to-

gether with whatever items of background 'knowledge are relevant..

The example will be carried only fAr enough to suggest the na:-

,ture of the procedure. .

The exchange begins in the usual way:

14) V: WHAT VAT TASK DO YOU WANT PERFORMED?

U: VERBALIZE CC-1001

VAT creates the following representation, including a text-final

period:

15) CC-1001

CJ-"."

VAT's next question seeks to establish what genre constraints

apply in this text*:

24



16) V: WHAT IS THE GENRE?

U:. NEW4 REPORT

VAT will now assume that the text is a-ty-15idat-news repoft-Vriteft

begins with a. summary. Its first questions will deal with the

4
subconceptual.ization of the summary (expressed in ,the text in

sentences 1-4):

17) V: HOW IS CC=1001 SUBCONCEPTUALIZED IN TILE SUMMARY?

U:. YIELDS (CC-1002, CC-1003)

The user has answered that the first breakdown of the summary is

into two subconcepts,,CC-1002 (to be expressedlas lines 1-3) and

CC-1003 (line 4). Furthermore, the relation between these two

CCs has been identified as one labeled YIELDS, in which the first

CC "leads t9" or "results in" the second. YIELDS differs from

another, similar relation which is labeled CAUSE' in that the

event .conceptualized by thesecond CC is not a necessary conse-

quence of the first, It is, hOwever, something that presumably

would not have happetd if the event cor-leptualiz y the first

CC had not taken place. As a result of tiTe user's answer in 17)

VAT first creates the representation:

c_18) CJ-YIELDS
CC-1002
CC-1003

CJ-"."

and immediately applies a syntactic process which charlges it to:

19) CC-1002

25
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CJ-", AND"

CC-1005
CJ-"."

C.

-----T-hat_is_i_the two CCs are to be expressed with the "yielder" pre-__
ceding the "yieldad", and they are1 to roe-connected-with_acomma

fo:lowed by the word "AND'''. This is not the only way in which

. _
YIELDS can-tre-rve-kized#_butfor the sake of the example we may

regard it as such. VAT will now.prcceed to ask about the sub----

conceptualization of the earliest CC in 19):

20) V: HOW IS CC-1002 SUBCQNCEPTUALI;ED IN THE SUMMARY?

U: FRAMES (CO-10041 CC-1005)

The user has answered that. CC-1002 is broken dow into two-CCs,

CC-1004 (line 3) and pc-1005 (lines 1-2). They are related by

FRAMES, a temporal relation in which the first CC occupies a

time period larger than and including the time period of the

second. Ity other words the time period of sentence 3 includes

that of sentences 1.-2. VAT creates, sequentially, the following

two represientations:

21) CJ-FRAMES
CC-1004

CC-1005
CJ-", AND"

CC-1003
CJ-"."

22) CJ-"WHILE"
CC-1004
CC-1005
CJ-", AND"
CC-1003
CJ -11."
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(
Although there may .be peveral Ilssibilities for the expres-

sion of.FRAMES, VAT has assumed here that two factors are in-

volved: an ordering of the two CCs so that the "framer" pre-

cedes the "framed", and a prefixing of the word "WHILE" co the

first CC. In this example the ordering of these two CCs will be

reversed in a subsequent operation.

We would expect VAT to ask next about the subconceptuali-

lay_a_means not. yet discussed VAT will

discover that this is a terminal CC (one not further subconcep-

k

tualized). If-CC-1004 were followed by ".". or by ", AND", VAT'

would proceed to ask questions directed at the complete verbal-

ization of this CC. But since CC-1004 is not fullowed by one of

these boundaries, attentOn is next focused on CC-1005:

23) V: HOW IS CC-1005 SUBCONCEPTUALIZED IN THE SUMMARY?

U: FRAMES (CC-1006, 'CC-1007)

VAT creates the following representation:

24) CJ-"WHILE"
CC-1004

CJ-rRAMES
CC-1006
CC-1007

CJ-", AND"
CC-1003
CJ-"."

'The user has said that CC-1006 (line 1) occupies a time pefiod

which includes CC-1007 (line 2). So far we would expect this

second instance of FRAMES to be expressed by prefixing the word
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"SMILE" to CC-1006, as was done in 22). Let us suppose, how-

ever, that FRAMES actually triggers a more complex algorithm

ic-h'ays in effect that one "WHILE" in a sentence is enough,

and that1a second instance of FRAMES will lead to a different

expression. Here the second instance leads to the creation of a

relative clause which will modify one of the constituents of

CC-1007. Furthermore, the already created "WHILE" clat149..w-ili

be moved to a position after CC-1007. (This ordering of the CCs

__does_ appear_to_ be maximally _natural,_ It would De slightly less

desirable, for example, to produce "While he was building a.,model

airplane an 11-year-old boy, using a new "super-glue", acciden-

tally glued his eye shut." Certainly, however; the differences

in this area are very subtle.). We will indicate the relative

clause status of CC -1006, to be embedded within the expression of

Cc-1007, with a slash notation:

25) CC-1007 / CC-1006
CJ-"WHILE"
Ce-1004
CJ-", AND"

CC-1003
CJ-"."

The representation in 25) will be discovered to be the final .

one in thr) st0-conceptuz.lizatipn of the summary, thich has been

found to consist of four CCs (ulLimately four clauses) joined

-stogether in the manner indicated. VAT will now proceed to vet:\

balize the summary completely, making use of other kinds of proc-

esses. When that has been done, it will say:

28
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26) V: WE NOW MOVE TO THE BODY OF HE TEXT. HOW IS CC-1001

SUBCONCEPTUALIZED?

U: YIELDSYIELDS (CC-1002, CC-1003)

This is: of course, the same answer that was given to the corre-

,

sponding question in 17)- above. As CC-1002 and CC-1003 are fur-

ther elaborated, hOwdver, many differences will emerge. Ulti-
.

mately CC-1002, which was expressed in sentences 1-3'of the sum-

mary, will be expressed in the body of the text in sentences 5-8.

r-111Z3, eleprpgspel _the ___summary _as_sentence_4,_ will _be exr,

pressed in the body in sentences 9-17.

We will not repeat hare the operations involved in the sub.:-

conceptualization of the body of the text. They are for the most

part similar to those illustrated above. Various other relations

between CCs are introduced: for example, that between CC-1015

(lines 9-12) and CC-1016 (lines 13-16). The first of these CCs

introlves an alternative, that is rejected in favor of the alter-

native conceptualized in the second; thus, the relation may be

labeled REJECTED -EN- FAVOR -OF. Within CC-1015 there is a rela-

tion of CONCESSION (denial of expectation) between CC-1017

(lines 9-..0) and CC-1018 (lines 11-12). It will be of consid-

erable iLLerest to isolate relations of this sort in a variety

c

of texts, and to determine the ways in which they may be ex-

pressed under varying circumstances in different languages.

The text does contain one example of a parenthesis, ex-

pressed in the nonrestrictive relative clause in line 13. The
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fact. that the surgeon asked not.to be identified is a minor

digression from the mainstream of the account. It is attached

,o the node representing thq:surgeon.-which will become a cons

sL4uent of CC-10;',2 (line4 14-16).

el
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IV. oxicalization of a CC

We use the term lexicalization to refer to another major

component of verbalization: specifically to a cluster of-proc-

esses that are involved in the choice of a particular kihguistic

expression for a CC. Subconceptualization breaks A46 an ini-

tial, holistic chunk into smaller chunks. These smaller chunks,

however, remain-conceptual-in nature, and-othar-operations are

necessary to convert them into surface linguistic repregenta-,

tions. Roughly speaking, lexicalization involves the choice of

"words" that will appropriately communicate the content 'of CCs.

Lexicalization of a CC takes place at the point where the

speaker decides that he has subconceptualized far enough. The

aim of subconceptualization is to produce chunks of a size ap-

propriate to li.rvjuistic expression, and particularly to lin-

guistic expression that will convey neither.too little nor too

much information to the addressee. Too little information is,

for example-, provided by a summary, where. subconceptualization

has proceeded oily to a point where lexicalization will provide

the addressee: with a "general idea" of the content of the whole.

At th.e other end of the scale, we are all familiar with exposi-

tions in which too much information is conveye, where we are

told more than we want tc 'now. One aspect of a speaker's cre-

ativity, then, is to deciar! exactly where in the process of sub-

conceptualization he should stop, taking into account the needs
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and interests of the addressee. It is, ai this point that he

turns to lexicalization.

1 \

The speaker may alsoibe influenced in such decisions by

the resources his language makes availab e for packaging chunks

of different sizes. Consider, for exampl , the amount of con- ,

tent that is packaggd in an INglish Sante pe like "He hit into

a double play." If our language did not provide this partic-

ular expression, we would have to subconcepualize this chunk

considerably further and come up with chunks) that would -have

to be expressed in some such way as "He hit the ball to the

shortstop, who threw it to the second baseman before the runner

previously on. first base could reach second. The second baslo-

man.then threw the ball 'to the first baseman before the batter

could reach,first. Thus his hit caused two outs to be made."

Presumably a language makes available packaging at various lev-

els of mibconceptualization according to predominant communi-

citive needs within the culture of its speakers.

How are conceptual chunks communicated? One way to ap-

proach this ciLestion is by looking at the spatial and temporal

properties of such chunks. A chunk is typically either an event

("He rubbed his left eye") or a situation ("The glue was next

to the lamp"). Both events and situations have a particular

locus in space and time (the difference being that an event

involves some spatial change through time, whereas a situation

does not). Such chunks, then, can be regarded as as-
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signable to particular coordinates,in both a spatial and a

temporal continuum., (We emit consideration here of generip,

chunks, expressed in sentenced like "Dogs chase cats" or "The

house had two chimneys"., where at least temporal particularity

is absent. Genericness calls for extended discussion that would

take us too far afield at this pcint.)

If we assume that most of the chunks a speaker wants to

find linguistic expression for are events or.situations, and thus

have both spatial and temporal particularity, it is not sur-

prising that language fails to provide direct labels for them.

We cannot, in the course of subconceptualization, arrive at some-

thing7like CC-1011, then remember that the name for this chunk is

"BURG", and communicate it by uttering that word. Varticular

.
events and situations are too numerous, and our experience of

them. too idiosyncratic for them to have their own particular

names. The way this problem is solved is through the interpre-

tation of many different CCs as instances of the same category.

Thus the time last December when I gave my mother a Chridtmas

present, the time when the mailman gave me a registered letter

this morning, the time yesterday when the teacher gave my son a

note to take home, etc. etc. arc all categorizable as ilIstences

of "giving". We label the category itself UC-"GIVE" (UC stand-.

ing for "universal category") and specify the choice of this

category by the speaker with the notation:

27) CC-1053 Cb UC`- "GIVE"
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Such a statement is *to be read "CC-1053 is categorized as an

instance of the category UC-"GIVE"". It should be noted that

the English word "GIVE" is not the name of this category; rather,

Any particular-CC-which is so-categorized can be communicated

with the word "GIVE". In othqr words, the decision described in

27) allows us to use "GIVE" a name for CC-1053.

The way in which a speaker decides thatA particular CC cab

-be categorized as an instancqof some UC is of course a funda-
,

mental psychological question. One thing that seems clear is

that some OCs are more easily categorized than others; ease of

categorizability has been called "codab,ility". In .a closcr.ap-_

.proximation to human mental processes, therefore, a statement

like 27) ought to be qualified as valid to a certain degree, and

not as an all-or-nothing decision. If the degree to which a

particular CC is an instance of some UC is very high--if the CC

is'highly codable--then the use of the word provided by the UC

will succenri.q.IiLe well in conveying the content which the eak-

er has in mind. If, on the other hand, the content of the CC is

not very well captured 1.)y assigning it to the UC, then the speak-

er is likely to want to add'one or more modifiers to mold the

content more closely to the content of the CC he has in mind.

Adverbs are an obvious device by which such molding is accom-

plished. Thus, the speaker might decide that the content of CC-

1053 is better captured in an 4ntersectionof UC-"GIVE" and UC-

"GRUDGING":
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28) CC-1053 Ca. UC-"GIVE" ,& UC-"GRUDGING"

in which case'the eventual lexicalization will be "give grudg-

ingly", and not' *imply "give".

Suppose CC-1053 is.a conceptual chunk that will eventually

be verbalized with the sentence:

8) Mrs. Brown gave Tommy a cookie.

We have said that the word "GIVE" 1.4 available as a label for

this CC. Up to a.point that is correct; there was a giving

which took place. But sentence 28) contains more than the word

"GIVE". What kind of conceptual information is conveyed by "MRS.

BROWN", "TOMMY", and,"A COOKIE"? Each of these items evidently

communicates a concept that is different in nature from a CC.

This other kind of concept we label a PI (for "particular'indi-

vidual").. .The chief difference between a F1 and a CC seems to

have to do with temporal particularity. A CC is conceived of as

occupying a specific and .usually, fairly. limited period of time.

The time period occupied by, say, Mrs. Brown is much less spe-.

cific, and is not likely to be something we are very interested*

in when we utter a sentence like 28). Im other words, while a

PI may have temporal particularity in the sense of a lifespan or

total time of existence, such a time period tends to be of a

different order of magnitude from that occupied by a CC, and more

often than not.is of little relevance when the PI is communi-

cated. Furthermore, anyone PI may participate in an indeter-
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minate number of different CCs. "(MrS. Brown has done many other

things besides that which was reported in 28).)

Why do PIs play a necessary role in the communicaydon of a

CC? The answer-may have something'to do with the necessity for

providing anchor points in the addressee's mind. Because of its

lack of temporal particUlarity, the concept of a PI is a rela-

tively stable concept, andone which is liable to enter con-
e

sciousness again and actin with respect to a wide variety of

CCs. Thus, the only way a speaker can effectively install the

content'of a CC in the addressee's mind is to.tie it to one or

.
more Pis already known to the addresSee. That is, the usual way

of commuldcating information is by bringing one or more PI nodes

into the addressee's consciousness, and by predicating Something

of these nodes. Language usually involves taking one PI (the

"topic") as, a starting point and either predicating something of

it alone, or tying it to other PIs through a relational predi-

cato.

In deciding to categorize-a CC in a certain way, say as an

'instance-of UC- "GIVE ", a speaker simultaneously establishes a

framework of PIs which are separated out from the content of the

CC, and which wi3' have to be linguistically represented in some

way. In the .case of UC-"GIVE" these PIs 'will function as agent ,

beneficiary, and patient (the giver, the givee, and the given).

The fact that these three PIs are entailed by the choice of UC-

"GIVE" is expressed as follows:
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29) CC-A C) L'C- "GIVE"

CC-A F> VB-"GIVE" ,(PI-BfAGT, PI-CfBEN, PT-DiPAT)

The letters A, B, C, and D in this statement are varia:Aes rang-
,

ing over particular four digit numbers. For example,1CC-A might

be CC-1053, 151-B might be PI1-1687, etc. .The symbol E> is to be

read "entail:J*1, and Fs is to be read "is framed as". (The nota-,

-'tionjto the right of can be, regarded as a "case .frame"; hence

theiappropriateAess of the term."framing". Ong might also imag-

ine that this kind of operation involves "framing" an utterance

inthe sense of deciding on its basic linguistic framework.)

The statement in 29), then, says that when one has chosen

to categorize a particular CC as an- instance of UC-"GIVE", thiS

decision entails that the CC will be framed as, or expressed by,

thy, verb (VB) accompanied by three PTs, functioning as

agent, beneficiary, and .patient. S;ateirtonts like that in 21)

are stored in our. English lexicon. This statement actually forms

only part of the lexical entry for UC- "GIVE ".. The complete entry

for this category contains a number of additional lines which

state various other entailments, for example thatgiving .nvolves

transfer of ownership. These other aspects of lexical entry

will be discussed below.

To summarize, a CC of the appropriate size, arrived at

throu(jh subconceptualization, will be subject to categorization

in terms of some UC, the effect of which will be to create, by

way of the lexicon, a verbal label for theoCC together with a
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frti.mework of associated nouns. The framing operation, in ef-

fect,'will have factored out those elements (PIs) having no

significant temporal particularity, leaving a word (the V13) to

which alone that tempera:. .particularity will be:assigned.

It is probably a consequence of its beintrleft with this

temporal role that the VB is likely to end:up carrying a tempo-.

ral marker of some kind, such as a tense and/ar aspect suffix.(

If, for example, the CC occupies a temporal locus that precedes

the locus of the speeeh act, the VB is likely to end up with a

past tense suffix attached. This part of lexicalization we 'call

inflection. I.ts implementation will be illustrated immediately

below.

Our program tries to establish at the outset for each CC

whether it can be categorized, on the assumption that the speak-

er is aiming at such categorization as a goal, and that subcon-.

ccptualiza:ior takes place only when the content of the CC is

such that categorization is not appropriate. Thus the first

question asked of any CC is of the sort:

30) V: CAN CC-1053 BE CATEGORIZED?

If the user's answer is no, VAT goes on to ask how this CC is to

,be subconceptualized, as in the example given in section III.

If, on the other hand, the user's answer is yes, VAT will go on

to ask questions relevant to the tense/aspect properties of the

CC. At present it asks first:
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31) V: TS CC-1053 GENERIC?

since special considerations have to be given to CCs,that do not

have temporal particularity. If the answer to 31) As r.o, VAT

presently assumes as a default option that CC-1053 has a temporal

locus preceding that of the speech act. This is certainly the

- most probable state of affairs for most kinds of discourse. We

expect later to elaborate other possibilities, which are likely

to depend on adverbial and other means of establishing temporal

particularity. Our program at present will, under these circum-
,

stances, add the inflectional notation "PAST" after a slash, as

in:

. 32r CC-10,3 V "PAST"

It is now time for the following exchange:

33) V: HOW IS CC-1053 CATEGORIZED?

U: GIVE

The ustar sAys that the decision has been to categorize this CC

as an instance of the category UC-"GIVE". VAT then looks into

the lexicon and, on the basis of the last line in 29), replaces

32) with:

34) VB-"GIVE" / "PAST"
PI-BtAGT
PI- Ct}3EN

PI-DtPAT

Two other considerations are relevant at this point. For
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one thinql VAT will want to replace the PI variables in 34) with

p'articular four digit numbers. Our easiest recourse at present

is to have OAT ask the user about each P1:

35) V: WHAT IS TILE AGENT?

U : PI-1234

V: WHAT IS THE BENEFICIARY?

U: PI-1345

V: WHAT IS THE PATIENT?
4

U : PI-1456

whereupon VAT will replace 34) with:

36) VD- "GIVE" / "PAST"

PI-1234tAGT
PI-1345tBEN

P1-1456PPAT

At least sort* of, the answers to the questions in 35) ought,

under some.circumstances, to be derivable from the context. We

hope gradually to teach VAT to discover such answers for itself

whenever Possible: 01.

r

A second consideration at this point is to establish which

PI is the topic. Again the easy way out is for VAT to ask the

user:

37) V: WHAT IS THF: TOPIC?

U : PI-1234

In English, at least, this may be the point at which functional
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'relations such as agent, beneficiary,land patient should be re-

placed by surface syntactic roles.like subject,. indirect object,'

and direct object. (In Japanese the introduction. of particles

like wa, ca., o, and ni would be appropriate herd%) Thus, after

37) VAT may change the representation in 36) to:

38) VB-"GIVE" / "PAST"

-PI-1234tSUBJ

PI-1345}1,0

PI-1456fD0

where IO and DO stand for "indirect object" and "direct object".

Again, the identity'Of the topic will often be derivable from

the context. For example, all other things being equal, tqpics

have a tendency to remai constant from .one clause to the next,

agents are more likely to a topics than patients, and so on.

Considerabld empirical wor rill be necessary before all such

factors have been sorted out

If the'codability .of CC-1053 had been somewhat lower, and

,the modified categorization exemplified in 28) had been chosen,

thesrepresentation at this stage would include an adverb (AV):

'39) y3-"GIVE" / "PAST" / AV-"GRUDGING"

( PI-1234,SUBJ .

PI-1345f10
P1-1456fD0

The lexicalizatiom of CC-1053, then, has involved categor-

ization, possibly modification, inflection, and framing. The

next step in verbalization is to lexicalize the several PIs which

are contained in a representation like 48) or 39). We will see
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that the lexica2ization of a PI involves categorization, possi-

bly modiLcatior4 and inflection. framing is for the most part

restricted to the lexicalization of a CC.
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V. Lexicalization 'of a PI

/NI is the concept of a concrete object, be it animate or

inanimate; or of an abstraction which has been reified and is

being treated linguisti...ally in ways analogous to the treatment

of physical objects. The surface linguistic representation of

a PI may be a proper noun, a common noun, a pronoun, or nothing

at all Furthermore, by, agreement processes certain,feaLres

the PI may be incorporated into ,the verb with which it is asso-

, -ciated. Each lianguage has its own idiosyncrasies in the treat-
,

ment of PIs. $ome, like Japanese, are ezpecially fond of de-

_leting the PI altogether whenever it is predictable from co-07=

text. Some, pt the polysynthetic type, seem to go overboard ln

the extent tO which they incorporate features of the noun within

the verb. Some make a point of adding inflectional.f tures ex-

pressing "definiteness", plurality, and the like to the surfacq
0

noon, while others seem to get along well without such expres-,

sion. For illustrative purposes we will confine ourselves in

this section to t'le main outlines of how a PI ii lexicalized in

English.

Much depends on whether or not the PI in question is

"given"--whether it is a piece of knowledge that the speaker

believes haS already been brought into the addressee's con-

. sciousness in some way, prior to the uttering of the present

sentence.
2 Here again we have a case where the easiest course
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for VAT is td,ask the user:

40) V: IS PI-1234 GIVEN?

Certainly in many casee, however, VAT can boAanqht to decide

this for itself. If, or example,NI-1224 Was mentioned in the

4

precediAp sentence the answer to 40) must be yes. If the pre-

r-

ceding sentence was "Mrs. crown came over from next door" and

we are concerned with the lexicalization of P1-1234 within the

sentence "PI-1234 'gave. Tommy a cookie", the givenness of P1-1234

will result in its lexicalization as "Sii". We can actually go

a fait distance in establishing the givenness of a PI on this

basis alone, but the question of how else giienness is pstab-

i

lisped, including its introduction from knowledge Pletrnal to

the linguistic tex: altogether, will need to be Laised ventu,

ally.

Let us, assume first that the answer to 40) has sibeen yes, in

which case English is likely to lexicalize PI-1234 with a pro-

noun. This is not always the case; sometimes a PI that iz.

given will not be pronominalized. The principal criterion here

seems to.bc whether pronominalization will produce ambiguity,

and ultimately VAT will need to decide whether ambiguity will

result. For now, however, we proceed on the assumption that a

PI which is given will automatically bc pronominalized.

The procedure we are currently using for pronominalization

in English asks first:
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41) V: IS PI-1234/THE ADDRESSEE?

This question is asked first because the pronoun "YOU" does not

distinguish number, and if the answer to 41 is yes it will not

be necessary for VAT to do anything beyond le icalizing PI-1234

as NN-"YOU" (NN, of course, `for "noun") . If, the other hand,

the answer to 41) is no, then VAT must ask:

42) V: WHAT IS THE CARDINALITY OF PI-1234?

We assume that a PI is from one point o** view, the concept of a

set of objects, and that the cardinality of the set is relevant

in establishing expressions of singularity and plurality, among

Other things. Actually the distinction between one and more

than one as pobsible answers tr 42) is all that is relevant at

the moment. More interesting questions do arise in this area.

F'or example, with ::.ardinalities up to about five there is likely

to be a need for distinguishing each member of the set with a

specific PI number, whereas with larger cardinalities the set 'is

likely to be conceived of simply as containing "a number of" or

"many" members.

If we assume first that the answer to 42) is one, ths'n VAT

will ask:

43) V: IS PI -1234 THE SPEAKER?

tf the answer is yes, then. PI -1234 is lexicylized as NN-"I". If

no, then we are dealing 'with a third person referent. and VAT
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mint determin9 its gender:

44) V: IS P1-1234 ANTHROPOMORPHIC?

This classification includes human beings, but also named ani-
.

teals such as pets. If the answer to 44) is no, VAT will lexi-
.

calize'PI-1244 as NN-"IT". Otherwise it must find the sex of

this ref erentiv

45) V: IS PI-1234 MALE OR FEMALE?

and lexicalize it as NN-"HE" or NN-"SHE" accordingly.

If the.ans-ter to 42) was a number greater than one, VAT

must decide between "WE".and "THEY"I'the pronouns which are

plicit.ly plural.. Essentially it must ask:

46) V: IS THE SPEAKER A MEMBER OF PI-1234?

If yes, it will'produce the lexicalization NN-"WE" and t nu,

NN-"TEEY".

There are again a variety of ways in which VAT might be

able to answer questioris like 41) throkigh 46) without asking the

user. The identity of speaker and addressee will have been es-.

tablished by providing such discourse parametcrsat the very

beq4nninq of the discourse; at present we use the arbitrary

convention that PI-1001 is the speaker and PI-1002 the addressee.

In questions 41) and 43) VAT is asking whether PI-1234 is iden-

tical to PI-1002 or PI-1001. But, depending on the context,

46



J

this identity may alieady have bben established.. As fpr the

cardinality of I-1234, it may have been made explicit through

a numeral or in some other way. Ahd the gender of this referent

might have been established through the previous use of a sex:.

specific proper name, or through some other fact that has.al--

ready been supplied.

Let us now turn to the possibility that PP-1234 is not

given--that the answer to question 40) was m9. In that case,

lexicalization must be either in terms of a proper name, or

through the use of a categorization and ultimately d-comMon noun.

VAT first asks:

47Y DOES PI-1234 HAVE A NAME?

If yes, the user gives the name and VAT lexicalizes PI-1234 as

NN-"JOHN" or the like. The real situation is not quite this

simple, since a PI is likely to have more than one prober name

(John, Mr. Brown, Daddy, etc.)' and the choice of which, if any,

among them to USC will depend on various interpersonal consid-

erations. Eventually our program should include questions role -,

want to such a choice.

the answer to 47) is no, then VAT follows a procedure

roughly analogous to that associated with the categbrization of

a CC:

48) V: HOW IS PI-1234 CATEGORIZED?

e: TEACHER

47
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(for examPle). Bxsically, at th s point, VAT will replace PI-

1234 with NN-1)TENCHER". At t %same time it will store the

statement:

49) PI-1234 UC-"TEACHER"

and will look at the lexical entry for this category for what-

ever relevant information is stored there.

Just as a CC may be given a lexicalization that id inflec-

ted.for tense and/or aspect, the lexicapzation of a P1 may be

given inflections such as number and/or definiteness. If the

lexicon shows, for example, that UC-"TEACHER" entails that PI-

1234 is countable, VAT will also in this ,case ask about' its car-

dinality, as in 42) above. If the answer iota number greater _

than one, VAT will create a representation like NN-"TEACHER" /

"PLURAL". Independent o this number question, VAT will need to

determine whethex the use .of this category in this, context will

enable the addressee to know what particular instance of the

categc,Ly is being talked about. We put this in terMs of the

question:

50) V: DOES UC-"TEACHER" IDENTIFY PI-1234?

If yes, VAT will add the definite article (AR) as an inflection:

V

NN"TEACHER" / AR-"THE". If no--that is, if the addressee is-

assumed not to be able to identify a previously known PI as the
10.

referent, VAT will decide between the indefinite articles AR-"10,

and AR "SOME" depending on whether the cardinality of PI-1234 i4

48
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ti

one or greater than one. The outcpme will thus be either NN-

"TEACHER" / AR-"A" or NN-"TEACHEA" / "PLURAL. 4 / AR-"SOME"; that

is, "a Wacher" or "some teachdrs". We have attempted to for

malize some of -the contextual ground's on which VAT will be able

to answer a question like 50) without asking the 'users, and this

matter will be discussedlin section VII, below.

C
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to.d 'store of more or less permanen' lexical knowledg0 which we

VI. The Lexicon

In all its operations VAT must at many points make access

have formalized in terms of entailments of categories. The

= statements in the le-xicon specify what we knoWi about a paric-

'ular CC or PI as a result of its being identified as an instance

of a certain category. 'Or, to look at it from the opposite

point. of view, these statements say what properties a particular

CC or PI must have in order.to be categorized in a certain way.

From the first point of view we can say that once we know.that

a particular CC has been categorized as an instance of UC-

"GIVE", for example, the lexicon tells us a number of other

things that we must know about this CC.. From the !ledond point

of view we can say that the lexigalentry for UC-"GIVE" tells

us what we must knew about a CC in order to assign it to this

category. These twc ways of viewing lexical entries are not in

contradiction, but are different sides of the same coin.

From a psychological standpoint the lexicon approximateA'a

description of everythifhg that, is involved in a person's inter-

pretation o: tho world, at least so far as his interpretive grid

is dependent on verbal categories. We are unable, of course, to

focus on individual differences, biit must attempt to deal with a

core that is common to the speakers of a particular language.

The lexicon is the heart of our program, whether we are engaged
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in verbalization, translation, or parsing', and everything else

depends on the success with which the lexicon has been elabo-

rated. A separate lexicon has to be developed tor each language

with which thc program trios to deal. In afuli-fledqed imple-.

mentation certainly a very high proportion of the total devel-

opmental effort will have to be devoted to lqxical.guestions.

As a pimple illustration of the kind of information a lex-

ical-entry might contain, as. well as of the formalism we have

been using to represent such information, let us consider at

least part of,what it means for a particular CC to be cate-

.goeized as an instance of UC-"LIFT". We will want-to say that

when X lifts,Y, this entails that X dm., something which cause's

a change of state from Y being in one location'to Y being in

another location, and furthermore that the new location i8 above

the old location. The lexical entry for UC-"LIFT", insofar as

it captures this livich information, is written as follows:

51) CC-A C> UC-"LIFT"
E>

CC-A F> VB-"LIFT" (PI-BtAGT, PI- CtPAT)

CC-A S>, CJCAUSE (CC-D, CC-E)
CC-0 F> VB-ACT .(PI-B)

CC-2 S> CJ-CONJUNCTION ((CJ-CHANGE (CC -F, CC-G)), CC-H)

CC-F F> VB-AT (PI-C, PL-I)

CC-G F> VB-AT (PI-C, PL-J)

CC-H F> VB-ABOVE (PL -j, PL-I)

The first two lines are to lo!-ead, "If CC-A is categorized as

an instance of UC-"LIFT", this entails..." The first line under

E> then gives the case frame, saying that there will be a clause

containing the verb "LIFT" accompanied by an agent (PI-B) and a

51
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patient (PI-C). The second line under E> says that it is alter-

natively possible tet subconceptualize CC-A in a certain way,

which amounts to a paraphrase. That is, although the speaker

has chosen not to subconceptualize CC-A further (presumably-be-

cause the choice of UC=41..I.FT" has been judged to provide the

right paCkaging for CC-A), if he had decided to subcOnceptualiZe

further he could have done it in the manner specified in this

line, where two new CCs, CC-D and CC-E, are joined by CJ-CAUSE.

In other.words CC-D is conceived of as causing CC-E. The.thira

line under E> says something about the content CC-D, namely

that it involves an act by PI-B: (It may be noted that the ab-

sence of quotes around ACT in VB-ACT indicates that 'this is not

a conceptual unit that will lead to a direct surface structure

representation, as will VB-"LIFT ".) The fourth line under E>

says that CC-E, which is caused by this act, can be subconcep-

tualized into two conjoined elements. Th6 first of these is a

CHANGE from CC-F to CC-G, and the second is CC-H. The fifth and

sixth lines under E> specify the nature 9f the prior and sub-

sequent states, CC--F and CC-G. Both involve PI-C being at some

location, first PL-I and then PL-J (PL standing for "particular

location"). The last line elucidates CC-H, stating that the new

location (PL-J) is above the old location (PL-I). Thus 51) hAs

captured formally the several bits of k4owledge about CC-A that

were summarized discursively at the beginning of this paragraph.

Let us now turn to a more complicated Jxampie. This exam-

ple came up initially as a result of the observation that the
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Japanese verb kasu can be translated into English as either

rent (out) or lend. In other words this verb is nonspecific as

to wkiether the agent does Or does not receive money for.the

goods or services he provides. We. were interested in how a
TA

translation from Japanese into'English would decide whether to

use. rent or lend where the Japanese had used kasu. This problem

led us to consider lexical entries for several verbs involving

transfers and transactions, and we arrived at a system of cross-

referenCing.and embedding within lexical entries that'captures

the content of abstract notions (-such as transfer and trans-

action) at the same time that it links entries one to another in

a way that is generally useful.

We may begin by defining a transfer. We assume a category

UC-TRANSFER which, since it does not contain quotation marks, is

understood to be abstract and not immediately convertible into

a surface structure verb. The lexical as follows:

52) CC-A C.* UC-TRANSFEi

E>
CC-A SN CJ-CHANGE (CC-11, CC-C)

CC-B F). a-HAVE PI-E)

CC-C F' VB-HAVE (PI-F, PI-E)

Discursively, a CC-A which has been categorized as an instance

of UC-TRANSFER can alternatively be subconceptualized (or para-

phrased) in terms of a Change froffi CCB to CC-C, where the for-

mer involves PI-D "having" PI-E, and the latter involves another

party, PI-F, having PI-E. In other words, a transfer involves a

change in the having of some object (PI-E) from one individual



to another. The English word have of course performs a variety

of semantic funati.ons; our use of it in this formalism is meant

to include at least two varieties of having--ownership, which we

will label HAVE -OWN, and having the use of something,

which we will call HAVE-USE. Simple ,HAVE, as. in 52), is meant

to be nonspecific as to which of these varieties of having is

involved, as may be accounted for with the'following two state-

ments:

53) CC-A
E,

CC-A C.).

CC-A C>
E).

CC-A C).

UC -ILAVE -OWN

UC-HAVE

UC-HAVE-USE

UC-HAVE

One example of a transfer is the kind which is categor-

..

izablo with UC-"GIVE", whose lexical entry can be given as fol-

lows:

54) Cu-A Cr UC-"GIVE"
E)

CC-A F> VB-"GIVE" ?PI-CtBEN, PI-DtPAT)

CC-A C2. UC-TRANSFER
PI-D = PT -B

PI-F '= PT-C

PI-E = PI-D

e

)(hat is, ,a CC which has been categoried as an instance of, UC-

"GIVE" has the case frame shown in the first line under E. The

question mark Lefore the beneficiavindieates that it is o'-

tional; one can say "Roger gave a book" without mentioning a

beneficiary. The second line under E> shows that this.CC can
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also be categorized an instance of UC-TRANSFER. This fact

means that the CC also'has the entailments listed in'52).i Since

the variables within each lexical entry are arbitrarily labeled

A, B, C, etc., it is necessary now to state equivalences between

the variables in the entry f'or UC-"GIVE" and those in the entry

for UC-TRANSFER. These equivalencet are listed, indented, in

the last.threelines of 54). They are to be read, "PI-D of the

TRANSFER entry is equivalent to P1 -B of the "GIVE" entry (the ,.

grver); "PI-F'of the TRANSFER entry is equivalent ,to -PT -C 9f the

"GIVE" entry (the givee); and PI-E of tile TRANSFER entry : ,.s

equivalent to PI-D of the "GIVE" entry (the gimen)." In this

way 54) and 52) arc brought into .the correct alignment.

Another, more complicated kind of transfer is that involved

in the category UC-"LEND":

55) CC-A Czb UC-"LEND"
Eab.

CC-A Fa. VB-"LEND" (PI-BtAGT, ?PI- CtBEN, PI-DtPAT)
:CC-A Cis UC-TRANSFER

.PI-D = PI-B
PI-F = PI-C
PI-E = PI-D
CC-B = CC-E

CC-C = CC-F

CC-E C). UC- IIAVE-USE

CC-F C> UC-HAVE-USE
)..VB-HAVE-OWN (PI-B, PI-D)

CC-A -C.). UC-TRANSACTION

The first seven lines of this entry are entirely parallel to the

entry for UC-"GIVE" in 54). It then becomes necessary to refer

to the earlier and later states, CC-B and CC-C, of the TRANSFER

entry. These are equated with CC-E and CC-F of the "LEND"
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entry. It is said that boob of these states involve HAVE-USE.

That is, when X lends an obeGt----to Y, in the earlier state X has

use 61 the object and in the later state Y does. The next to

last line says that PI-B, the agent of the lending, maintains

ownership of PI-D throughoUt. ''he. last line says that CC-A

cannot be categorized as a transaction, as explained below.

Evidently the only difference between 55) and the entry far

UC-"KAS-" (i.e. kasu) in Japanese'is that for the latter the

last line of 55) is missing. Thus, kasu leaves it undecided

whether a transaction was involved or not.

What, then, is a transaction? Essentially it is a linking

of two transfers, where one of the transfers is for the purpose,

of the other. In buying, for example, a typical transaction,

the buyer gives money to the seller so that the seller will give

him some object in return. With buying, a change of ownership

is involved in bcth transfers, but that need not be the case.

With renting, for example, there is a change of ownership of the

money, 'but only a change of use of the objec+'. We define a

transaction as follows:

56) CCA UCTRANSACTION
E>

CCA S> CJPURPOSE (CCB, CCC)
CCB C20 UCTRAMSFER

PTD = PID
PIE = PIE
PIF = PIF

CCC Caw UCTRANSFER
PI--F = PID
PIE = PIG
PI-0 = PIF



The first line under E states that CC-A can be paraphrased in

terms of CC -B and CC-C, the former being for the purpose of the

latter. CC-B is a transfer in which PI-D ( .g. the buyer)

transfers PI-E (e.g. money) to PI-F (o.g. the seller). CC-C is

a transfer in which the roles of PI-D and PI-r (and hence their

relation to the variables in 52)) are reversed. Furthermore,

thc object transferred (e.g. the thing bought) is a different

one - -here PI-G.

Besides buying and selling, another typical transaction is

'renting. The English word rent is ambiguous, and we will illus-

trate here the entry for what w call UC-"RENT-2", which is

renting out (German.vermieten):

.1

57) CC-A CI. OC-"RENT-2"
E).

CC-A F.) VB-"RENT" ?PI- CtJ3EN, ?PI-D#MSR,

PI-EtPAT)

CC-A C> UC-TRANSACTION
PI-F = PI-B

PI-D PI-C

PI-E = Pi -D

PI-G = PI-E

. CC-B = CC-F

CC--C = CC-G

CC-F C).'tUC-TRANSFER

CC-B = CC -II

CC-C = CC-I

CC-G C> UC-TRANSFER
CC -B = CC-J

CC-C = CC-X

PT -I) C> UC-MEDIUM-OF-EXCHANGE

CC -U C> UC-HAVE-OWN
CC-I C> UC-HAVE-OWN
CC-J C> UC-HAVE-USE

CC-K C> UC-HAVE-USE
VB-HAVE-OWN (PI-B, PI-E)

The first line under E> gives th6 case frame, which includes two

57

r v



I

obligatory cases, an agent and a patient ("Bill rented (out) his

lawnmower") and an optional beneficiary and measure (MSR) ("Bill

rented his lawnmower to Tom for five dollars"). The second line

under E). says that CC-A is atrdnsaction; it thus Conforms to

56) and it is necessary to state the equivalences between the

Pis in 57) and those in 56). Below these PI eqt0.valences it is

alsO stated that the CC-B of thy' TRANSACTION eafinition (the

transfer of money) is equivalent to CC-F of the "1.1LNT-2" defi-

nition, while CC-C of the TRANSACTION definition (the transfer

of the object) is equivalent to CC-G of "RENT-2". The two

states of the first TRANSFER are named CC -H and CC-I,-while the

two states of the second TRANSFER are named CC-J and CC-K. It

is then said that the measure, PI-D, must be something categor-

izabble as a MEDIUM-OF-EXCHANGE--normally money, but potentially

a

anything that would perform this function. The two states of

the first TRANSFER are then both said to be instances of UC-

411AVE-OWN, since the' money actually changes ownership. The two

states of the second transfer, on the other hand, are instances

of UC- UAVE-USE, since the object does no (Mange ownership, b1t

I

only use. The last line, like the next to last line of 55),

says that the agent of the renting retains, dnership of the

object.

it was mentioned that the lexiCal entry for Japanese UC-

"KAS-" is the same as that for English UC-"LEND", ar, in 55) ,

except that the Japanese entry lacks the last line of 55) in

which it is stipulated that lending cannot be a transaction. It
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can now be seen that UC-"KAS-" is compatible with both 55) and

57). We thus have a formal explanation for the fact that kasu

may be trawslated as either lid or rent. In order to decide

between the two translations, it is necessary to search the con-

text in which this CC occurs Lo discover whether it is or is not

a transaction. We will return to this matter in our discussion

of translation ih section VIII. .

Lexical entries for categories whose instances are PIs are

designed to elucidate the knowledge which is entailed by the

assignment of a particular PI to some category. Such entries

do not contain a case frame, but are otherwise similar in format

to the'entries for categories whose instances are CCs, as de-
.

scribed above. As .4. simple example, we may note that when a PI

4 is categorized as an instance of UC-"CAR" there is an entailment

that this PI will "have" a trunk. This kind of having is dif-

ferent from those discussed in connection'with transfers and

transactions in the last section; we represent it with HAVE-AS-

PART:

58) PI-A C> UC"CAR"
E>
VII-HAVE-AS-PATT (PI-A, PI-B)

PI-B C> UC-"TRUNK"

It is useful here (and elsewhere in the lexicon) todistin-

guish between necessary entailments and expected entailments or

deFaulb- optionb. The latter constitute knowledge that is nor-

mally entailed by..the category, but not necessarily so. We in-
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dicate entailments of this sort with a r:refixed "E:". As an
_ .

example we may note that something which has been categorized

as a MEDIUM-OF-EXCHANGE (cf. 57)) is normally expected to be

money, although in some circumstances it might be cowry shells

or wampum:

59) PI-A Ca UC-MEDIUM-OF-EXCHANGE
Ea

E: PI-A Ca UC-"MONEY"

A more complex example involves the categorization of a PI

as an instance of UC-"BEAGLE". In this case we know that the PI

is also categorizable as an instance of UC-"DOG", that we may

expect that it will have a tail (although sonm. dogs do not) , that

that it.will bark, and that it will chase cats:

60) PI-A Ca UC-"BEAGLE"
Es.

PI-A Ca. UC-"DOG"
E : VB-HAVE-AS-PART (PI-A, PI -B)
PI-B UC-"TAIL"
E : VII -BARK (PI-A)

E : VII - CHASE (PI-A, PI-C)

PI-C C> UC-"CAT"

It may be that E: should be expressed as a probability r .

that is4.that there is a co nuous range over which we may ex-

pect something to be entailed with necessary entailment being

one extreme. At least for practical purposes, however, it

proves useful to make a three-way distinction between necessary

entailments (unmarked) , default'expectations (E:) , and a third

type which we call optional entailments and mark with "0:".

These last represent a lower degree of probability; they are
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entailments which are neither necessary nor expected, but.which

are easily possible. For example, a bicycle need not have a '

basket and is not 'expected to have a basket, but it may very

well have one:

61) PI-A C) UC-"BICYCLE"
E)

0: VD-HAVE-AS-PART (PI-A, PI-B)
PI-B C) .UC-"BASKET"

The distinction between necessary or expected and optional en-

tailments is of interest when it comes to the assignment of def-

.initeness, as discussed in the following section.

£1.
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VII.. Discourse Information and Readjustments

A speaker neadsaccess to three major classeAf informa-

tion in order to verbalize suces.sfully: First, of course, he

must have an idea of what he wants to talk about: the content,1 .

of the verbalization. Second, he must have access to gendral

knowledge that is relevant, the kind of knew age that we.are

attempting to characterize in the lexicon. But thipre is a third

kind also. The speaker must keep track of knowledge having tc

do with the very fact that he' is verbalizing: knowledge about
o

the speech act itself, and its effect on the person his verbal-

ization is addressed to. It is this.thiLd kind of knowledge

that we are calling discourse Information. We are concerned in

this area with such factors as the ,identity and social relation-

ship of the speaker and the addressee, the time and place of the

speechact, and factors which relate the content of the dis-

course t3 what is assumed to be going on in the mind of thc. ad-

4ressee. Sometimes, moreover. it is important to keeT trAc% of

the act of. verbalization as an event in itself, since the ver-

balization may be talked about or referred to subsequently in

the discourse. Discourse information is kept by VAT in tempo-

rary storage. Unlike information in the lexicon, it is specific

to and even changeable within a particular discourse rather than

be,..ing potentially applicable to an unlimited number of different

discourses.
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Our treatmentof discourse information,is still Xld,imentary

and uneven.' So far as speaker and addressee are concerned, we

simply enter into discourse information storage statements like

the following:

"*"k"--M 62) SP-SPEAKER (PI-1001)
.SP-ADDRESSEE-(PI-1002)

(The prefix SP stands for "system predicate ".; it is used for a

variety of predicates associated with discourse information.)

The program makes use of this information in various ways. For

example, in deciding how to lexicalize PI-1001 and PT -1002 VAT

es.us9lof information like that in 62) in order to answer

questions like 41) and 43) in section V above.

Probably in most languages to some degree, but especially,

in many Asian languages, the social relatiOnShip between the

speaker and addressee plays a role of some kind in verbalization:-

We hive been interested in introducing such considerations into

our verbalization procedure, and have so far concentrated on the

question of how VAT should decide-to categorize in Japanese a PI

which in English would be categorized as an instance of UC-

"GIVE". There are several categories in the Japanese le)sicon,

all of which conform to the definition of UC-"GIVE" in 54) above,

but which ditter from each other with. respect to the speaker-

addressee relationship. How the choice can be made is most

easily illustiaLed in the context of a translation procedure,

and we will return to this example in the section IX.

3 3
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VAT does little at present with considerations of he time*

and place of the speech act. Statements like the follot ing can

be included with discourse information:

63) SP-HERE (PL-1357)
SP-NOW (PT-1579)

(where PL stands for "particular. location" and PT for "partic-

\

ular time"). Whether PL-1357 and PT-1579 remain throughout the

discourse or are replaced,by other places and times depends on

the nature of the discourse itself; sometimes there will be

significant changes in these parameters and sometimes not. Irx,

any case it is popsible for VAT to answer questions about tense.,

for example, by asking whether the time of a CC that is being

verbalized is before or after, or whether it includes, the. time

which has been specified as NOW, such as PT-1579 in 53).

Discourse information is subject to b.tiange as the discourse

proceeds. The way in which VAT presently accomplishes such

changes is ,through readjustment processes, applied immediately

after 'each sentence has been completely verbalized. These re-,

adjustments specify the ways in which the store of discourse

information has been affected by the sentence. One of them, for

example,. creates a CC which is the c :rcept of the event of pro-

ducing the sentence itself, which subsequently can be treated

like any other. event. Everything involved in the verbalization

of that sentence belongs to the content of this CC. If, for

example, the speaker subsequently has reason to repeat what he

4
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originally said, hd may verbalize 'in exactly the same way (quote

himself directly), or he may "say the same thing in different

words" by making different choices in categorization and so on.

The relevant information is available within the CC that repre-

sents the original verbalization.

.Another readjustment has to do with the establishment of

"givenness" for items communicated in the sentence. For each

PI-A, for example, there will be, when the sentence has been

completely verbalized, a readjustment process stateable as:

641 SP-GIVEN (PI -? )

If, for example, the sentence in question was "Mrs. Brown gave

Tommy a cookie".and Mrs. Brown, Tommy, and the cookie are PI-

1234, PI -1345, and 1)I-1456 respectively, then readjustments

after the production of this sentence will create the State-

ments:

65) SP-GIVEN (PT -1234)

SP-GIVEN (PI-1345)
SP-GIVEN (PI-1456)

If any or all of these PIs occur in the next sentence, they will

be pronominalized, and it will not be necessary for VAT to ask

the user a question like 40) above. Thus, the next sentence

might be "He took them from her gratefully."

It is difficult to decide when statements like those in 65)

should be deleted from the store of discourse information--when
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givenness evaporates. After,a certain period of time has .

Llapsed in which the PI has not been talked about or otherwise

kept in the addresee's consciousness, the speaker will probably

no longer pronominalize it. At present welet statements like

those in 65).remain only through the following sentence. Thus .

if PI-1234, for example, does not occur in the next sentence it

will not be treated as given two sentences later, and will not

le pronominalized. Not all discourse works in this way, but

t\

. 'his device provides a useful temporary approximation.

I

A rather similar kind of readjustment has to do with the

tablishment of a relation between a UC and a PI which we call

SP'IDENTIFIXS. The presence of this relation eventually leads

\to the lexicalization of the PI with the definite article. Sup-

,

pose. the speaker says "I'bought a bicycle yesterday." During

the verbalization of this sentence VAT will have created the

statement:

6E) PI-1987 UC-"BICYCLE".

That is, PI-1987 has been categorizedas an instance of CC-

"BICYCLE": This statement then triggers a readjustment process

which creates the discourse information:

67) SP-IDENTIFIES (UC-"BICYCLE", PI-1987)

which means that when he is presented with something that is

lexicalized as an instance of UC-"BICYCLE", the addressee can be

expected to know what particular instance it is (in this case
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/
PI-1987). When, during a later, sentence, VAT comes to the dues --

tion:

68) V DOES UC-"BICYCLE" IDENTIFY PI-1987?
or o

as in 50) above,'it is in a position to provide its:own answer

without recourse to.thi! user. Thus it will, on its own initi-

ative, lexicalize PI-1987 with the definite article: .NN-"BICY-

CLE" / AR-"THE". It is in ways such as this that we are at-

tempting to'increase VAT's ability to answer its own.questions,.

As in the case of givenness, the question arises as to when

a statement like 67) should be deleted from the,store-of dis-_-
4-

course information. All that is clearnow is that such state-

ments generally lakk longer than SP-GIVEN statements, and for

the moment we do not\ elete SP- IDENTIFIES statements before 'the

end of the discourse It is undoubtedly the case, however, that

some of them should/be deleted sometimes, and we will also need

to 'deal eventually with discourses in which there are multiple

instances of the same category: "the first bicycle, the second 19
I

bicycle, etc."

The presence of lexical information of the type that was

described at the end of section VI has an interesting and de-

sirable effect on readjustments, specifically with respect to

statements like 67). As an example, we might have a lexical

entry -for UC-"BICYCLE" which includes:

69) PI-A C3b UC-"BICYCLE"
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Es

VB-HAVE-AS-PART (PI-A, PI-B)

PI-B C> UC-"FRAME"
0: VB-HAVE-AS-PART (PI-A, PI-C)
PI-C C> UC-"BASKET"

That is, something categorized as an instance of UC-"BICYCLE"

has as a necessary part:something categorizable as an instance

of UC-"FRAME", and also has as an optional part somethingcate-
,

gorizable as an instance of UC-"BASKET". Now, it may be noted

that the second line under E , which deals with the categori-

zation of PI-B, is a statement like that in 66) above. .After a

sentence like "I bought a bicycle yesterday" has been produced,

this line will therefore trigger. a readjustment process which

creates the statement:

70) SP-IDENTIFIES (UC-"FRAME", PI-1468)

(with whatever number it is appropriate to assign to this PI).

'As a consequence, if PI-1468 occurs in a subsequent sentence it

will be lexicelized with the definite article, as in "The frame

is extra large." Thus, as is desirable, definiteness is created

r- not only for instances of the category first mentioned, but also

through entailments of that category. It should also be noted

that in this context it is a little odd to say "The basket is

extra large", talking about PI-C. One would be more likely to

say "It has a basket which is extra large, or in some other way

to introduce the :)asket explicitly. In other words the process

just described works better for necessary parts than for option-

al parts of the first-mentioned object (PI-A) . We therefore ex-
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.C.

clud, from this readjustment process PIs that have been intro-

duced through optional entailments.
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VIII. Translation

`The leneral,nature of the translation procedure was out-

lined in section I, and diagramed in Figure 1. To summarize

again, VAT will start with a text in the source language, will

reconstruct the verbalization processes which produced that

text, and will then itself produce a parallel verbalization in

the target language. During this last piocedure it will apply

syntactic processes appropriate to the target language whenever

it can, but at each of those many points where it must make a

choice of some kind it will look across to the source language

verbalization to see what choice was made there. If possible it

will equate that choice directly with a corresponding choice in

the target language. If no direct correspondence is available,

it will compare the lexiconspf the two languages to determine

what correspondences are possible, and will then search the con-

text to decide which of them should be chosen. We will be par-

ticularly concerned in this section with 41ustrating a case in

which such a complex choice must be made--in which the zigzag

arrows in1Figure 1 have considerable content. First, however,

it my be useful to provide a framework by illustrating a rel-

atively simple case where the correspondences are more direct.

We will use as our first example the following brief text from

Japanese:
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71) Reizooko o utta. Okane ga hituyoo datta kara.
ref riqerator sold money needed was because

We will want to consider some of the procedures VAT will follow

in translating this sentence into English:

,

72) I sold the refrigerator. I needed the money.

Actually our attention in this example will focus on the first

sentence, since we will later want to consider the complications

that are added by changing the verb in the first sentence from

utta ',sold' to kasita 'rented' or 'lent'.

. Let us first review the manner in which VAT willrecon-

struct the original verbalization of the Japanese texts Since

our eventual` parsing component will follow a kind of "analysis

by synthesis" procedure, we will also be suggesting here the

.steps of the parsing program. The only difference, and of

course it is a big ore, is that for the moment VAT will ask that

decisions be made oy the user instead of itself deriving them

from the text together with its own knowledge of the world. The

conversation with the user will proceed as follows:

1. V: WHAT VAT TASK DO YOU WANT PERFORMED?
'4

2. U: VERBALIZE CC -2001

3. V: WHAT IS THE GENRE?

4. U: OPEN

5. V: CAN CC-2001 BE CATEGORIZED?

6. U: NO



7. V: 110W IS CC-2001 SUBCONCEPTUALIZED?

8. U: REASON (CC-20021 CC-2003)

As explained for example 9) in section II, and with tilt: proper

insertion of periods, VAT's representation now is:

CC-2003
CJ-"."
CC-2002
CJ-"KARA"
CJ-"."

9. V: CAN CC-2003 BE CATEGORIZED?

10. U: YES

11. V: IS CC-2003 GENERIC?

12. II: NO

VAT's representation, as explained for example 32) in section

IV, now includes:

CC-2003 / "PAST"

13. V: HOW IS CC-2003 CATEGORIZED? _

14. U: UR-

VAT finds UC-"UR-" in the Japanese lexicon. The first three

lines of this entry are:

CC-A C> UC - "UR -"

E>

CC-A F> VB-"UR-" (PI- BtAGT, ?PI- CtBEN, ?PI-DfMSR,

PI-EfPAT)
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As in-example 34) in section IV, VAT creates the representation:

VB-"UR-" 'PAST"

PI-BtAGT
?PI-CfBEN
?PI -DtMSR

PI-OPAT
CJ-"."
CC-2002
CJ-"KARA"
CJ-"."

Since tlie beneficiary and measure PIs are optional, VAT next

asks:

1S. V: IS THE BENEFICIARY EXPLICIT?

16. U: NO

17. V: IS THE MEASURE EXPLICIT?

18. U: NO

The nc.xt two questions are:

.

19: V: WHAT IS THE AGENT

20: U: PI-2001

21: V: WHAT IS THE PATIENT?

22: U: PI-2003

VAT now has the follo4pg representation (cf. 36) above):

VB-"UR-" / "PAST"
PI-2001 fAGT

PI-2003fPAT
CJ-"."

CC-2002
CJ-"KARA"
CJ-"."
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VAT next asks:.

23. V: WHAT IS THE TePIC?

24. U: P1-2001

0

whereupon for Japanese it presently creates the structure:

VB - "UR -" / "PAST"

PI-2001 / "GA"
PI-2003 / "0"

CJ-"."
CC-2002
CJ-"KARA"
CJ-"."

VAT is now at a point where it can lexicalize PI-2001.and PI-

2003. Beginning with PI-2001, it might ask first:

25. V: IS-PI-2001 GIVEN?

26. U: YES

In fact, however, we assume that the speaker (and addressee) are

automatically given, so that VAT contains a general entailment

to the. effect that:

SP-SPEAKER (PI-A)

E>

SP-GIVEN (PI-A)

Since by convention PI-2001 is the speaker, the following is al -

ready stored as discourse information:

SP-GIVEN (PI-20C1)

Thus VAT was abic to give an affirmative answer to question 25
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above withouta3king the user. Pronominalization in Japa es° .s

4%

a complex matter, d'epending in part on social reationshi s, and

we have not as yet constructed a procedure to introduce he

correct pronoun for a Pt that is given. We have, howevr, taken

advantage of the simple fact that given Pis are very often de-

leted, -with np surface representation at all. In the present

examplti, and in many others, the simple deletion of s ch a PI

produces the correct ,result, so that an affirmative /answer to

/

/question 25 leadd to the representation:

V3-"UR-" / "PAST"
PI-2003 / "0"

CJ-"."
CC-2002
CJ-"KARA"

VAT now turns its attention to PI-2003:-

27. !/: IS PI-2003 GIVEN?

28. U: NO

29. V: DOES P1-2003 HAVE A NAME?

U: NO

31. V: LOW IS PI-2 113 CATEGORIZED? /

32. U: RLIZOOr.0

(We omit here considerations of cardinality.) The representa-

tion now is:

VB-rUR-" / "PAST"
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NN-"REIZOOKO" / "0"
CJ-"."
CC-2002
CJ-"KARA"
CJ-"."

The first three lines of the above are actually as far as we 0

at the present time in the surface representation of a.sentence,

We try to include in such a representation everything that is

needed to arrive at a. correct linear sequence of words. In this

case the combination VB-HUR " / "PAST" will yield the surface

word utta, which will be placed in sentence-final p sition (fol-

lowed by the. period). That leaves reizooko o as d first words

in the sentence.

VAT would next ask about CC-2002, but we will not clrry the

verbalization process further here. We are interested in how

just this much of the text will be translated into English. By

and large VAT will ask the same questions it asked in the course

of the Japanese verbalizatiion. It will look for the answers in

the answers tha4 were given there, and when possible will apply

corresponding an avers in English. Along the way, whenever ap-

propriate, it will apply syntactic processes that are called for

by the structure of English. The. translation, then, begins with

the same question that began the verbalization in Japanese:

V: WHAT VAT TASK DO YOU WANT PERFORMED?

The answer given in line 2 abo've was VERBALIZE CC-2001. The

En9,11sh translation must use its own four digit-numbers.; in
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what follows we will simply substitute the English digit "1" for

the Japanese digit "2":

U : VERBALIZE CC-1001

Of course here as elsewhere this question is not actually asked

of the user, but is answer 6d internally by VAT. The next ques-

tions exactly parallel lines 3-8 above:

: WHAT IS THE GENRE?

OPEN

: CAN CC-1001 BE CATEGQRIZD?

U : NO

V: HOW IS CC-1001 SUBCONCEPTUALIZED?

U: REASON .(CC-1002, CC-1003)

We assume that English would not in this case use the word

because, but simply juxtapose the two sentences, as in example

8) in section II. Thus the representation now is:

CC-1003
CJ-"."

CC-1002
CJ -11."

Lines 9-13 of the Japanese verbalization have a direct corre-

spondence:

V: CAN CC-1003 BE CATEGORIZED?

U : YES

V: IS CC-1003 GENERIC?
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U: NO.

V: HOW IS CC-1003 CATEG04;ZE..1?

At this point the Japanese.answekwas UR-. That is, t.le cate-

gorization was in terms of the JapAnese category UC-"UR-". It

is necessary to find an English cateory that corresponds. The

procedure at. this point is to look fit in a stored list of

bilingual category equivalences which wcall interlingua. The

entries in interlingua are of the following sort:

Japanese English

UR- SELL

HON BOOK

That is, the list contains pairs of categories, where the mem-

bers of each pair are a:isumed to categorize what is, for all

practical purposes, identical content. The assumption is that

if a CC can be categorized as an instance of UC-"UR-" in Japa-

nese it can also be categorized as an instance of UCISELL" in

English, and vice versa. Similarly, Japanese UC-"HON" and Eng-

lishJJC-"BOOK" are equivalent categories. As a general strategy

we expect that pairs will gradually be removed from interlingua

as differences between the paired categories are discovered.

Linguistic research,has not yet progressed to the point that we

can say with complete certainty that any two categories from two

different languages embrace exactly the same content. At the
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outset, however, it is useful at least, to pretend that UC-tUR-"

and UC-"SELL" are equivalent, and probably there are at least

some pairs in interlinqua that will remain viable for 30MC time.

The present example was chosen because the answer to the

last question .above can'be ound in interlinguaA. Later we will

consider a case where it c nnot. At this point VAT answers its

own question with:

O : SELL

"*"

then looks at the lexical entry for UC-"SELL" (which we assume

does.not Aliffer from that for UC-"UR-")4 and creates the rep-

resentation:

VB-"SELL" / "PAST"
PI-BtAGT
?PI-CtBEN
?PI-DtMSR
PI -EfPAT

Cj_fl.fl
CC-1002

The questions and .answers wnich parallel lines 15-22 of the

Jaimnese verbAlization ar e straightforward:

: I TNE BENEFICIARY EXPLICIT?

N,)

V: THE MEASURE EXPLICIT:

L : NJ

'.;:iAT IS 2HE AGENT?

U : PI-1001

79

c.)
1. Jt...



V: WHAT IS THE PATIENT?

U : PI-1003

v.

\The -representation now is:

The

VB-"SELL" */ ."PAST"

PI-1001fAGT
PI-1003fPAT

CJ-"."

CC-1002
CJ-"."

next exchange is:

V: WHAT IS THE TOPIC?

'U: PI-1001

which creates the representation:

VB-"SELL" / "PAST"
PI-1001fSUBJ
PI-1003f 1D0

C1%." "

CC` 1.002

C" "

With lexicalizatioh of PI-1001 the procedure is different in

English, since this item cannot. simply be deleted as in the Jap-

anese. We follow the questions illustrated in examples 40)

through 43) in section V:

V: IS P1 -1001 GIVEN?

U : YES

'I: IS PI-1001 THE ADDRESSEE?

U : NO
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V: WHAT IS THE CARDINALITY OF PI-1001?

U : 1

V: IS PI-100i THE SPEAKER?

U : YES

ril.us the 'representation now is:

VB-"SELL'' / "PAST"

NN-"IntSUBJ
PI-lontpo

CJ-"."

CC-1002t
CJ-"."

Now comes the lexicalization of the direct object, PI-1P,03. The

4
.initial questions parallel lines 27-31 of the Japanese verbal-

ization:

V: IS PI-1003 GIVEN:

U: NO

V: DOES PI-1003 HAVE A NAME?

U: NO

: HOW IS PI-1003 CATEGORIZED?

Thu Japanese answer was REIZOOKO. VAT will now look in inter-

lingua to see whether thcat item is there, and we assume that it

will be found paired with English REFRIGERATOR. Although Japa-

nese was able to terminate the verbalization of PI-2003 at this

point, English must ask the question introduced in example 50)

of suction V:

:# DOES UC-"REFRIGERATOR" IDEN'I'IFY PI-1003?

81
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The answer depends on the context, but let us assume that it is

yes. The representation now is:

VB-"Sli:Ji" / "PAST"

WI-"I"ISUBJ

NN-"REFRIGERATOR" / AR- "THE" tDO
CJ-"."

CC-1002
CJ-"."

c

We now, have the kind of representation of the first Zentence

that is ?ur current goal. Normal English word order will

put the subject first, the verb second, and the di. object

.last to yield the-final representation "I sold the refrigerator

of.72).

The above example was chosen to illustrate...a maximally

ple case of CransVtion: one in which, in particular, the an-
. r.

.savers to all questions about cross-language categorization could

be found,in interlingua. The interesting cases, however, are

those in which interlingua does not provide all the answers. It

is in these cases that the zigzag arrows of Figure 1 in section

I must be further elaborated. The general method .of elaboration

is suggested in Figure 4. Assume that we are producing a ver-

balization in the target language and, coming flown from the up-

per righthand corner, we arrive at 41 point where a CC or PI

needs to be cate rized. Following arrow 1, we look across to

the source language verbalization to find that the corresponding

CC or PI was categorized in a certain way, let us say as an in;

staAce of c,-.tcgory A. Wc.; look next at interlinqua ;arrow 2).
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If A were there, we would take the target lang age category

paired with it (such as SELL and REFRIGERATOR in the example

above), introduce it into the target language verbalization,

and proceed. Now, however, we are considering those cases in

which A is not found in interlingua. The next step, folloWing

arrow 3, is to look at the entailments of A in the source lan-
.

Nuage lexicon. We next follow arrow 4 to search the target lan-,

guage lexicon for entries whose entailments are compatible with

those of A. (This search procedure is likely to present chal-

lenging problems when the source language lexicon reaches any

interesting size. It is, however, facilitated by the presence

H

of abstract features like TRANSFER and TRANSACTION which can be

used to limit the domain of search.) Suppose that we find two

entries in the target language lexicon, B and C, both of whose

entailments are compatible with the entailments of A. We then

look to see how the entailments of B and C differ and find, libt

us say, that--64walataLLSUltili.t.TPPtis)...Xwhi le C contains en-

tailment(s) Y. We then follow arrow 5 back to the source lan-

guage verbalization, hoping to find something in it that will

allow as to choose between X and Y. (Again there are chal-

lerOjinq problems in searching the source language text for the

answer, problems that we have hardly begun to deal with.) L,'

us now assume that we find something in the source language text

that is comp.Aible with X but not wit; i Y. We are then able to

choose B as the correct target language category. We introduce

that category into the target language verbalization via arrow

34
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6 and proceed. In those cases where the choice between X and Y

(and hence between 13 and C) cannot be made--where the source

language text does not profide the answer--VAT must resort to

asking the Lager for the correct categorization.

We will illustrate this procedure with the brief Japanese

text:

73) Reizooko o kasita. Okane ga hituyoo d,itta kara.

refrigerator rented money, needed was because

We will want VAT to translate these two sentences into English:

74) I rented the refrigerator. I needed the money.

We are not conceraed in this example with the fact that the

first English sentence is ambiguous between rented (to someone)

and rented (from someone), but with the fact that the first

Japanese sentence is ambiguous between rented and lent. In both

cases, it seems, the second sentence serves to &.sambiguate.

What we are interested in now is the fact that VAT must somehow

choose between RENT and LEND as the proper correspondent for

Japanese KAS-.

We can assume that most of the verbalization in both lark=

guages proccds along the lines already exempli ied, since 71)

and 73) arc minimally different. Imagine, then, t we have

arrived at the point 'in the Lngiish verbalization where the

. quustion is:



V: HOW IS CC-1003 CATEGORIZED?

We are now in the upper right of Figure 4, and we follow arrow

1 to find that the corresponding CC in the Japanese vcrbaliza-

tion was categorized in terms of UC-"KAS=". We then follow

arrow and find that KAS- is not in interlingua. We look next

via arrow 3 at the entailments of UC- "KAS -" and find that they

are as specified in example 55), section' VI above, but without

the last line of that example:

75) CC-A Cx UC-"KAS-li

E>

CC-A F> V13-"KAS-" (PI-13tAGT, ?PI-CfBEN, PI-DtPkr)
CC-A C> tIC- TRANSFER

PI-D =.

PI-F = PI-C
PI-E = PI-D
CC-B = CC-E
CC-C = CC-F

CC-E Cs UC-HAVE-USF

CC-P C> UC-HAVE-USE
VB-HAVE-OWN (Pl-B, PI-D)

Substituting four digit numbers for the variables, we obtain:

76) CC-2003 Ca. UC-"KAS-"

CC-2003 F> VB-"KAS-" (PI-2001tAGT, ?PI-2902tTEN, PI-2003
tPAT)

CC-2003 C> UC-TRANSFER
PI-D = PI-2001
PI-F = PT-2902
PI-E = PI-2003
CC-B = CC-2905
CC-C = CC-2906

CC-2905 C.). UC-HAVE-USE
CC-2906 C> UC-EAVE-USE
VB-HAVE-OWN (PI-2001, P7r2003)

(P1-296,:, CC-2905, and CC-2906 have been inserted here as arbi-

66



.1

trau numbers. It is quite possible, however, that these are

items which show up explicitly elsewhere in the Japanese verbal-

ization. For example, PI-2902, the one who receives refrig-

erator, might well be mentioned elsewhere in the text.)

Since CC-2003 involves a transfer, VAT must also assign

numbers within the definition of UC-TRANSFER, given in section

VI above as example 52):

77) CC-2003 CN UC-TRANSFER
EN

CC-2003 SA. CJ-CHANGE (CC-2905, CC-2906)

CC-2905 is VB-HAVE (PI-2001, PI-2003)

CC-2906 F> VB-HAVE (PI-2902, PI-2003)

Thus there is a change from the renter or lender (PI-2J01)

having the object (PI-2003) to the rentee or borrower (PI-2902)

having it. the last thre^ linos of 76) made it clear that this

wa3 not a change in ownership but only a change in use,.and that

P1-2001 retains ownership throughout.

Following arrow 4, we carry these entailments across to

Erigli5h lexicon and search 5Or entries whose entailments

are compati"olo with 76). Compatibility means that these entries

will contain what is in 76), but may also contain more. Let us

ay that we find two such eniries, one for the category UC-

"LEND', which was given in 55) al)ove, and one for UC-"17.11NT-2",

which was given in 57) .

Thu next step is to isolate the differences between LT-

"LIZiD" and UC-"RENT-2". UC-"LEND", as mentioned, differs from
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75) in containing an additional dial linR:

78) CC-A -C UC-TRANSACTION

That is, CC-A cannot be categorized as a transaction. UC-"RENT-

2", on the other hand, contains the statement:

79) CC-A Cs. UC-TRANSACTpN 4

At one level of abstraction the question which must be answered,

therefore, is whether CC-1063 is or is not a transaction. In-.

formally, this is a matter of whether PI-2001, the renter or

lender, did or did not receive money in exchange for the trans-

fer Of use of the object.

The following digits can be inserted for the variables in

the-lexical entry forUC-"RENT-2":

80) CC-1003 C> UC-"RENT-2"
E*

CC-1003 Fs. UC-"RENT" (PI-1001,AGT, ?PI-1901tBEN,
?PI-1902fMSR, PI- 1003tPAT)

CC -103 Cs. UC-TRANSACTION
PI -I'' = 'PT-1001

PI-D = PI-1901

P: -E = PI-1902

PI-G = PI-1003

CC-B = CC -1901

CC-C = CC -1902

CC -1901 Ck. tJC- TRANSFER

CC-B = CC-1903
CC-C = CC-1904

CC-1902 C* UC-TRANSFER
CC-B = CC-1905
CC-C = CC-1906

PI-1902 C* UC-MEDIUM-OF-EXCHANGE
CC-1903 C* :IC-PAVE-OWN

CC -1904 C* UC -UAVE -OWN

CC-19Q5 C* UC-HAVE-USE
CC -190e c> UC -IIAVE -USE
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VB-HAVE-OWN (PI-1001, PI-1003)

.What all this says is that the categorization of CC-1003 as an

instance of UG-"RENT-2" involves a number of.things. First,

there must be a person who does the renting but (PI-1001), a

person who receives thor rented object (PI-1901), the money that

is paid 4n_cont (PI-1902) , and the rented object itself (PI-

1003). Furthermore, CC-1003 is said to be a transaction,- and

certain equivalences are stated between the RENT-2 definition

And the TRANSACTION definition. VAT must therefore ass in these

pater. -iCMar PI and CC numbers within the definition of UC-TRANS-

.
ACTION, which was given as example 56) in section VI above:

al) cc-1to3 C UC-TRANSACTION

CC-1003 S.0 CJ-PURPOSE (CC-1901, CC-1902)

CC-1901 "C ,UC-TRANSFER
PI-D \- PI-1901
PI-E PI-1902
PI-F PI-1001

CC-1902 CA. OC-TRANSFLR
PI-F - PI-1901.

PI7E - PI-1003

PI-D - PI-1001

ThiLi stlys that CC-1003 can be paraphrased as two transfers, CC-

.

190i a/nd CC-1902, the of which was for the purpose of the

second. (CC-1901 is the transfer of money, and CC -1902 the

trinsfer of the rented object.) VAT must, therefore, look also

at the definition of UC-TRANSFER, given in section VI above as

examplu 52) , and introduce again the proper PI an:? CC numbers

for t;ach these particular transfers. The first of them will

be roprcsehted as:



82) CC-1901
E
CC-1901
CC-1903
CC-1904

C2. UC-TRANSFER

S% gj-CHAWGE (CC-1903, CC-1904)
VS -HAVE (PI-1901, PI-1902)

F). VB-HAVE (PI-1001, PI-1902)

That is, the first transfer involves a change from CC-1903 to

CC-1904. In CC-1903 the rentee (PI-1901) has the money (PI-
.

1902), and in CC-1904 the renter (PI-1001) has it. The second

transfer is represented as:

83) CC-1902 UC-TRANSFER

CC-1902 S.% CJ- CHANGE (CC-1905, CC-1906)
CC-i905 FA. VS-HAVE (P1-1001, PI...1003)
CC-1906 Fab. VB-HAVE (PI-1901, PI-1003)

Here there is a change from CC-1905 to CC-1906. In CC-1905 the

renter (PI-1001) has the object to be rented (PI71003), and in

CC-1906 the rentee (P1-1901) has it.

In 80) it is also, stated that PI-1902 can.be categorized as

an instance of MEDIUM-OF-EXCHANGE, in all Probability therefore

an instance of UC-"MONEY" (see example 59) in section VI above).

Furthermore it is stated that the change in the having of the .

money (from CC-1903 to CC-1904) involves a change in ownership,

whereas the change in the having of the rented object (from CC-

1905 to CC-1906) involves a change in use. Finally, it is

stated that the renter (PI-1001) retains ownership of the rented

object throughout.

What VAT wants to find out, then, is whether these things

that must be true: it CC-1003 13 to be an instanci! of UC-"RENT-2"
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are indeed true, or whether the bottom line in the entailments

of UC-"LEND", example 78), is fulfilled.instead. VAT tries to

decide this by following arrow 5 to the verbalization of the

Japanese text. Of course there are many 4Ists in which the an- K
swer might appear in that verbalization, f f0 it appears at all.'

If VAT is unsuccessful in its search it will have to ask the

user directly:

84) V: IS CC-1003 CATEGORIZED AS LEND OR RENT?

. In 73), however, we have made things easy by supplying a con-

text which ought to decide the question. It will be.remembered

that' the second sentence in 73) expresses CC-2002, which 'is the

REASON for CC-2003, or what is expressed in thq first sentence.

Now, CC-2002 is categorized in the Japanese as an instance of

UC- "UITUYOO DA", which means something like "be needed". Let us

assume that the Japanese lexicon contains an entry for 'this

category which includes the following:

85) CC. N UC-"HITUY00 DA"
E.

CC -A VB-"HITUY00 DA" (PI-BtBEN, PI-CfPAT)
CC-A FA. VB-WANT (PI-B, CC-D) ,

CC-D FA. VB-HAVE (PI-B, PI-C)

The case frame immediately under the E identifies PI-B as the

beneficiary, the person who needs something, while the thing

needed is labeled PI-C. The second line under the E> says that

an .ilti'rnative frathing is possible in terms of an abstract verb

WANT, wherein PI-B wants CC-D, and CC-D is then characterized in
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terms of PI-B, having P/-C. In otherwords, when e needs some-

thing, one wants to have it. (If this is not alw ys true, at

leapt it is the expected entailmAnt.)

If 85) is going to provide an answer to 84) there must

also be a qeneeral principle of some kind which elates what is

entailed by CC-2002 tor what is entailed by CC- 003. This gen-

etal prinCiple can be

p

stated as follows:

86) CC-A F> NS-WANT (PI -B, "CC -C)

CC-1i F> VB-"E" (PI-BtAGT)

CJ -= REASON (CC-A, CC -D)

CC-D E> CC-C

The first line says that PI-B wants CC -C., The second line says

that PI7B does something. The third line'tays that his wanting) -. ,

CC-C is the reason he does something. All off this'.t ether is

Ithen said to entail that his doing something entails hat he

wants, or CC-C. 'In other words, if one wants something\ and does

something because of that, then what one does must entail what

r.

one wants.

During the verbalization of CC-2002 part of the verbal-

iiation of the Japanese text, VAT will haV,e recorded the fact

that CC-2002 was categorized as an instanc, of UC-"HITUY00 DA",

and will have entered the following statements in accordance

with 85) :

87) CC-2002 C> UC-"HITUY00 DA"

CC-2002 F>. VB-"HITUY00 DA" (PI-2001tBEN, PI-2902tPAT)
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CC-2.002 Fa VB-WANT (P1-2001; CC-2,904)

CC-2904 Fa VB-HAVE (P1-2001, PI-2902)

0

At this point VAT ,also. has all the particulars needed for.prin7

ciplQ 86), which-can be filled out as follows:

8.8) CC -2002 Fa VB-WANT (PI-2,001, CC-2904)

CC-2003 Fa VB-"KAS-" (PI-2001tAGT)
CJ-REASON (CC-2602, CC-2003)
11.3.

CC-2003.,Ea. CC-2904

The first'line of.88i was obtained from 87). The second line

was-Obtained,from 76).. The third line. comes ft.= line 8 of the

Japaneseverbaliza set forth at the beginning of thig'7gec-

tion. what we are in erested in now is the last line of 88.),

which says in eff. that CC -2003 is categorized in\such a way

that CC-2904 is true, and looking back to 87) we see that CC-

2904 involves PI-2001 having PI-2902, or the agent of kasu hay-
.

ing okane 'money'. Making the necessary

English, this means\that CC-1003 must be

way that CC-1904 is true, where:

correspondenc4 in
t.

categorized in such a

89) CC-1904 F.). VB-HAVE (P1 -1001, PI-1902)

This is exactly what VAT finds as the last line of 82). Since

82) is entailed by UC-"RENT-2" but not by UC-"LEND", the clues-
.-

tion in.84) has.been answered, and the arrow labeled 6 in Figure

4 carrie'S".back the choice of UC-"RENT-2" into the English ver-
,

balization, which then proceeds as it did in the translation

illustrated earlier.

93
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r By this complex proc olving comparisons of entail-

ments within and across langlrages, as well as the general prin7,,

.N4 ciple stated 436),.VAT has been able to makethe corri_:ct

choice. So 1png as the answer to 84:). was derivable from some-
,

thing discoverable within the Japanese verbalization, VAT could

in principle succeed. It is .clear, however, that the route to

the answer could be. extremely complex, involving chains'of en-

It

tailments of unforeseeable length. There is no doubt that such

procedures are necessary tp answer such. questions, and that they

present .an extraordinary challehge to our techniques for infor-

mation storage andsearch.

1C9
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. IX. Miscellaneous 15-rob ems in Translation'

/

Since we have spent considerable time looknq into various

specific translation problems beyond those illustrated above,

we present here .a few. additional examples_of the.. sorts d-C-'things
.

that will have to be taken into account during the:implementa-

tion of machine translation along the lines suggested above.

Two ofthese examples.will, like those in the last section,

Naive the choice of 'a category in the target language when, thai.

choice -is'nOt irectly-provided by interlingua. One hat tb. do

with the translation...,of Japanese osieru into tnglish; the

./o_ther, the translation of English give into Japanese. -A -third

example will illustrates of problem that 'arises at the

stage of subconcep alization and sentence formation.

The following three sentences illustrate three possible.

English translations of the Japanese verb osieru:

90) Gaido wa Kookyo qa . doko ni aru ka osiete kuremasita.

,guide Imperial Palace where is showed

'sok() kara tookyoo #awaa e ikimasita.

there from Tokyo tower to went

The guide showed us where the Imperial Palace was.

From there we went to the Tokyo Tower.

91) Gaido wa Kookyo ga doko no aru ka osiete kuremasita

guide Imperial Palace where is told

95
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ga -watIsitati ga sok.° e ..itta toki ni moo Simatte

but we there to.went when already closed

was .

The guide told-us where the IMperial Palace was, but. when

we got there it was already closed.

92) Kimatu .
.silcen'no tame ni sensei wa

semester -final .exam of 'tor the purpose teacher.

fa*

Kookyo ga doko ni aru ka osiete 'kudasaimasita.

Imperial Palace where is taught

For the final .:xam the teacher taught us where -the Imperial

'Palace was.

9;

-93) KoOkyp ga doko ni aru ka osiete

,which is trarslat44.in three different ways, determined by the

-,.. context:

in 90): show where the Imperial-Palace is

in 91): tell .where the Imperial P.:..lace is

in 92): teach where the Imperial Palace is

The difference is localized in the translatio9 of'osiete, a

J

participial form of the verb osieru. This verb may be trans-

lated into English as show. tell, or teach according to the

context, and the problem is to identify what the determining

factors are.

:102
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The Japanese cateclory UC-HOSIE-" a$ well as the English.

t

categories'UC-"SHOW",.UC-"TILL"I'and UC-"TEACH" are all -included

within the mer-e-eitsctatcgory UC-COMMUNICATION, whir:h can be

defined as follows: .

94) CC-A CI. .rc:-COMMUNICATION.

CC-A F. 'VB-INTEND (PT-B, CC-C)

CC-C S> CJ-CAUSE (CC -D, CC-E)

CC-D F> VB-ACT (PI -B;

CC--E S> CJ-CHANGE (CC -F, .CC-G)

CC-F -V3-KNOW (PI-H, .CC-I)

CC-G F> VB-KNOW (PI-H, CC-I)

.
That is, for a CC to be categorized as an instance of UC-COMMU-

ICATION entails that someone (PI-B) intends something (CC-C)',

and t what he intends is that CC-D wily cause CC-E. CC-D is

some cttyat Pit -B performs, and CC-E, caused by that act, is a

change from state CC-F to state CC-G. CC-F state in which

another person (PI-H) does not know something=.(CC-I), andvCC-G
t

is a state in which that person does \know it.

Subcategories of UC-COMMUNICATION may differ aS to the

nature of the act (CC-D) pk.rformed by the communicator, as to

the kind of knowing that results (e.g. whether it is retained

in surface or deep memory), and in other ways such as the au-

thoritativeness of the communicator with'respect to what is

communicated (CC-I). The Japanese category UC-"OSIE-", for

example, is less specific as to the act performed by the commu-
,

icator; apparently he can Ho almost anything that will haVe a

communicative function. UC-"TELL", on the other handl.entai

97
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verbal act; UC-"SHOW" an act which directs' the other persons.

vi seal aLt.Intion to CC-I, add UC-"TEACH" an act which is didac-

1

tic:in nature. -It is difficult to delimit the acts wirch

ify as teaching, but: evidently they have an instructional

quAlity which is not necessary for
of
UC-"OSIE-". UC;-"TEACH" may

also.be .tiniql4e' in requiring .that .i;he knowlng (CC-G) be deep or

loq-term knowing, at least in tie intention of PI-B? Japanese

UC-"OSIER . may, for its narti require that:PI-B be authoritative

with respect ,u content of what is being communicated (CC-I,.

Bast how is it, for example, that the context in 90)-

/- I

stricts the' translation of "OSIE-" to "SHOW"? The'secqpd sen-

tence in 90)'says that we went from there (soka), whose referent

is the lotion of the Imperial Palace. Thus, at tie time of

the communicative event, we mast have been at the Imperial Pal-
..

ilace. Now, there is evidently a general principle, like 86) in

the last section, which says that a verbal act is not.used to

communicate where something is when the beneficiary,of'the act

is already at t:aat place. There is evidently no such restric-

tion on directing visual attention to Where it Is, hence LC-
,

"SHOW" is preferred to UC-"TELL". Since there is nothing in the

context of 90) to suggest that teaching methods were involved,

yc-"slicw" is left as the only candidate.

In 91) the situation is otherwise, The second clause makes

it clear through the phrase translated "when we got there" that

we were net. at the Imperial Palace at the time of the communi-

9E
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cative act. Another general pr,inip;le says that visual atten--

'0Jo:p. can ae directed only at things. withl.n visual range. Thus

uc-sliow. is in this case ruled 15ut, as is UC-1TEACH" ..again be-

cause or the absence of didactidrcortext. uc-"mu" is thus the

choice here.

/

In 92) the didactic context is: evident. The. Japanese wo

kimatu, .e ikon, and sensei all belong within ;the semantic aeld

of tecu_hing, a faelt to be -noted in the lexical entry for each of.* N

thin. Hence the English.category UC-"TEACHui. gbvi isly memner

of same semantic dwill be the choice here. Probably

we should also take acc unt of the fact that the idiomatic verb,

at tL d of this sentcfnce, literally 'gave', ieinforces the

-,,Iperior 4:tionship.oi-the communicator: in this case, the

fact that he is authoritative with respecc to what is being Com-

municatdd.

L)oint of this exampla of the translation of- osieru is

to empha:;izo the complexity of the criteria whieb. may have to be

invoked to dcAnde between possihletranslations. Here we have

seen a link between diferent kinds of communicative acts and

the location of the recipient of the mmunication, information.

on the latter bein(4 derivable from information about the move-

ment of the recipient to or from the place of communication, to-

gether with temporal information. It is also of jnterest that

this example, like the second example in section VIII, led us to

recognize certain ge.eral principles: that one does not com-

00
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municaLe v4..ally about where something is when the addressee is

already there, for example', and the obvious principle that one

does riot call visual attention to .something that is -nct visible.

implemenvation of this kind of translation 'research-
S.

will undoubtedly lead to the recognition of a number of such

Thy word kudasaililaita in 921 leads us to a different kind

of complication, that involved in the need to pay special att

tion in Japanese verbalization to the social relotioriship ex-

isting. betweenethe speaker 'and various. other persons. Although

we.are changing the direction of translation here, it is of some

interest to consider questi,ns that arise in translating the

English category "UC-"GIVE" into Japanese. We may assume- that

UC-"G1VE" has the entailments listed in example 54) , section VI

above, and that furth-rmore the categoric F underlying all the.

Japane3e vci-b:c to be mentioned share these same entailments;

Each Japanese category, however, has additional entailments of

rLs own, and it in the hature of these additionz.1 entailments

that We are interested ihe'

The verb klrer,l, for example, is used to express instances

of a category whose entailments include those of UC-"GIVE" plus

the following (where PI-B is the agent and P1 -C the beneficiary

of the giving) :

95) CC-A CI '1C-"KURE-n

100
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'VB-C140SH-TO-SPEAKER (PT-C)
VB-CLOSER-TO-CPUKER-THAN (PT-C, PI-B)

(PI-B, PI-c)

'

That is, UC7-"KURE-"_is the category, chosen if the ber,oficiary

of the .giving is sOcially.Close to the. speaker, closer to the

speaker than the agent .of the giving, and the agent is not so-

cially higher than the beneficiary. In ,translating\texts where

such information is relevant, VAT will either have to store a

network of social relations,linking all the relevant individ-

ua ls, a network which may in part.be derivable from the text, or

it will nave to ask the user questions like:

96) V: IS PI-2849 SOgIALLY CLOSE to I-2001?

V: IS PI-2849 SOCIALL'Y CLOSER TO PT-2001 THAN PI-2365?

V: IS PI-2365 SOCIALLY HIGHER THAN P1-2849?

The verb kudasaru, whose idiomatic function appeared in.

92), is used to express instances of a category whose entail-

ments are as follows:

97) , CC-A UC-"KUDASAR-"

E>

VB-CLOSE-TO-SPEAKER (PT-C)
VLF-CLOSER-T0-3PEAKER-T110 (PI-C, -B)

VB-HIGHER-TITAN (PI-B, PI-C)

In other words, the entailments of UC KUDASAR-" are the same

as those of UC-"KURE-" except that the agent of the giving is

socially higher than the beneficiary. (It was the exalted po-

sition of sensei, the teacher, in 92) that led to the usc of

101
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/
kudasaimasita ip that sentence.)

Another possibility_ hp verb yaru:,_

98). CC-A C.% UC-"YAR-"

f-VB-CLOSE-TO-SPEAKER (PI-C)
-VB-CLOSER-TO-SPEAKER-THAN (PI C, PI-B)) 4°

VB-HIGHERTHAN (PI-B, PI-C)
-VD-RESPECTED _

"\-The braces indicate.a disjunction. hus "le of the, ways in

which this category differs from the last two .is in $:lik? bone-

ficiary of the giving not being socially close to the. speaker,

orlelse in his not being, closer to the speaker than 'the agent of

tlIci giving. As 'in' 97) .the agent is socially higher th the'

i36fiefiCiarV. as -stated in the.iist tffe bene-.

ficiary is not being treated respectfully by the peaker.-

0

The verb ageru is like -Yarn, ecept that the agent of the

(jiving is not socially higher than the beneficiary: .

99) CC-A Cs UC-"AGE-"\

f-VB-CI,OSE-TO-SPEAKEli (PI-C)

L-VB-CLOSER-TO-SPEAKER=THAN (PI-C, P1-B))

-Vii -HIGHER-THAN (PI-B, PI-C)

-VB-RESPECTEV (PI -C)

Thu la3t verb that we will consider here is sasiaceru:

10C) CC-A UC-"SASIAGE-n

E>
SOO

VB-CLOSE-TO-yPEAKER (PI -f3)

1.0
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*or

VB-HICHER-THAN (PI-C. PI-B)

VB-RLSPECTED (PI-C)
-

In Cther words,, the agent .of. the .g.iming is socially c1se6-thv

speaker, while the beneficiary is sociA1,4 higher than the agent

I

and is being treated iespec.c.fully by the speaker. It o

t.
v

po.sible to 4.S0 this t:ellory when the agent iii not socially
\

.
!. , ..-

,
. \

.

ClCSC to thc.- speakOr, but evidently Japanese sp kers r not
, -\

.

..c.Irapietly vopfortible about tile choice in that cae;., -Lover-i,
,..'

.

. . $
. .1 1. i,

\ so'

16'

thl:es, them:, is n6 other category available.
.

,
I V . O.

, '115

/

/
, /

r)he way in" which VAT to fin yrs to ques-

tions regariqg social relationsh4sjs through the/occLirrence
; ° / . .

ih the text of categorizations'thA ;..)ntail such telationships.

For example, the occurrence of an instance of UC-",SENSEIY in

example 92) entails a socially higher status for the PI thus

categorized than for th PIs who are this teacher's students.

It tnLis lead.; to the choice of IIC-"KU4ASAR-". Kinship terms

also provide examples automatically entailed social status.

if we take a PI tiit iN .11 instance of UC- "OTOOSAN" 'fatherA,

for exampl,- thexe ,ntailments of the following sort:

101) PI-A CA. f;(.7-"oTOOSAN"

VB-FATaEP-W (PI-A, PI-B)
VB-IIIGJER-THAN (PI-A, PI-B)

That is, PI-A mu.i,t be the father of someone (PI-JB), and will be

socially higher than that someone. It will also be the case

that:

Aizs X10 3
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f" .

102°) VD-FATHER-OF (PI -A, PI-B.)
.

.4 SP-SPEAKER. (PI-A) .
Ex

VD-CLOSE-TO-SPEAKER (PI -f3)
I

;L

That/As.,,,Nff the PI-kwho is,the,fat.tier' of PI,-.13 is at th same

art

time the speaker, PL-8 will be socially close to the speaker.. i ,

1

I ,

. The entaiLments, derived from 'both 101) and 102) are relevant to
- :1,

',

se

t

the choice of a translation' for English tiC-"GIVE", as sketched

. abciv.er.

So farall our examples of'translatio.114rob16ms have in-

volved categorization. Certainly, however, theekare alsolt''prob-

lems which arise in subconceptualization, and in the as*ocited
0

application of syntacic processes which lead to 5Clatise and sen-
t

tence formation. We have riot paid as much attention ,toques-

A

ques-

tions 'of this sort, since f,or the most part'ye have been able to

\

translate ientence 'for sentence5wit'reasonable success. One
t

4

example which seems fairly cleat: arose early in our\inve4tiga-
. . ,;

tion, and will be repeated here as an illustration of the 1-

lenges which are likely to arise 1,n ,this respect.

At issue is the translation of the English sentence in 103) ,

the first sentence of a fable, into the sequerice of two Japa-.

nese sentences in 104) :

N

.103) There .was once a wolf who saw a lamb drinking at a river,

and wanted to create an excuse to at it. IL-

104
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104) Mukasi aru tokoro kawa de mizu o nonde

once certain place in river at water drinking.

iru ko-hituOd o mituket4 ippiki no ookami gf imasita.

be lamb _saw , one wolf was

Sosite sono ookami wa sono ko-hituzi o taberu tame no

and 'that wolf .
,hat lamb eat for

iiwake.o tukurita-gatte imasita.

excpse make-want-seeming was

Tha, question we adxponcerned with is Why.it is desirab1 for

the Japanese translation to create two sentences, where the Eng-

lish had only dine.

We may note first of all that the English sentence contains

two conjoined relative clause t"who Saw...and wanted... ").

Japanese relative clauses differ syntactically from those ill

English in being'preposed 'to the ..noon they modify. Hence, if

the Japanesewere to
keservethe.structure of the English in a

[

single sentence, the speaker would have,to gay everything that

the wolf saw and wanted before he ever was able to mention the.

wolf. .The subject of the seeing and the wanting_Would be held

in suspense for so long that addressee or reader' might have Sue

problem in interpreting what was being said. Another reason for

not repeating the English structure /6f two relative clauses has

to do with the beginning of the next sentence: in English, "For,

that puil5bse...he accused
the lamb of stirring up the water..."

The referent of that purpose in English is clear. It refers to

the immediately preceding relative clause: "wanted to create

an excuse to eat it." His wanting to create this excuse was his

105



purpose for.accusing the lamb.. In' Japanese, however, if the

clause in question were "reposed to ookami:4which would then b

followed by the main'ver of the sentonc imasita), ...he refer-7

Qn t. .cal that. purlia:;0 would no longer ho (.10.6 . by mak i hq t he......_ .... ..........

f
.

clause about the wolf's wanting to create the excuse into anin-

dependent.sentence, the Japanese is able to refer to it directly

at the beginning of the next sent'nce without difficulty.

We have not yet forMalized the proCesses hich VAT would

decide to create two sentences in the trans ation Where t

source verbalization has one. Evidently principles such as the

following-must eventually be built into VAT. First,.there must

'be a restrictionts,of some,kind the amount of material that can',

be includes4-iiin a preposed r ative clause, and perhaps especial-
,

ly in a relative clause that introduces the main character, of a'

story (whose introduction cannot be put off for too lbng). Sec-

ond, there is a need for a sentence-introduct8rY phrase like for

that purpose to have a clear referent which immediately precedes

'it. The task of introducing such principles into VAT's opera-

tions is formidable, but-not impossible of, accomplishment.

S
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X. Future Work.

A

.-7.

It will 4o obvious to anyone who has tried to dual with the

sorts of information and processQs mentioned in this report that

we have only inserted a few pin pricks into a gigantic monster

.whose eventual conquest calls for years of patient work. yith-'

out pretending to cover everything. that needs to be done, we

summarize below some of the more obvious lines of research that

the report suggests.

4

(1) Ddring subcanceptualization we make use 'of statements

like CJ- YIELDS (CC-1002, CC-1003). We need to extend and clar-

fy'the set of relations to which CJ-YIELDS.belongs: the re,t

lations which exist between the various conceptual chunks of a

text, whether these 'chunks he large or small.

(2) Such relations have surface consequences, of the kind

illustrated in examples 8) , 9), 19), and 22) above. Such conse-

quences axe: in tat quite varied and subtle, being dependent in .

part on complex contextual consi orations. Their clarification/

calls for extensive textual analysiS.

(3), We now have a primitive device for introducing di-

gressions and parentheses into the suk onceptual hierarchy. 1We

need to look at digressions in greater detail to determine mbre

precisely what constitutes a .digression, how best to formalize

the processes by which digres.sions are introduced, and how they
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I ,

are expressed under various conditions.

i .

(4) During the initial'period of this project we spent
tai

some time investigating the manner in which various textual

genres constrain the processes of verbalization. It will be

necessary to return to this question with a view toward con-

structing conceptual "grammars" of scientific articles, news

reports,,stOries of various kinds, etc.

(5) Although 'the general nature Of the framing process

seems to be understood, its details need refinement. The best.

inventory of "case" relations has not yet been established, nor

ha% the interaction between cases and other statuses which PTs

may have, such as tk)pic or given information.

(6) The treat, of "modifiers" (adjectives, .relative

clauses, adverbs) is; presently oversimplified. More work on

their introduction and expression is called for.

(7) The treatm t of "inflections" (tense, aspect, arti-

cles,-number, and theuike), though it has been given a fair.,

degree of attention alt\eady, needs to be expanded and extended.

(8) At present, a PI has a proper name we treat it as

a unicae name and use it;' for the lexicalization of the PI when-
,

ever the latter is not "c4ven". This procedure ignores the many
./T

interesting constraints which govern the choice apong competing
,\\

'proper names for the same Investigation of this area is

1.08



_Idependent on A more detailed understanding of a variety of

interpersonal relationships...

(9) When a PI does not have a proper name and is not pro-

nominalized, it must he categorized inifeme way that will lead

to lexicalization in terms of a common noun. The factors which

influence such categorization are of basic psychological inter -

est, involvin such questions as whether conceptual "'features"

are adequate to account for how a particular PI is ctegorized,

' and the extett to which continuous degrees of codability must be

recognized. ese factors will have to be included eventually

in the lexiconlse.that this problem is really the problem of

how the lexicon should be developed.

(10) A practical problem involves the procedures by which

lexical entailments are utilized. Should all the entailments

associated with every item in a text be. specifically created by

the program, or should they somehow be held'in some latent con-

dition until they arc needed? It is important to avoid the

mushroomipg of entailments beyond necessity.ihut exactly how it

can be avoided is not yet clear.

(.11) At present, if a PI is "given" it is automatically

pronominalized. We know that pronominaliza,tion is influenced by

other factors; for example, it will often.not take place if

\ambiguity is likely to result. Such factors as a search for

Posible ambiguity will have to be introduced into the system.



(12) Among the "readjustments" (section-V.gi.which are

.applieS after a sentence has1 beerA produced, we have dealt with

three types: the introduction of givenness, the .induction of

the relation IOENTIFIEF b tween a caLegory and a PI, and.the

creaiion of a CC which zep esents the production of the sentence,
.

..f,
t

as an event in itself. Ot,er kinds of readj4tmentt--that is,

1-:changes in discourse info ation. which result from the produc-

tion of a sentence--need to be investigated.
,.

(13) Our surface structure format at present consists of

a series of statements representing the major components of a

sentence, with all necessary surface information, included. We

have designed such structures so that they can be algorithmically

converted into sequences of words and sentences--that is, into

a normally readable text. /The algorithm needs to be specifically

implemented.

(14) With reference to the translation component in par-

ticular, it will be necessary. to look into differences in the

way different languages subconceptualize various kinds of con

"

tent, differences-in the treatment of various enres, differ-

ences in the placement of sentence boundaries, nd so on.

(15) The construction of an extensive interlingua list (a

dictionary of direct category corresponcloaces) between pairs of

languages is called for.

(16). Procedures involved in the use of entailments for the

110
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discovery of indirect cater!ory correspondences between two lan-

guace must be refined. Aside from the n-.1adto build up a lar

and filed workina lexicon foe each-lnvuageli4h t :is g9a1 in

. mind, it will be necessary to find ways of optimizin-the search

for correspondir.a entailments when no direct correspf.ndencen
..._,-

interlingua is found.

(17) With respect to parsing, we need to make orticise the

tec:Lniques by which textual clues are utilized 'in the recon-

struct ion of the verbalization prr.:cesses by which the'text was

created. These clues are many and,variild, differing to some

extent from language to language, and again a large-scale tmpir-

ical investigation is called For.

Attacks on these problems are appropriate en at least four

fronts. First, investigators simuld undoubtedly continue to

gage in traditional "armchair" linguistics,* involving cogitation

and discussions by persons steeped in the languages, procIduieS,

and theoretical issues,involved. Second, one can adapt and ex-

ploit'whatever materials relevant to these questions can be

found in the literature on these languages, on linguistics, on

artifiCial intelligence, on text structure, and so on. Third,

it will be possible to develop new facts through experimental

work. As an example, one can investigate specific examples of

human translation in order to establish ranges of variation in

different verbalizations of what is essentially the same con-

tent, and to determine the optimum correspondences between

111
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two languages in specific cases. Finally, of cou:!se, the del.el-

oprnent of a.c:omputor system can proceed in paral'el wi:h

other lines of research, halidling the ever-ihcrasing com;.leAity

in a way that the computer is unigyely s4ited foe, and proViding

th2 indispensible testing ground foe eaCh new feature or process

that -is hypothesized.

a
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Footnotes

1
Roger W. grown and Eric H. Lenneberg, "A Study in Language

and Cwnition," Journal of Abnormal and Social Psychology 49:

454-462 (1554).

2
Wallace L. Chafe, "Language and Consciousness," Language

50:111-133 (1974).

3
Cf. the discussion of '"deep" memory in Chafe, "Language

and Aemory," Esmato 49:261261 (1973).

4
What follows is based on the anal?sis by Susumo Kuno in

'his The Structure of the Japanese Lan ua e. (MIT Press, 1973) ,

chapter 9.,
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