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Abstract—The Internet of Things (IoT) relies on physical
objects interconnected between each others, creating a mesh of
devices producing information. In this context, sensors are sur-
rounding our environment (e.g., cars, buildings, smartphones)
and continuously collect data about our living environment.
Thus, the IoT is a prototypical example of Big Data. The
contribution of this paper is to define a software architecture
supporting the collection of sensor-based data in the context
of the IoT. The architecture goes from the physical dimension
of sensors to the storage of data in a cloud-based system. It
supports Big Data research effort as its instantiation supports
a user while collecting data from the IoT for experimental
or production purposes. The results are instantiated and
validated on a project named SMARTCAMPUS, which aims to
equip the SophiaTech campus with sensors to build innovative
applications that supports end-users.

Keywords-Data collection; Software Engineering; Architec-
ture; Distributed Computing; Sensors;

I. INTRODUCTION

Big Data is one of the most important research challenges

for the 2020 horizon. This paradigm relies on the collection

of tremendous amount of data to support innovation in the

upcoming decades [1]. A dataset is considered as big when it

meet the “four Vs” requirements: Volume, Variety, Velocity

and Value. The keystone of Big Data exploitation is to

leverage the existing datasets to create new information,

enriching the business value chain. According to the IDC

group, the amount of world data will be 44 times greater

in this decade, from 0.8 zettabyte to 35 zettabytes. In this

context, the Internet of Things (IoT) paradigm relies on a

world of interconnected objects [2], able to communicate

between each others and collect data about their context.

Day after days cars, smartphones and buildings collect

various information about our living environment, generating

zettabytes of sensed data. The Gartner group predicts up

to 26 billions of things connected to the Internet by 2020.

Intechno Consulting estimates that this market will generate

up to 180 billions of Euros worldwide. This is a typical

example of Big Data collection and analysis as it addresses

the four Vs: large Volume of Various data, collected with an

high Velocity to define application with added-Value.

The coupling between the IoT and the Big Data com-

munities is strong [3]–[5]. Unfortunately, there is no com-

prehensive approach to support the collection of data from

sensors and their exploitation: research efforts are focused

on the collection of data from the data producer tiers [6],

the reception tiers [7] or the exploitation one [8]. The

objective of this paper is to complement state of the art

approaches by describing a comprehensive software archi-

tecture supporting the collection of sensor data produced by

the IoT. In such a situation, architects must handle sensors

as hardware devices, and route the produced data to data

warehouses able to store the large amount of data produced

by these devices. This class of architecture must tackle

several challenges, e.g., data storage, avoiding processing

bottlenecks, sensors heterogeneity, high throughput. We use

as a running example the SMARTCAMPUS project, which

aims to equip the SophiaTech campus (Sophia Antipolis,

France) with sensors collecting data about campus’ usage.

The remainder of this paper is organized as follow: first,

SEC. II identifies the requirements of the architecture based

on the SMARTCAMPUS example. Then, SEC. III depicts an

overview of the architecture, and SEC. IV focuses on the

sensor viewpoint of the contribution. Thus, SEC. V addresses

data processing concerns, and SEC. VI the data exploitation

ones. Finally, SEC. VII describes research efforts relevant

with this contribution, and SEC. VIII concludes this paper,

sketching upcoming perspectives based on these results.

II. MOTIVATING SCENARIOS

The McKinsey Global Institute has identified up to seven

Big Data levers in the manufacturing value chain [1]

(FIG. 1). With respect to the IoT paradigm, these levers

are related to (i) collection of very-large datasets to support

experiments, (ii) the publication of marketplaces to exploit

the collected data and (iii) the exploitation of such datasets

with relevant application, e.g., monitoring dashboards.

In this paper, we use as a running example the SMART-

CAMPUS project, a prototypical example of Big Data appli-

cation. The University of Nice-Sophia Antipolis is exploiting

a new campus named SophiaTech1, located in the Sophia

Antipolis technology park. The ultimate goal of this project

is to consider sensors deployed in buildings as an open

platform to let final users (i.e., students, professors, adminis-

trative staff) build their own innovative services on top of the

collected (open) data. The campus occupies 58, 000 squared

meters (∼ 14.5 acres), including 8 buildings representing

1http://campus.sophiatech.fr/en/index.php



We have identified the following big data levers across 

the manufacturing value chain

Build consistent interoperable, cross-functional R&D 
and product design databases along supply chain to 
enable concurrent engineering, rapid experimentation 
and simulation, and co-creation

1

Implement sensor data-driven operations analytics to 
improve throughput and enable mass customization

6

Implement lean manufacturing and model production 
virtually (digital factory) to create process transparency, 
develop dashboards, and visualize bottlenecks

5

Aggregate customer data and make them widely 
available to improve service level, capture cross- and 
up-selling opportunities, and enable design-to-value  

2

Source and share data through virtual collaboration sites 
(idea marketplaces to enable crowd sourcing)

3

Collect after-sales data from sensors and feed back in 
real time to trigger after-sales services and detect 
manufacturing or design flaws

7

Implement advanced demand forecasting and supply 
planning across suppliers and using external variables

4

SOURCE: McKinsey Global Institute analysis
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Figure 1. Big Data levers in the manufacturing value chain [1].

23, 000 squared meters (∼ 5.75 acres) of workspaces, labs

and amphitheatres. The SMARTCAMPUS project preliminary

study was started in September 2013 and involves a team

of 18 persons. Its objective is to develop a technological

stack acting as a mediation layer between sensors deployed

in buildings and developers who wants to develop innova-

tive services based on these data. The development effort

is focused on data collection, scalability issues and data

visualization. The functional analysis phase (ended in 2013)

relied on a questionnaire and several user’s interviews to

identify prototypical scenarios for living labs experiments

and smart building use cases to be used as relevant validation

test cases. In this paper, we focus on the following two

scenarios:

• Parking lot occupation. The campus contains five dif-

ferent parking lots (∼ 500 spaces). The occupation rate

of each lot can be aggregated based on sensors (e.g.,

sonar sensors located on arbour overhanging the cars).

Collected measurements must be exploited in real-time

to guide user looking for an available space, and the

global occupation log is exploited to compute average

usage of parking and classify car movements.

• Heating regulation. The campus is located in a warm

area. To save energy and avoid the intensive use of A/C,

the external doors include a mechanism to stay open,

helping to regulate the temperature during summer.

Unfortunately, during winters, doors kept opened lead

to loss of heat. To diagnose these losses and support the

logistic team, temperature sensors located in corridors

and rooms continuously collect data. These data are

correlated to presence detectors through monitoring

dashboards (FIG. 2), identifying empty spaces with heat

losses. These data can also be exploited to assess the

“green” dimension of the building.

Simplifying the reality, let a measurement be a triplet

Figure 2. Heating monitoring with temperature and presence correlation.

binding a sensor identifier to a given timestamp and the

associated value, without any additional meta-data. Con-

sidering each element of the triplet encoded as a 32 bits

value, an update rate of one measurement per minute in this

context generates up to 2Gb of data per year for the first

scenario, only considering a single sensor. This is related to

the classical 4Vs of Big Data: large Volume of data (i.e., 2Gb

per year for one sensor), high-Velocity of data production

(i.e., 1 measurement per second for each sensor), Various

sources of data (e.g., sonar, temperature sensors), and added-

Value applications built on top of the collected datasets.

III. ARCHITECTURE REQUIREMENTS & OVERVIEW

To support the scenarios described in the previous section,

we identified the following requirements to be supported by

the designed software architecture. These four requirements

are not specific to the SMARTCAMPUS project, and do apply

to any IoT-based platform.

R1 Sensor heterogeneity. The system must handle various

sensors platforms, data formats and protocols.

R2 Reconfiguration capabilities. The system will be de-

ployed in wide environments, thus one must be able to

reconfigure it remotely.

R3 Scalability. The system must scale according to two di-

mensions: vertical scalability for storage purpose (e.g.,

enlarging the databases size), and horizontal scalability

for processing purpose (e.g., load-balancing requests).

R4 Data As A Service. The system must provide a mecha-

nism to support users who want to retrieve the collected

data, at the right level of abstraction (i.e., hiding the

underlying database).

FIG. 3 depicts an overview of the contribution of this

paper, i.e., a comprehensive software architecture supporting

the collection of Big Data in the IoT, with respect to

the previsouly described requirements. The architecture is



Figure 3. High-level description of the software architecture.

comprehensive as it addresses the complete spectrum of

elements involved in such a context.

• Sensors: in this study, we consider sensors as black

boxes, transforming a physical quantity into a mea-

surement. Classically, an electronic device is used to

transform such a quantity (e.g., temperature) into an

electrical resistance value (e.g., with a thermistor).

• Sensor Board: a board aggregates several sensors physi-

cally connected to it. The board is usually implemented

by a micro-controller (e.g., Arduino2). The responsibil-

ity of a board is to collect the data and send it to its

associated bridge.

• Bridge: the bridge responsibility is to aggregate data

streams from several boards. The different boards can

be connected to the bridge using physical links (e.g.,

USB), or wireless protocols (e.g., Zigbee3). The bridge

is connected to the Internet and broadcast the received

streams to a reception Application Programming Inter-

face (API). Bridges can be controlled by the system to

configure the way measurements are sent.

• Middleware: the reception middleware defines three

distinct APIs: (i) a reception API used by the bridge to

send data, (ii) a configuration API to support the set up

of measurements retrieval and (iii) a data API used to

interact with the collected datasets. The responsibility

of the middleware is to support the data reception as

well as broadcasting the configuration made on the

sensors to the relevant bridges. The middleware con-

2http://arduino.cc/
3http://www.digi.com/xbee/

tains the global sensor configuration, and the measured

datasets.

This architecture fulfills the previously identified require-

ments. First of all, sensors are considered as black boxes

and decoupled from the collection middleware. Thus, it is

the responsibility of the bridge to handle sensor hetero-

geneity (R1). The reconfiguration part (R2) is supported by

the middleware that stores the expected configuration and

broadcast it to the different bridges. Using a cloud-based

platform to host the middleware, the scalability of the data

collection (R3) is intrinsically handled by the underlying

cloud. Finally, providing a measurement-driven API as a

support for users’ interactions addresses the Data as a

Service requirement (R4).

The presented architecture can be prototyped with rela-

tively cheap hardware and software. The initial prototype of

the SMARTCAMPUS project, involving 32 boards and 130

sensors costed less than $1, 200.

• Sensors: specialized hardware, pre-configured shields;

• Sensor Boards: Arduino Uno micro-controller;

• Bridge: Raspberry Pi nano-computer;

• Middleware: Amazon EC2 cloud service;

IV. INTERACTING WITH VARIOUS SENSORS

In this section, we particularly describe the mechanisms

provided in the architecture to support sensor heterogeneity

(R1) and measurement reconfiguration (R2).

A. Challenges

There is no standard among manufacturers for sensor

interaction, each of them uses its own choices either for



the format of data or for the configuration of a sensor board.

Thus, implementing a sensor network is error-prone and time

consuming when the ultimate objective is to collect datasets

for further exploitation. Moreover, boards can become ob-

solete and no more available to customers. That’s why, as

time goes by, a network might have different boards, bought

from several manufacturers. The heterogeneity of the sensor

boards combined with the lack of standard among triggers

three challenges that need to be tackled:

• Consistency. To support system consistency and data

exploitation, the different data formats must be unified

into something usable technologically-independent.

• Transparency. The underlying protocol used to config-

ure the measurement process must be transparent for

the final user, independently of manufacturers’ choices.

• Configuration. As the sensor network is aimed to be

deployed on a large scale, the architecture must allow

one to reconfigure it at runtime, e.g., plugging in new

sensors or boards, as well as changing the frequency of

data measurements.

B. Application to the SMARTCAMPUS use case

At the prototype level, the SMARTCAMPUS use case

needs to deal with three different kinds of sensor boards:

(i) Electronic Bricks4 (temperature and light sensors, now

discontinued), (ii) Grove Shields5 (parking spaces sonar,

temperature and light sensors) and finally (iii) Phidgets6

(presence detector). Obviously these platforms rely on differ-

ent tools to collect data. More critically, even if the two first

ones use an Arduino micro-controller as sensor board, the

needed software libraries used to decode the measure differ.

As the sensor can be deployed anywhere on the campus

even in the rooftop, it is mandatory to remotely configure

the sensors from a centralized interface, without knowing

which technology is used.

C. Tackling the Challenges

1) Unifying Data format: To tackle the Consistency chal-

lenge, a mechanism must be provided to unify the different

data formats used in the architecture. In the described

architecture, the bridge is dedicated to this role. It defines

and implements an intra-network protocol that standardize

messages between the boards and the bridge, sending to the

middleware the measurements in a standardized format.

Intra-network protocol. The bridge receives data on

its sensor network communication interface from the

sensor board. The specificities of each manufacturer

are implemented, as an off-the-shelf class inheriting a

SensorProvider interface. Thus, the bridge transpar-

ently translate the proprietary format into a common rep-

resentation encoded in JSON [9] (FIG. 4). It contains the

4http://www.seeedstudio.com/wiki/Electronic Brick Starter Kit
5http://www.seeedstudio.com/wiki/GROVE System
6http://www.phidgets.com/

{"n": "TEMP_SENSOR", "v":24, "t":4520}

Figure 4. Example of message forged by the sensor board.

following pieces of information: (i) identifier of the sensor,

(ii) measurement value and (iii) associated timestamp.

Bridge routing. Messages coming from the different sen-

sor boards are collected by the bridge in order to be sent

over the Internet. The application on the bridge maps each

sensor with an endpoint and sends the data collected to

this endpoint. When a message is received by the bridge,

the identifier field is read to determine the corresponding

endpoint. The message is then queued and will be sent in an

array along with others messages assigned to this endpoint.

2) Tranparency of configuration: To be able to work with

various platform without having to deal with specificity of

each platform, transparency is mandatory. The architecture

relies on a minimal configuration protocol defined as the

intersection of operations classically supported by sensor

providers. This protocol works on the following data for

each sensor:

• id: unique identifier for each sensor;

• type: type of sensor (e.g., temperature, sonar);

• period: time interval between two measurements;

• interface: communication interface used to send mea-

surements to the bridge;

• end point : where do measurements must be sent?

To handle manufacturers’ heterogeneity with respect to

sensor configuration, we used the same mechanism than

the one used to unify the data formats: a generic interface

(SensorConfiguration) implemented differently for

each sensor configuration protocol. This interface contains

the following operations:

• add. It adds a sensor on the platform, allowing the

sensor network to send measurements for this sensor;

• del. It deletes a previously added sensor;

• freq. It modifies the measurement frequency;

• route. It declares the endpoint associated to this

sensor.

For example, one can physically plug a temperature sensor

on a given board, and then send an add command to declare

it and start to collect data from it. One can change its

destination (endpoint) by using the route operation (e.g.,

for privacy reasons), as well as its frequency using the freq

one (e.g., suspending measurement at night).

3) Remote and dynamic configuration: To achieve the

Configuration challenge, specific functional elements are

defined in the middleware to support configuration manage-

ment (FIG. 5).

• Sensors parameters Database: A database that contains

configuration of every sensors in the sensor network,

lists all sensor boards and all bridges.
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Figure 5. Architecture description of the middleware.

• Configuration: A routine called periodically to propa-

gates the configuration of sensors to their related bridge.

Therefore, to add or update a sensor in the architecture,

the user connects to an application and enters the configu-

ration of this sensor. This configuration is stored in Sensors

parameters Database. This configuration is then periodically

broadcasted by the configuration block to the related bridge,

the bridge will then translate the configuration in a way that

the related sensor board understand.

It is important to notice that a user does not have to

know on which bridge the sensor board is connected. The

configuration block first asks each bridge for the list of all

the sensor board connected to it. Then it sends to each bridge

the configuration of every sensors on those board. As boards

are often connected to the bridge using a wireless protocol,

the user can move a given board from one place to another as

long as it stays in the reception range of an existing bridge.

V. DATASETS VELOCITY AND VOLUME

Considering the data collection as realized thanks to the

previous section, the data reception must be handled, as

well as the storage of the received measurements. This part

addresses requirements related to horizontal and vertical

scalability (R3), implemented in the middleware (FIG. 5).

A. Challenges

The middleware should not be a bottleneck for the data

collection. It has to handle the reception of large amount

of data and be able to store it. Moreover, this middleware

should maintain quality of data by identifying if a data is

relevant or corresponds to a dysfunctional sensor.

• Horizontal scalability. The system must support high-

throughput data reception. It must not reject a mea-

Table I
COLLECTOR’S REST INTERFACE

Method Resource Parameter

POST /value Message array

surement because of an overload. While processing

the incoming measurements, the system must identifies

abnormal data.

• Vertical scalability. The system must store the received

data, and as new sensors can be added at runtime, the

database storage size must scale.

B. Application to the SMARTCAMPUS use case

Since many sensors are deployed in the SMARTCAMPUS

use case, data will be sent in parallel to the middleware. In

the worst case, all the sensors of the whole campus will send

a measurement at the very same time. As the initial prototype

was built using cheap sensors for experimental purpose only,

sensor stability was not the priority. As a consequence, the

temperature sensors used on the prototype often send deviant

data (e.g., a temperature suddenly greater than the previous

one by more than 70 celsius degrees for a couple of seconds).

The middleware has to identify such deviation and handle

it properly. Finally, as time goes by the datasets increased,

and the storage has to be adapted to support it.

C. Tackling the Challenges

1) High-throughput Data collection: First of all, the mid-

dleware has to collect data and pre-process it. Two specific

functional elements are designed to handle those tasks : (i)

the collector and (ii) the message processing blocks.

• Collector. The collector represents the front side of the

data collection system. It is exposed on the Internet



Figure 6. V olume.year−1 = ϕ(|sensors|, period)

thanks to a REST API (see TAB. I). When a message

array is received, the collector splits it into single

message packets and authenticates the sensor. If the

sensor is correctly identified, the packet is put into

a message queue in order to be processed by the

Message processing block. Based on these principles,

the collector is intrinsically stateless and can be load-

balanced with simple HTTP mechanisms.

• Message processing. Message processing blocks are

designed to pre-process data in the queue before storing

them in the database. It allows some specific handling

on data coming from a given class of sensors like

verifying the relevance of data. These handlers are

defined by the system administrator and executed on

the received messages. This process can also be load

balanced, as in concurrent programming terms the

message queue is a data producer and the processing

step a consumer. If too much messages are accumulated

in the queue, one can start additional consumers to

accelerate the processing throughput.

2) Data storage: According to the Velocity of the re-

ceived measurement, the Volume of the datasets become

quickly extremely large. Let the length of a sensor data

message be assumed as weighting 96b, using the assumption

made in SEC. II (it is an underestimation of classical mes-

sage weights). The volume produced by a set of sensors

pushing measurements with a given period is computed as

the following: volume = |sensors| × period× 96b.

As a consequence, considering a single sensor with a

period of one second, up to 3.03 Gb of data are generated

in a single year. We represent in FIG. 6 the evolution of

this function when both the number of sensors and the

period vary, representing the volume of data after one year

of measurements.

Figure 7. Virtual sensor implementation.

Table II
DATA RETRIEVAL INTERFACE

Method Resource Return

GET /sensors Properties of all sensors

GET /sensors/{id} Properties of a given sensor

GET /sensors/{id}/data Measurement for a given sensor

To exemplify this challenge, we take in consideration

scenarios presented in SEC. II:

• Parking lot occupation. Let’s consider a single park-

ing space equipped with a sonar located on arbour

overhanging the cars. This sonar sends data every 10

seconds. This sonar generates 300 Mb by year. Let’s

multiply this amount by the number of sonars on each

parking space (∼ 500) : 300× 500 = 150 Gb.

• Heating regulation. The SophiaTech campus is com-

posed by 8 building with 100 rooms each. Let’s con-

sider a single room equipped with a temperature sensor

sending data every 10 seconds. By the same computa-

tion done previously, we figure out a 300 Mb amount

of data produced each year. For a single building this

amount is 300× 100 = 30 Gb. For the whole Sophia-

Tech campus this amount of data is : 30× 8 = 240 Gb

The database should offer such storage with a fast data

recovery for users. To implement the database, all solutions

are possible, e.g., SQL, NoSQL, data warehousing. The

usage of a JSON standard format as described in the previous

section gave a document orientation to the architecture. As

a consequence, the MongoDB NoSQL database was used in

the prototype.

VI. ADDING VALUE TO BIG DATA

In this section, we describe the mechanisms available to

an user to exploit the data stored in the previous section.

These mechanisms address requirements related to the Data

As A Service paradigm (R4).

A. Challenges

Users accesses the database to retrieve data collected from

the different sensor networks. As we offer them a large



dataset, search and retrieval might not be as easy as it

could seem. Moreover, they might use and build user-defined

sensors which perform statistics, aggregation and translation

on data. We identify two challenges that need to be tackled:

• Lookup: A convenient way to retrieve specific measure-

ments must be offered to users.

• User-defined sensors: To add value on data, users might

group them to perform statistics and aggregation. More-

over, as some data could not be easily understandable

(e.g., values returned from sensors depends on the

sensor technology), a mechanism to translate these raw

data into exploitable data must be provided to users.

B. Application to the SMARTCAMPUS use case

Since the SMARTCAMPUS project provides access to the

collected datasets to many different users (e.g., students or

researchers), who do not have the same needs, different

use cases have to be considered. Indeed, a survey in the

campus showed that some people were interested in raw

data for statistic uses, others wanted pre-processed data to

create third party applications. For example, a developer can

build an application which counts how many free parking

spaces are available by retrieving from the database the

last occupation rate measurements thanks to the sensors

deployed on each parking space. This application answers

the motivating scenario of parking lot occupation presented

in SEC. II. A user-defined sensor freeSpaces can be defined

as the sum of the other occupation values to build a virtual

sensor providing the number of free parking spaces in the

campus.

C. Tackling the Challenges

1) Data retrieval: A large dataset is accessible to users.

To tackle the lookup challenge, a simple access

interface must be provided. The table II presents

methods that users can call to retrieve data or sen-

sors properties. The data access can also be re-

stricted depending of the data criticality. The resource

/sensors/{id}/data accepts as an input filtering

requests, e.g., the time range expected by the user, a

sampling method to be used to sample the dataset.

2) User-defined sensors: To tackle this challenges, we

introduce the notion of Virtual sensor. A virtual sensor

is defined by a user and is stored into the configuration

database like a physical one. It differs from physical

sensors by having a script properties executed when

its dependencies produce data. For example in FIG. 7,

a physical sonar sensor is located on top of a parking

space. An occupation sensor for this space is defined

as a script which transform the sonar measurement

into a boolean, determining if the space is occupied or

free based on the distance between the arbour and the

ground. Virtual sensors are used to add transparency

for the user. Indeed, they can perform data conversion

and aggregation on-the-fly. From the user’s point of

view, everything is transparent: she does not have to

know if the sensor is physical or virtual. She only

gets from the Data API a list of sensors. An accessor

(cf. FIG. 5) between the Data API and the database

addresses this issue. The accessor leads to two types

of behavior when accessing data:

• If the sensor’s type is physical: the accessor

queries the sensor’s data database where sensor’s

data are saved, and returns the measurements.

• If the sensor’s type is virtual: the accessor needs

to access both sensor’s configuration database

and sensor’s data databases. The sensor’s config-

uration database provide the accessor a way to

compute measures asked with physical sensor’s

measures.

VII. RELATED WORK

The pervasive dimension of Big Data is known, especially

when applied to the IoT and sensors. Research initiatives

focused on software architecture in this context address

(i) the storage dimension of the platform [10], (ii) the quality

of the collected data [4] and (iii) the availability of the

datasets as services [3]. The architecture presented in this

paper complement these efforts, as it strengthen the hard-

ware dimension of such an architecture. At the middleware

level, we rely on complementary technologies (e.g., NoSQL

databases, service orientation, REST interfaces) that can be

integrated with the one used in the previous approaches with

well known technologies, e.g., Enterprise Service Buses,

workflows. On of the strength of the service orientation is

to allow one to replace one service by another, creating its

own middleware through the composition of these works,

according to her very own needs.

Sensor storage marketplaces are essentially proprietary,

e.g., InfoChimp7, Xively8, TempoDB9. The architecture de-

scribed in this paper is an alternative to these platforms.

Moreover, the same architecture supports both data storage

and sensor reconfiguration, which is not supported by the

previously listed tools.

Sensor data format are critical to support their exploita-

tion. Our architecture relies on a simple data format for

presentation purpose, which can be replaced by standardized

data representation such as the SensorML initiative [11]

provided by the Open Geographical Consortium. This fam-

ily of languages defined the Sensor Observation Service10

facility to support sensor measurements (meta) data repre-

sentation [12].

From a service-oriented point of view, the literature con-

tains work about the requirements of a sensor collection

7http://www.infochimps.com/
8http://xively.com/
9https://tempo-db.com
10http://www.ogcnetwork.net/SOS



middleware [13], or the definition of sensor data exploita-

tion [14]. Our work is complementary, as it glues all these

approaches together.

VIII. CONCLUSIONS & PERSPECTIVES

In the context of the IoT, this paper describes a software

architecture that supports research efforts on Big Data

through the collection of large datasets obtained from phys-

ical sensors. This architecture addresses real-life require-

ments extracted from the SMARTCAMPUS project, which

aims to equip an academic campus with sensors and supports

the definition of innovating application exploiting these data.

This architecture goes from sensors to data management,

and supports a user who wants to set up a research or

production infrastructure to collect very large datasets in the

context of the IoT. The architecture is validated based on

SMARTCAMPUS scenarios, assessing its viability in practical

contexts.

The SMARTCAMPUS project is still at its beginning. As a

consequence, the work done in this architecture focused on

data collection and storage, i.e., the critical path of any Big

Data collection platform. The next step is to exploit these

large datasets: initial scenarios (e.g., temperature evolution,

parking lot occupation rate) were validated, and we are

conducting surveys and user interviews to capture extra re-

quirements from campus’ users. The key point is to develop

software application on top of these datasets to support the

base scenarios, and open the datasets to the users to let them

create their own services. It triggers interesting challenges

about scalability of a community-driven usage of such an

open data platform, the evolution capabilities of the Data as

a Service API, as well as privacy and security issues. We

plan to address these points in future works.
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