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Abstract 

Sensory neurons within skin form an interface between the external physical reality and the 

inner tactile perception.  This interface enables us to organize, identify and interpret the 

sensory information through perceptual learning—the process whereby our sensing abilities 

improves through experience.  Here, we show an artificial sensory neuron that could integrate 

and differentiate the spatiotemporal features of touched patterns for recognition.  The system 

comprises sensing, transmitting and processing components that are parallel to those found in 

a sensory neuron.  A resistive pressure sensor converts pressure stimuli into electric signals, 

which are transmitted to a synaptic transistor through interfacial ionic/electronic coupling via 

a soft ionic conductor.  Furthermore, the recognition error rate could be dramatically 

decreased from 44% to 0.4% by integrating with the machine learning method.  This work 
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represents a step toward the design and use of neuromorphic electronic skin with artificial 

intelligence for robotics and prosthetics. 
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Tactile perception relies on comprehensive activities of sensing, refining and learning, 

which enormously shapes our interactions with the external environment. [1, 2]  Physiologically, 

touch is detected by receptors on sensory neurons embedded in the skin.  Signals are sent 

along a long chain of afferent axons to synapses for postsynaptic neurons to further process. [3, 

4]  Neurons integrate and modulate both synchronous and asynchronous tactile stimuli to 

obtain multilevel features of the touch in an action-perception loop (Figure 1a), which 

underlies the tactual perception.  Through practice and/or training, tactile perception could be 

further enhanced with learned expertise, which empowers us to perceive precisely and react 

appropriately to the events of the real world.[5, 6]  Therefore, endowing robots and prosthesis 

with such perceptual learning capability could potentially extend their cognition and 

adaptability.[7-10]  To achieve this, there is a need for the creation of artificial sensory neuron 

with perceptual learning. 

The integration of sensing and processing components has been proposed for 

capturing similarities of sensory neuron.[11-14]  For example, haptic memory was realized in a 

device that integrates resistive switching memory with resistive pressure sensors. [11]  

Although such design allows touch information to be retained after the stimuli are removed, it 

cannot directly differentiate tactile patterns.  A more recent device consisting of a transistor-

based pressure sensor and an electrolyte gated synaptic transistor was proposed to filter touch 

rate.[12]  While such device is able to differentiate tactile patterns, it lacks learning capabilities 

necessary for identification and recognition tasks.  Therefore, to implement learning within 

device/system level is very required for robust and fault-tolerant processing of tactile stimuli.  

Furthermore, the addition of learning capability would ultimately provide machines or 

systems with artificial intelligence that enables them to replicate ‘cognitive’ functions of the 

human.[15, 16] 

Here, we show a neuromorphic tactile processing system (NeuTap) that mimics the 

sensory neuron and is capable of perceptual learning.  In our design, the receptor that senses, 
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axon that transmits and synapse that processes information in a sensory neuron is represented 

by a resistive pressure sensor, a soft ionic cable and a synaptic transistor, respectively (Figure 

1b).  The pressure sensor converts pressure stimuli into electrical signals, which are 

transmitted by interfacial ion/electron coupling to the synaptic transistor via an ionic cable.  

The synaptic transistors then induce specific decay properties corresponding to the stimuli 

patterns.  In addition, our design provides an event-driven approach that utilizes external 

touch to activate the synaptic devices. [17-19]  As a proof-of-concept, we demonstrate that the 

NeuTap is capable of recognizing tactile patterns by extracting the spatiotemporal correlated 

tactile feature, and we improve the recognition capability by implementing perceptual 

learning in the systems. 

Our NeuTap prototype resembles the biological sensory neuron in that the sensing and 

processing components are separated by the soft ionic cable.  This separation could be benefit 

for suppression of interferences between the two components and confers flexibility to the 

system as well. [20]  The detailed schematic diagrams are shown in Figure 1c.  The resistive 

pressure sensor [21, 22] consists of two layers (Figure 1c): the top one composing the pressure 

sensitive layer, which is pyramidal poly (dimethylsiloxane) (PDMS) coated with carbon 

nanotubes (CNTs); and the bottom one composing polyethylene terephthalate (PET) with gold 

interdigital electrodes for detecting resistance change (Figure S1 and Figure S2, Supporting 

Information).  Figure 2a shows resistance change of a sensor responding to different applied 

pressures where resistance drops significantly and the sensitivity shows a gradual decay when 

additional external pressures are applied at very low regimes (0.1-1 kPa). [11, 23]  The ionic 

cable [20, 24, 25] comprises of two ionic conducting polyvinyl alcohol (PVA) wires that are 

connected to two terminals of the interdigital electrodes on the pressure sensor (Figure S3, 

Supporting Information).  PVA possess high fracture strain and good ionic conductivity, [26, 27] 

which is suitable for soft ionic conducting wires (Figure S4, Supporting Information).  PDMS 

was used as both insulation and encapsulation materials for the PVA-based ionic cable.  The 
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Cole-Cole plot of the PVA layer seen in Figure 2b shows a perfect semi-circle, suggesting an 

ideal Debye type behavior. [27, 28]  We estimated the ionic conductivity of the PVA layer to be 

310-3 S cm-1 (Figure S5 and Figure S6, Supporting Information).  What’s more, the ionic 

cable retains good conductivity even under a strain up to ~40% (Figure S7 and Figure S8, 

Supporting Information).  On the synaptic transistor side, one PVA wire contacts a gold 

electrode (VDD) to supply voltage, and the other PVA wire is covered on the indium-tungsten-

oxide (IWO) channel and serves as a gate dielectric (Figure S9 and Figure S10, Supporting 

Information).  Figure 2c shows the transfer curves of the PVA gated IWO transistor for five 

times indicating typical field-effect transistor performance.  The sweep rate of VGS is 0.05 V/s 

and the sampling frequency is 1 Hz.  Low leakage current of <10 nA is achieved, illustrating 

good insulating property of the PVA gate dielectric.  

To show that neuromorphic behaviors could be implemented using the PVA gated 

IWO transistors, some short-term plasticity emulations were achieved (Figure S11, 

Supporting Information), and the paired pulse facilitation (PPF) emulation [17, 29, 30] were 

shown as an example (Figure 2d).  In the experiment, when two successive voltage pulses (-

1.5 V, 10 ms) with a time interval (T) of 200 ms was applied on the gate, two current peaks 

were observed and the amplitude of the second one (A2) is ~1.25 times higher than that of the 

first one (A1).  The facilitation ratio (A2/A1), decreases with the increasing of pulse-to-pulse 

interval (T) (inset of Figure 2d), indicating a PPF phenomenon. 

In the NeuTap, a voltage (V) applied on VDD leads to a voltage drop in the PVA wires, 

the pressure sensor and the semiconducting channel.  When no pressure is applied on the 

sensor, the resistance of the sensor is extremely large and the voltage drop on the sensor is 

almost equal to V.  When the sensor is pressed, resistance decreases dramatically and this 

increases the voltage drop across the PVA wires.  Such an abrupt increase in voltage drop is 

similar to applying a voltage pulse on the PVA ionic conducting wires, which would trigger 

ionic fluxes.  Due to the electric-double-layer (EDL) effect, accumulation of ions at the 
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IWO/PVA interface induces a strong electric-field intensity,[31, 32] which accordingly tunes the 

conductance of the IWO channel.  During the press, more and more ions accumulate at the 

interface and this aggravates the variation trend of the channel conductance.  Because the 

IWO is an n-type semiconductor, negative (positive) VDD would result in a decrease (increase) 

in conductance.  When the sensor is released, voltage drop applied on the PVA will decrease 

suddenly.  However, the ions in the PVA partially remain near the interface before gradually 

drifting back to their equilibrium position.  Therefore, the channel conductance decays back to 

its initial value gradually.  The change in conductance during the touch is similar to the 

memory process, while recovery in conductance after touch is analogous to the forgetting 

process.  Previous synaptic devices possess similar memory/forgetting behaviours.[33-36]  

However, the changes in dynamic conductance in these devices are achieved by programmed 

voltage pulses.  Our design provides an event-driven approach that utilizes external touch to 

activate the synaptic devices. 

Tactual perception begins with the complex integration of multiple spatiotemporal 

correlated sensory stimuli.  This process allows us to recognize objects, discriminate texture, 

and react appropriately in a social exchange. [2, 3]  Two processes shown in Figure 3a and 3b, 

respectively, were mimicked to demonstrate our devices are capable for such spatiotemporal 

integration. [37, 38]  In the first case, two isolated stimulations were triggered synchronously, 

and both could excite the sensory neuron (Figure 3a).  Such a process would augment the 

neuronal response more effectively than applying a single stimulation.  This process 

resembles a situation where the touch of two fingers at once brings greater sensation and 

awareness to an individual than the touch of one finger at the same pressure value.   In the 

second case, two stimulations were triggered asynchronously, where the first stimulation 

excited and the second one inhibited the sensory neuron (Figure 3b).  This case resembles a 

situation where pain is alleviated by gentle strokes.   
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To mimic these cases, we fabricated NeuTap with two pressure sensing terminals 

(Figure 3c).  Each of the pressure sensors has an individual voltage source labelled as VDD1 

and VDD2, respectively.  Therefore, if either of the sensors was loaded with a pressure, the 

voltage applied on the sensor would be coupled to the IWO channel through the PVA based 

ionic conductor.  As shown in Figure 3d, when sensor 1 is loaded with a 1 kPa pressure, a 

metal-insulator-transition with ON/OFF ratio of ~105 (orange curve) could be observed when 

the voltage of VDD1 sweeps from -2.0 to 1.0 V.  However, when sensor 2 is also loaded with a 

1 kPa pressure, the drain current (IDS) will be suppressed or augmented at most of the VDD1 

sweep range by a negative (-1.0 V) or positive (1.0 V) VDD2, respectively.  In other words, the 

channel conductance could be tuned by the joint effect from the two sensors.  As shown in 

Figure 3e, when both VDD1 and VDD2 are -1.0 V, we first pressed the two sensors individually 

by finger and then pressed the two sensors simultaneously.  The responses of the synaptic 

transistor were nearly identical when the sensors were pressed individually (blue and green 

curves).  However, the response to the simultaneous stimuli nearly doubled in logarithmic 

scale.  These results indicate that the NeuTap could concurrently integrate spatially isolated 

tactile stimuli, which is very similar to the case described in Figure 3a.  Next, when VDD1 is -

1.0 V and VDD2 is 0.5 V, we first pressed sensor 1 followed by sensor 2 as shown in Figure 3f.  

Upon pressing sensor 1, current decreases dramatically.  By repeatedly pressing sensor 2, the 

current could be tuned stepwise back to the initial level.  These results indicate that the 

NeuTap could also integrate the spatiotemporal correlated tactile stimuli, which is very 

similar to the case described in Figure 3b. 

Next, as a proof-of-concept, we used the NeuTap neuron with one sensing terminal to 

implement tactile pattern recognition.  Two patterns in one row were used as the object for 

recognition (Figure 4a).  To label all the pattern pairs, we defined the convex pattern in the 

pair as ‘1’ and the flat pattern as ‘0’.  Therefore, each pattern pair was labelled using a binary 

code as follows: ‘00’, ‘01’, ‘10’ and ‘11’, respectively.  In the experiment, the NeuTap was 
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attached to a finger, and the finger was brought close to the patterns and moved from left to 

right.  A complete move-touch action takes ~5s (TR=5 s, where TR is defined as the time when 

the touch is just ended).  The conductance of the transistor channel was measured as output in 

each experiment.  Only pattern ‘1’ would induce a pressure change and result in a 

conductance change through the IWO channel.  Obvious differences could be seen among the 

responses of the nonzero-labeled (‘10’, ‘01’ and ‘11’) patterns (Figure 4b).  The ‘11’ pattern 

showed the largest change in conductance (G) because this pattern could provide two 

successive pressure stimuli.  Although both ‘01’ and ‘10’ patterns have only one convex 

pattern, the timing information of the two patterns is different.  The response to the ‘10’ 

pattern decays earlier than the response to the ‘01’ pattern.  Therefore, the conductance 

response to the ‘01’ pattern is higher than the ‘10’ pattern after the move-touch action (t>TR). 

Because the responses to the pattern pairs after each action are distinguishable, these 

responses could be used as the specific features for recognition.  To mimic the perceptual 

learning process, supervised learning method was implemented in NeuTap (Figure 4c).  

Supervised learning is widely used for pattern classification and numerical regression, [15, 39] 

which analyzes the input object and desired value (the pair is named as training data) to 

generate an inferred function for mapping new examples.  We first defined the relative change 

in channel conductance after an action (t>TR) as the recognition index (RI): 

𝑅𝐼(t) =
∆𝐺(t)

𝐺0
, 𝑡 > 𝑇𝑅                               (1) 

where Gi(t) is the changes in conductance after a touch and G0 is the initial value of the 

conductance.  Several groups of RI data for the three pattern pairs were obtained through 

replicate measurements.  These RI data and their corresponding labels served as the training 

data.  These data were fed into the computer program to divide the boundaries for each pattern.  

When unlabeled RI data (the testing data; RI’ in Figure 4c) were input, the computer 

compares the RI’ values with ‘learned’ boundaries and inferred the labels of the patterns. 
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The RI data for each of the three nonzero-label pattern pairs and their corresponding 

labels are shown in Figure 4d.  Each pattern was measured four times, and these data were 

served as the training dataset.  Then the boundaries for classification could be determined 

(green dash-dot lines in Figure 4d and Figure S12 in Supporting Information) based on this 

dataset.  In this work, we use the k-nearest neighbours (KNN) algorithm for calculation (Note 

S1, Supporting Information).  We also defined the boundary for ‘00’ pattern as RI=10%.  

Therefore, the RI data at each time point could be divided by the boundaries (the green dash-

dot line) into four regions as ‘11’, ‘01’, ‘10’ and ‘00’, respectively.  Although the RI data of 

each given pattern pairs show a similar trend, a certain level of variation could be clearly 

observed.  This variation is likely due to the inevitable differences in the applied pressure and 

the speed of the finger when moving across the pattern pairs (Figure S13, Supporting 

Information).  In principle, due to the memory effect of the synaptic element, the recognition 

could be executed at any time before the RI for all the pattern decays to 0% showing no 

difference to each other.  The testing time in this work is uniformly set to 20 s and the 

recognition thus could be executed within the timeframe of ~15 s (after a move-touch action) 

by comparing the RI data and learned boundaries at any time point.  

Conductance data in Figure 4b were used as an example testing dataset to test the 

recognition capability (Figure S14, Supporting Information).  Such results show that the 

boundaries are valid and can be used to recognize unlabeled data even several seconds later 

after the move-touch action, which enable the robot’s ‘brain’ for priority processing of more 

emergent and vital tasks.  However, the ‘learned boundaries’ is not always inerrancy for a 

new recognition task.  A certain level of variation is existed among the outputs in response to 

the same pattern pairs, which could bring about misjudgment by comparing with previous 

learned boundaries.  For example, ~44% error rate could be observed for one time learning as 

shown in Figure 4e.  The learned boundaries were obtained based on only one training dataset, 

and such boundaries were test by a new dataset.  The misjudged points are counted by 
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comparing the learned boundaries and the new dataset at each time point.  Then the error rate 

is calculated by the ratio of misjudged points.  Our results in Figure 4e show a gradually 

decay tendency of the error rate by increasing the learning times, and a very low error rate of 

~0.4% is achieved for 6 times of learning (the detailed data is available in Figure S15, 

Supporting Information).  The range of the output variations tend to be more stable and the 

boundaries thus could be more accurate after several times of training.  Therefore, the 

recognition capability by NeuTap could be enhanced through repeated training, which is 

similar to the perceptual learning process.  Because the surface of a given object may consist 

of various combinations of flat and convex patterns, this method could be used to recognize 

more complex patterns such as braille codes (Table S1, Supporting Information)). 

In summary, our NeuTap neuron, composing of the resistive pressure sensor, ionic 

cable, and synaptic transistor, captures essential morphological and functional similarities to 

biological sensory neuron.  Our NeuTap neuron can integrate and modulate spatiotemporal 

correlated tactile stimuli, enabling parallel sensory signal processing.  The features of tactile 

patterns thus could be integrated and extracted by such system for pattern recognition.  More 

importantly, the recognition accuracy could be improved through repeated training, 

illustrating a great similarity to the perceptual learning processes.  This system is potentially 

integrated with neuromorphic networks for complex recognition/decision that serve as 

guidance for the brain-machine interfaces.  Furthermore, the addition of the parallel 

computing nature rendered by the neuromorphic component could be advantageous in 

integration of multiple sensory feedbacks (e. g. sight and proprioception) to profoundly 

promote robotic prostheses sophistication. 

 

Experimental Section 

Electrical characterizations. For pressure sensor, pressure was applied and measured by a 

motorized vertical test stand (Mark-10 ESM301) in combination with a force gauge (Mark-10 
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M5–2). The impedance measurements of PVA films were characterized by a Solartron 1260A 

Impedance/Gain-Phase Analyzer. The electrical measurements of the transistors and the 

tactile pattern recognition were performed on a semiconductor parameter characterization 

system (Keithley 4200 SCS) in a shielded dark box at room temperature. Other experimental 

details can be found in the Supporting Information. 

 

Supporting Information  

Supporting Information is available from the Wiley Online Library or from the author. 
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Figure 1. The concept design of NeuTap. a) Schematic illustrating the integration of the 

spatial and temporal features of a pattern by the tactile sensory neuron in an action-perception 

loop. b) A sensory neuron (top) compared to our NeuTap (bottom). c) Diagram illustrating the 

details of the NeuTap.  
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Figure 2. The electrical characterizations of NeuTap. a) Graph shows resistance and 

sensitivity change when different pressures are applied on the sensor. Inset: digital image of 

the pressure sensor. b) Cole-Cole plot of the PVA layer shows a perfect semi-circle. Inset: 

digital image of an ionic cable. c) Plot showing the transfer characteristics of the PVA gated 

IWO transistor with VDS=1.5 V for 5 times. Inset: digital image of the transistors on PET 

substrate. d) PPF emulation by the synaptic transistors show two current peaks when two 

successive voltage pulses (-1.5 V, 10 ms) with a time interval (T) of 200 ms are applied on 

the gate. Inset: Plot of the ratio between the two current peaks as a function of time interval 

(T: from 20 to 500 ms). 
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Figure 3. The spatiotemporal correlated stimuli integration by the NeuTap. Schematic 

diagrams showing the integration of two spatially isolated stimuli: a) Two stimuli (red circles) 

could excite the sensory neuron and augment the neuronal response; b) One stimulus could 

excite (red circles) while the other could inhibit (blue circles) the sensory neuron, accelerating 

the recovery from the first stimulation. c) Diagram illustrating the configuration of the 

NeuTap neuron with two pressure sensors. d) Plot showing the modulation effect of sensor2 

on transfer curves of the IWO transistor with VDD1 voltage sweep. e) Plot showing current 

responses with VDD1=VDD2-1.0 V when sensor 1 and sensor 2 are pressed individually (case I 

and II), and when both sensors are pressed simultaneously (case III). f) The current 

integration by the two sensors with VDD1=-1.0 V and VDD2=0.5 V. Case I: triggered by a finger 

touch on sensor 1 at the beginning (red arrow). Case II: triggered by 5 finger touches on 

sensor 2 (blue arrows). Grey areas represent the touch action in all the cases, and the currents 

were measured with VDS=1.5 V.  
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Figure 4. Tactile pattern recognition and perceptual learning by the NeuTap. a) Digital 

image showing the NeuTap on a finger (left) and schematic diagrams illustrating the pattern 

pairs and their corresponding two-bit binary code labels (right). The scale bar is 1 cm. b) Plot 

showing the typical responses of the NeuTap to three types of pattern pairs. The light shade 

curves are the other two types as a comparison. The conductance was measured with VDD=-

1.0 V. c) Schematic diagram illustrating the machine learning method for perceptual learning 

emulation. d) Plot shows the RI for four groups of training data. Each pattern pair is shown by 

light coloured lines. Green dash dot lines represent label boundaries. Pattern ‘00’ is defined 

by RI<10%. e) The error rate of recognition plotted as a function of the learning times. The 

black squares are the measured data and the red line is the fitting curve. 
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The table of contents entry: A neuromorphic tactile processing system is built to mimic 

biological sensory neuron with sensing, refining, and learning. The spatiotemporal correlated 

tactile stimuli could be detected and integrated for pattern recognition. The recognition 

capability could be further enhanced by implementing perceptual learning processes. Such 

system would endow robots and prosthesis with artificial intelligence to extend their cognition 

and adaptability. 
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