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An Artificial Tissue Homeostasis Circuit Designed

via Analog Circuit Techniques
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Abstract—Tissue homeostasis (feedback control) is an impor-
tant mechanism that regulates the population of different cell types
within a tissue. In type-1 diabetes, auto-immune attack and conse-
quent death of pancreaticβ cells result in the failure of homeostasis
and loss of organ function. Synthetically engineered adult stem cells
with homeostatic control based on digital logic have been proposed
as a solution for regenerating β cells. Such previously proposed
homeostatic control circuits have thus far been unable to reliably
control both stem-cell proliferation and stem-cell differentiation.
Using analog circuits and feedback systems analysis, we have de-
signed an in silico circuit that performs homeostatic control by uti-
lizing a novel scheme with both symmetric and asymmetric division
of stem cells. The use of a variety of feedback systems analysis tech-
niques, which is common in analog circuit design, including root-
locus techniques, Bode plots of feedback-loop frequency response,
compensation techniques for improving stability, and robustness
analysis help us choose design parameters to meet desirable speci-
fications. For example, we show that lead compensation in analog
circuits instantiated as an incoherent feed-forward loop in the bio-
logical circuit improves stability, whereas simultaneously reducing
steady-state tracking error. Our symmetric and asymmetric divi-
sion scheme also improves phase margin in the feedback loop, and
thus improves robustness. This paper could be useful in porting
an analog-circuit design framework to synthetic biological appli-
cations of the future.

Index Terms—Biochemical reaction, biological circuit simula-
tion, cellular models, cytomorphic, feedback, homeostasis circuits,
reaction networks, systems biology, synthetic biology.

I. INTRODUCTION

T
ISSUE homeostasis is a negative-feedback process that

regulates the number of cells in a tissue. It helps main-

tain a healthy tissue size while allowing cells to respond

quickly to aberrant cell growth or to excessive cell death while
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ensuring the efficient use of resources. Tissues that lack robust

homeostatic control are prone to disease because they are either

unable to function adequately if the cell population is too small

[1], [2], or utilize resources poorly if the cell population is

too large [1], [3]. A well-designed negative feedback control

system is therefore crucial for maintaining healthy functioning

organs.

In biological cells, negative-feedback control is subjected to

constraints of loading, noise, robustness, non-linearity and re-

source limitation. Many of the problems found in biology are

also found in analog circuits and reviewed in [4]–[6]. To address

these challenges, analog circuit designers have developed var-

ious tools and methods that aid with the crafting and analysis

of highly complex circuits. Circuit design is an art that cleverly

combines visual tools, like symbols and pictorial circuit motifs,

with computational tools, like electronic circuit simulators and

control-system toolboxes, to guide the design of complex cir-

cuits. It uses hierarchical design, which can be as exact or as

approximate as the level of abstraction desired while preserv-

ing the intuition that comes from a graphical interpretation of

complicated systems. It creates physically accurate models with

few parameters, so there is little risk of overfitting, but the cir-

cuit retains its descriptive and predictive power without losing

generality [4]–[6]. Traditionally, methods used to study nega-

tive feedback in biological systems such as eigenvalue stability

analysis are limited to low dimensional models of their bio-

logical counterparts [7], [8]. Analog circuit techniques provide

biologists with a more rigorous framework to not only analyze

negative feedback in complex systems but also to design control

systems that account for the constraints mentioned above. Here,

we leverage these tools and methods to identify different ways of

achieving homeostatic control of β cells in the pancreatic tissue

of patients with type 1 diabetes (T1D).

Pancreatic β cells, which are found in its islet, produce in-

sulin, a hormone responsible for regulating blood glucose level.

In patients with T1D, β cells are lost through auto-immune at-

tack in the pancreatic islet, resulting in a loss of insulin produc-

tion. A possible therapy is to derive functional glucose-sensitive

insulin-producing β-like cells in vitro [9]–[11], and transplant

them into the patients as a cell-replacement treatment. However,

the transplanted β cells are still susceptible to the underlying au-

toimmune disorder. Thus, a simple β cell transplantation, unless

coupled with other strategies such as using immunosuppressant

drugs to reduce autoimmune response or encapsulating the trans-

planted cells to guard against autoimmune attack, does not lead

to long-term insulin-independence [12], [13].
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Human pluripotent stem cells (hPSC) can provide a renewable

source of cells through differentiation. Therefore, in diseases

that are caused by loss of functional cells in adult tissues such as

in type 1 diabetes, they hold the potential as a cell-replacement

treatment. For example, one can transplant pancreatic progeni-

tor cells or hPSC directly and allow them to mature in vivo [14],

[15]. The transplanted cells retain their proliferative capabilities

and undergo both differentiation to generate mature β cells and

self-renewal to maintain a viable pool of proliferative cells. One

caveat in such strategies is the potential for tumorigenicity, an

adverse side effect that occurs when stem cells proliferate un-

controllably [16], [17]. Another caveat is that the transplanted

cells may deplete and not self-renew sufficiently, instead los-

ing pluripotency, and differentiating into downstream cells in

the endoderm lineage. It is therefore crucial that transplanted

stem cells or progenitor cells are subjected to some form of

homeostatic regulation to ensure that they are always able to

differentiate into the desired cells on demand.

Somatic stem cells in healthy adult tissue naturally already

regulate their populations via homeostatic control [18]. In a

healthy tissue, such somatic stem cells are generally in a quies-

cent state, growing slowly and differentiating mainly via asym-

metric division [18]. When the tissue is under stress, stem cells

increase in numbers and also differentiate rapidly until the dam-

age is repaired [18]. It is unclear if the same homeostatic con-

trol mechanism is employed when hPSCs are transplanted into

diseased tissues. Indeed, preliminary studies in animal mod-

els have shown that transplanting hPSCs into mice can lead to

tumors, which suggests that homeostatic control is either not

present or is weakened [17]. Furthermore, the impact of chronic

stress on homeostatic control has been observed. For example,

in Drosophila sustained intestinal stem cell proliferation trig-

gered by chronic oxidative stress from an increased bacterial

load leads to loss of tissue homeostasis in the gut epithelium

[18], [19]. It is also widely known that chronic inflammation of

a tissue increases the risk of cancer [20]. Thus, in conditions that

lead to chronic sustained proliferation, natural homeostatic con-

trol mechanisms in hPSCs appear inadequate in preventing tu-

mors from forming. In this paper, we propose a synthetic tissue-

homeostasis circuit that can complement and augment healthy or

diseased tissue’s ability to respond to chronic stress. It leverages

recent developments in the field of synthetic biological design.

Synthetic biology focuses on designing new biological sys-

tems using RNA, DNA, protein and small-molecule interactions.

It has a wide range of applications in biotechnology, thera-

peutics, energy production, medicine, and agriculture. While

progress has been made in the design of synthetic biological cir-

cuits, challenges remain in scaling to larger, more predictable

and more robust designs. For example, biological parts are not

modular, they experience crosstalk and retroactivity (loading)

when combined to form a larger circuit; biology is noisy and

synthetic circuit design does not always account for noise ac-

curately; a cell has limited resources and may not tolerate the

additional burden of a synthetic circuit; conforming biology to

a digital computing architecture is expensive in both the biolog-

ical parts and the energy needed; and there is a general lack of

a useful modeling framework [4].

To adapt synthetic biology to an analog circuit framework,

we have developed a schematic that maps synthetic biological

circuits to analog circuits with exact mathematical mapping of

differential equations [6]. We illustrate this mapping for basic

transcription and translation regulatory building blocks and ap-

ply it to the design of a complex homeostasis circuit. Drawing

on our previous work that adapts analog circuit theory to rep-

resent, design and analyze synthetic biological circuits, partic-

ularly those involving feedback loops [6], [21], we propose a

homeostasis circuit design that achieves various specifications

of stability, performance, and robustness in a context that ac-

counts for many of the challenges of biological substrate. Our

proposed synthetic design solves several problems seen in prior

proposed homeostatic designs [22], [23] and is also more faithful

to how homeostasis loops in nature already work.

The paper is organized as follows. In Section IIA, we intro-

duce an analog-circuit schematic representation that serves as

the foundation for all circuit design and analysis. In Sections IIB,

IIC and IID, we then compare between three different synthetic

circuit designs: an asymmetric-division-only circuit design; an

asymmetric-and-symmetric-division circuit design; and, the lat-

ter circuit design with the addition of an incoherent feedfor-

ward loop. We characterize steady-state behavior and transient

response of all circuit designs. In Section IIE, we provide an

analysis of the parameter robustness of our circuits using sensi-

tivity analysis. In Section III, we discuss details of our methods.

In Section IV, we conclude our paper by summarizing its main

contributions.

II. RESULTS

A. Analog Circuit Schematic Representation

Analog circuits can quantitatively and schematically repre-

sent coupled linear or nonlinear ordinary differential equations

(ODEs) as interacting circuit elements, each of which has intrin-

sic or controlled current-voltage characteristics [6]. Typically,

voltages represent molecular concentration or molecular copy-

number variables on capacitors; currents represent the produc-

tion or degradation fluxes of the corresponding molecular vari-

ables. For example, Fig. 1 shows how the differential equations

underlying transcription and translation at a genetic promoter

may be easily represented as an analog circuit [4], [6]. In fact,

although we shall not discuss it here, circuits such as those in

Fig. 1 as well as cytomorphic transistor circuits can exactly map

stochastic, nonlinear, dynamical differential equations to quanti-

tatively exact noisy analog circuits [4]–[6], [24]–[26]. They can

also represent loading and resource consumption automatically

via the use of Kirchoff’s current law, or energy or molecular

conservation via the use of Kirchoff’s voltage law. For a more

extensive and tutorial discussion of how analog circuits can rep-

resent molecular biological circuits exactly, and why analog cir-

cuits and analog computation is important in biology, we refer

the reader to [6].

Fig. 1 shows the traditional biological representation (Fig. 1a),

the ordinary differential equations (Fig. 1b) and the analog cir-

cuit schematic (Fig. 1c) for the dynamics governing transcription

and translation respectively. In this case, the system consists of 4
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Fig. 1. Genetic promoter circuit. (a) The figure is a graphical representation
of a regulated transcription and translation reaction. A is an activator that is acti-
vated by Ia. R is a repressor that is de-repressed by Ir . M represents the mRNA
transcript concentration and P represents protein concentration. (b) The ordi-
nary differential equations shown here are one possible instantiation of ODEs
that describe the relationships between transcription factors, transcription rate
and translation rate in (a). They use non-linear Michaelis-Menten Kinetics to
model the dynamics of transcriptional regulation by A, Ia, R and Ir . (c) A circuit
schematic of (a) that describes the ODEs shown in (b) exactly. The dependent
current generators, GM and GP , control production rates of mRNA and pro-
tein respectively based on Michaelis-Menten Kinetics while the resistors, RM

and RP , control degradation rates of mRNA and protein respectively. The ca-
pacitors store state and enable concentration and dynamics to be represented.
The multiplier symbols represent biochemical binding between inducers and
transcription factors, which generate complexes that alter the transcription rate.
General methods and details for how to map biological circuits with associated
differential equations such as those in (a) and (b) into mathematically exact
electronic-circuit-like schematics including noise, dynamics, and loading such
as those in (c) are provided in [1].

inputs – activator transcription factor (A), its inducer (Ia), repres-

sor transcription factor (R) and its de-repressing inducer (Ir) and

2 state variables – mRNA concentration (M) and protein concen-

tration (P). A and R activates and represses transcription respec-

tively, while inducers Ia and Ir modulate their activities through

polymerized or non-polymerized binding that affect certain Hill

coefficients. The biological representation, by virtue of being

a visual tool, is helpful in guiding our understanding and intu-

ition of the processes. For example, we can quickly determine

the overall relationships between inputs and output by follow-

ing the paths connecting the molecules. In addition, as the Fig. 1

caption shows, quantitative details corresponding to the ODEs

such as production and degradation rates, binding, and dynam-

ics, are transparently represented in the analog-circuit schematic

of Fig. 1c. Thus, the analog circuit representation combines the

insight afforded by pictures to provide a graphical platform for

design while simultaneously representing ODE terms as explicit

currents and voltages, which is useful for quantitative analysis.

It is worth mentioning that circuit schematics such as those

shown in Fig. 1c can be simulated directly in a circuit simulator,

SPICE, which is often embedded in electronic computer-aided

design (CAD) software (e.g., Cadence). Such software can

combine circuit/ODE simulation, hierarchical design, provide

libraries of existing ‘differential-equation or circuit parts’, cir-

cuit verification, and enable multiple modes of analysis in one

holistic graphical tool (transient, steady state, noise, variability,

small-signal, parametric, temperature, process variation). The

design of complex systems that combine millions of electronic

components to create highly complex integrated circuits and

printed circuit boards would not be possible without graphical

circuit representations.

B. Asymmetric Circuit

In nature, when a stem cell divides, it undergoes either sym-

metric self-renewal into two stem cells (SS division), symmetric

differentiation into two committed daughter cells (CC division),

or asymmetric differentiation into a stem cell and a committed

daughter cell (SC division) [27], [28]. Since SS or CC division

are by themselves sufficient to create a population with any S/C

ratio, one may wonder why asymmetric division is necessary

at all and seen in nature. We suggest why asymmetric division

may provide an advantage over symmetric division in certain cir-

cumstances and then exploit this advantage in our first synthetic

control circuit.

Suppose stem cells only undergo symmetric division. Any at-

tempt by the cells to correct for changes in the differentiated

cell population (C), e.g., due to death or injury, would result in

changes in the stem cell population as well either by increasing

it via symmetric SS self-renewal or by decreasing it via symmet-

ric CC differentiation. Unless the homeostasis circuit controls

the rates of both divisions robustly, there is a risk that stem cells

can enter a danger zone of depletion or a danger zone of un-

controlled tumorigenic expansion. In contrast, when a stem cell

divides asymmetrically via SC division, it always generates a

differentiated daughter cell and another stem cell ensuring that

stem cell population numbers are always constant and do not

either deplete or grow. Consequently, a homeostasis circuit that

exploits asymmetric division can advantageously focus on regu-

lating differentiated cell population only and avoid danger zones

by design. An alternative approach is to perform asymmetric di-

vision at a population level, wherein every symmetric differen-

tiation of a stem cell is balanced by symmetric self-renewal of

a different stem cell. While there are subtle differences between

both mechanisms, the general outcome of asymmetric division

is that stem cell population is naturally kept constant without the

need for complex feedback mechanisms.

A conceptually simple asymmetric control circuit with neg-

ative feedback is shown in Fig. 2a and a version with more

biological detail is described in Fig. 2b. The caption in Fig. 2

describes the key ideas behind this circuit. A diffusible molecule,

AI1, that is secreted by differentiated cells serves as a proxy for

their population number and can be easily detected via receptors

for AI1 in the cell. In an actual implementation, AI1 could be

a native signaling molecule such as growth and differentiation

factor 11 (GDF11) or activin [29], [30]; or it could be a non-

native signaling molecule such as N-acyl-homoserine lactone,

which is derived from bacterial quorum sensing. In either case,
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Fig. 2. Homeostasis circuit using asymmetric division. (a) A circuit abstrac-
tion of the regulatory mechanism for C: The dependent current generator, ISC ,
is downregulated by C, thus forming a negative-feedback loop. (b) A more de-
tailed representation of the negative-feedback loop of (a). Differentiated cells
with population number C produce a diffusible small-molecule inducer AI1,
which increases activated protein A1, which activates growth-arrest factor (GAF)
production, which represses the rate of growth of C. Cells, proteins and small
molecules are represented in black, green and purple respectively.

a downstream signal, AS , induces the expression of growth ar-

rest factor GAF, which represses the rate of asymmetric division.

Depending on the actual signaling molecule used for GAF, there

are several ways that GAF could affect growth. For example, it

could reduce the probability of stem cells entering the differen-

tiation cell cycle, which effectively extends the time that they

spend in quiescence [31], thus slowing growth; or GAF could

slow stem-cell progression through the cell cycle [32]. On aver-

age, the rate of stem cell differentiation is reduced regardless of

the actual mechanism behind GAF operation.

In our circuits, we modeled the accumulation and dynam-

ics of AI1 with a Hill equation, which is a saturation function

derived from biochemical binding, that depends on the size of

differentiated cell population:

dAI1

dt
= Kp

C

C +Kd

−KdegAI1 (1)

Uptake of AI1 molecules by off-target cells and diffusion of

molecules away from the tissue, lead to an effective degradation

rate, Kdeg , for AI1.

As with the design of most analog circuits, we characterize the

properties of their negative-feedback loops to determine circuit

behavior. Negative feedback is known to confer seven significant

benefits in circuits [5], [33]. But, feedback loops that are not

properly designed can cause oscillations and instability; in our

case, in differentiated-cell populations. We can minimize these

behaviors by choosing the right set of parameters with the help

of root-locus and Bode-plot analysis, two techniques that are

commonly used by analog circuit designers to assess feedback

circuit behavior, and which we utilize here as well. Interested

readers can find a more detailed explanation of such techniques

in most analog circuit design textbooks [5], [33].

Traditionally, the stability of a circuit is determined by its

eigenvalues: If any eigenvalue contains a real positive value, the

circuit is unstable. Root-locus analysis is a graphical tool that

illustrates how eigenvalues of a circuit shift on a complex plane

when the overall DC loop gain of a feedback loop changes. Loop

gain can be understood as the increase in signal strength as it

propagates through a feedback loop and returns to its origin [5],

[33]. Typically, higher loop gain implies better performance,

robustness, speed, and precision at low frequencies but can lead

to instability and/or oscillatory dynamics. In the asymmetric

homeostasis circuit, a signal passes through 4 stages in cascade

to complete a feedback loop, and each stage amplifies the signal

according to its DC gain.

DC gain per stage =

∂
∂X

(

β Xn

Xn+Kd
n

)

X=Xss

Kdeg

=
βn

KdegKd

(

X̄n−1
ss

(X̄n
ss + 1)

2

)

(2)

whereXss is the steady-state concentration and X̄ss = Xss/Kd

is the steady-state concentration normalized by the dissociation

constant. Equation (2) is valid for small changes around the

steady-state concentration.

Equation (2) demonstrates how DC gain can be calculated

from the Hill coefficient, dissociation constant, expression level

and degradation rate of a binding reaction. Using root-locus anal-

ysis (Fig. 3a), we observe that the eigenvalues shift right towards

the positive real plane as loop gain increases. If the loop gain

reaches a threshold value that moves the eigenvalues across the

imaginary axis, our feedback loop becomes unstable. The prod-

uct of normalized distances between the imaginary axis and the

open loop poles along the root locus is, in fact, the gain threshold

at which this circuit goes unstable [5], [33]. For example, when

all 4 stages of signaling cascade operate on the same timescale of

1, the DC gain threshold is found to be 4 as illustrated in Fig. 3a.

In a design where AIS, AS and GAF operate on a timescale that

is 10x faster compared to stem cells i.e., the half-lives of the

proteins are 10x as short as the half-life of a differentiated cell,

the gain threshold for instability increases to 8.9 in the root locus

plot (shown in Fig. 3b). Such a strategy for improved stability

with higher D.C. gain is analogous to ‘dominant pole compen-

sation’ in analog circuits, one of the primary reasons for why

operational-amplifier circuits are usually stable while maintain-

ing good performance at low frequencies [5], [33]. Fig. 3c shows

the time-domain responses of the circuit when all 4 components

operate on similar time scales (blue), with different feedback

loop gains (directly related to the value of the Hill coefficient n

= 1, 2, or 3) or with dominant pole compensation (red). Clearly,

dominant-pole compensation maintains relatively precise reg-

ulation to the feedback-loop set-point of an input step without

causing undesirably large overshoots.
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Fig. 3. Stability analysis of the asymmetric division circuit of Fig. 2. (a) This figure shows a feedback root-locus plot (plot showing motion of eigenvalues as the
gain of a feedback loop is changed). In this case, it corresponds to the change in gain of the 4-stage feedback loop of Fig. 2 when all time constants are equal in
all four stages. The plot shows the critical feedback loop gain at which eigenvalues enter the right half plane and thus cause the loop to become unstable. (b) This
figure shows the feedback root-locus plot when a dominantly slow time constant, which is the death rate of the differentiated cells, is used to stabilize the loop of
Fig. 2. (c) This figure compares the stability for different circuit gains in the presence and absence of dominant-pole compensation. In the absence of compensation,
differentiated cell populations exhibit large overshoots, and oscillations at high gain. Dominant-pole compensation reduces overshoot and oscillation. (d) Bode
plots of the feedback loop transmissions with (red corresponding to Fig. 3(a)) and without (blue corresponding to Fig. 3(b)) dominant-pole compensation reveal
improved phase margins and gain margins, well-known indicators of improved stability in feedback loops.
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Fig. 4. Homeostasis circuit using probabilistic symmetric and asymmetric division. The population numbers of the stem cells, S, and the differentiated cells, C

are represented by the states of two different capacitors. The growth rate of stem cells during symmetric SS division is represented by current ISS from a negative
conductance with a magnitude Ggrowth; Ggrowth is in turn determined by the concentration of GAF, the growth arrest factor. The growth rate of differentiated
cells during symmetric CC division is represented by current ICC that both reduces S and increases C with flux ratios of 1:2 respectively. Stem cells probabilistically
undergo symmetric SS or CC division, which is represented by the closing of either the PSS or the PCC switches respectively. If stem cells do not undergo division
symmetrically, they undergo asymmetric SC division with probability PSC , with PSS + PCC + PSC always adding to 1 automatically in the probabilistic current
circuit shown in the top right corner. Since asymmetric SC division does not alter the number of stem cells but only the number of differentiated cells, the growth
rate corresponding to SC division adds no current flux to S but only to C as shown on the left. The current flux ISC is also regulated by GAF like other current
fluxes and by S. The death of differentiated cells is represented by the conductance Gdeath with death flux Ideath. Homeostasis according to the approximate
feedback laws shown in the equations on the bottom right regulate when probabilistic switches are closed to create corresponding current fluxes. The feedback laws
ensure that stem cells undergo SS division only if both S and C are relatively low, and undergo CC division only if the ratio of S/C is high enough to make it safe
for stem cells to differentiate without danger of depletion. SC division occurs if SS or CC division do not occur. The growth regulating conductance magnitude,
Ggrowth, is large only if both stem cell and differentiated cell populations are relatively low.

The Bode-plot gain/magnitude and phase response of the

feedback loop transmission frequency response shown in Fig. 3d

provide useful information for characterizing our feedback loop

and provide another useful visual analysis tool. There are two

parameters in this Bode plot that are indicative of the circuit’s

proximity to instability – the gain and phase margin. Fig. 3d

illustrates how both parameters can be measured from the Bode

plot and [5] provides further details. In general, both the gain

margin and phase margin must be positive and relatively large

to ensure that the system is stable, but not excessively large lest

they compromise performance in the feedback loop, e.g., accu-

racy in regulation to an input step set point [5]. We created Bode

plots of the asymmetric homeostasis circuit when the half-life of

cells is the same as the rest of the circuit, and when the half-life

is 10x slower. In the latter case, the magnitude plot started to fall

off at a lower frequency, which is characteristic of dominant-

pole compensation. Consequently, the phase margin improves

from −12.8° to 39.6°, and the gain margin improves from

−2.05 dB to 6.8 dB drastically improving unstable dynamics

to stable dynamics with low overshoot.

A homeostasis circuit that uses asymmetric division only, e.g.,

the one in Fig. 2, turns out to be relatively simple to design

while exemplifying how classical analog circuit techniques can

be applied to a biological circuit. However, a key strength of

asymmetric division, which is that it keeps stem-cell population

naturally constant, can turn out to be a huge weakness: A con-

stant population of stem cells sets an upper limit on the rate at

which differentiated cells can be replenished; therefore, if the

death rate of differentiated cells exceeds the rate at which they

can be replenished by a constant stem-cell population, differ-

entiated cells will deplete to catastrophically low numbers or to

extinction. A purely asymmetric control circuit is ill-equipped to

react to large increases in cell death rate post-transplantation. In

addition, since every single stem cell effectively perpetuates in-

definitely during asymmetric division, mutations in long-lived

stem cells can accumulate and turn the cells cancerous [34].

Thus, asymmetric division alone is insufficient for maintaining

optimal differentiated cell population at steady state.

C. Symmetric and Asymmetric Circuit

Despite the benefits of asymmetric division, symmetric divi-

sion has one huge advantage over asymmetric division: it can

regulate stem cell population through SS or CC division. How-

ever, as discussed in the previous section, a control circuit that

uses only symmetric division runs the risk of either depleting

the stem cell population or turning the stem cells cancerous.

The control mechanisms need to be robustly designed to avoid
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Fig. 5. Circuit schematic of homeostasis control. This figure is a full analog circuit representation of the underlying ODEs that describe the homeostasis control
circuit. It is an extension of the probabilistic circuit in Fig. 4, and applies a continuous approximation to the dynamics of stem cell differentiation. Every component
of the circuit is a state variable that is represented by a circuit motif made up of a resistor, capacitor and a dependent current generator, just like the genetic promoter
circuit in Fig. 1. The division process (black) balances the probability of symmetric and asymmetric divisions such that they sum to 1 as in Fig. 4. The C and S
variables represent differentiated and stem-cell population numbers respectively. AIC and AIS are the diffusible molecules that S and C secrete. AIC activates AC

and RC, and AIS activates AS, and RS, which activate downstream signaling pathways involving GAF, ACC, and ASS respectively. The effector molecule GAF
regulates overall growth, ACC regulates CC division, and ASS regulates SS division. Acc and Ass increase their respective conductances to regulate differentiation
probabilities PSS, PCC and PSC, as represented by the current fluxes. As we discuss further in the text and in Fig. 10, we add an ‘incoherent feedforward loop
(box denoted FFL)’ that senses abrupt changes in C to improve the stability, performance, and dynamic behavior of the feedback loop in the homeostasis circuit.
The FFL is implemented using RFFL, with slow repression, AFFL with fast activation, and AFFLOUT, which combines these signals to generate transient control
signals at ASdC. ASdC helps regulate ASS such that SS division is enhanced when the death rate of differentiated cells is large.

Fig. 6. Biological representation of the homeostatic circuit. This figure is a biological representation of the circuit as shown in Fig. 5. The sensory inputs from
the diffusible molecules AIS (red), AIC (green) activate downstream signaling pathways by binding to their respective receptors. Signals are transduced along the
pathway using transcriptional and translational regulation to induce the production of ASS and ACC. Depending on the abundance of ASS and ACC, the stem
cells undergo either SS, CC or SC division. AIS and AIC are produced constitutively and secreted, such that the concentration of extracellular AIS and AIC are
representative of the number of stem cells and differentiated cells.
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these danger zones as we will discuss later in this section. In-

terestingly, nature has come up with an ingenious solution of

using stem-cell niches to induce asymmetric division as a pas-

sive control to regulate the ratio of stem cells to differentiated

cells [28]. Nevertheless, a synthetic circuit implementation of

a niche has to account for the spatial orientation of the niche

as well as the number of niche in a tissue, neither of which are

easy to design. Instead, it is known that in certain cell lineages,

changes in levels of intrinsic signaling mediators such as Polo

and Aurora kinases change a stem cell’s propensity for asym-

metric or symmetric division [35], [36]. We propose a circuit

that exploits both intrinsic and extrinsic cell signaling pathways

to control symmetric and asymmetric division and regulate the

population of cells.

Fig. 4 shows a probabilistic circuit that controls the growth

rate of stem cells (Ggrowth) and the different probabilities of SS,

CC and SC division. The figure caption details key ideas behind

the control mechanisms in the circuit. Ggrowth is regulated via

GAF, affects both asymmetric division and symmetric division,

and effects ‘common-mode analog-circuit control’, regardless

of the type of division or differentiation. In contrast, PSS , PCC

andPSC control the probability that a stem cell differentiates via

either SS, CC or SC respectively and effect ‘differential-mode

analog-circuit control’.

GAF has a dependence on the product of S and C such that

large stem cell or differentiated cell populations upregulate GAF

and reduce the overall rate of cell differentiation. This activa-

tion of GAF persists until S and C return to healthy levels via

cell death or cell differentiation. Consequently, growth regula-

tion ensures that neither population of cells are able to expand

uncontrollably. In contrast, low levels of S and C prevent the

activation of GAF, thus allowing stem cells to continue to grow

and differentiate via SS, CC or SC until S and C return to healthy

levels.

While growth regulation is no doubt important, the precise

control of the mode of stem cell division, i.e., SS, CC, or SC,

produces ideal homeostatic behavior in the presence of distur-

bances. Since a stem cell can only undergo one of three modes of

division, the probabilities of each mode of division, PSS , PCC

and PSC sum to 1 in Fig. 4. To produce an ideal ratio of stem

cells and differentiated cells, our strategy for regulating the prob-

abilities of division must change with changes in S and C. Fig. 4

shows a strategy for such regulation: If either S or C is low, we

upregulate SS division. Such division ensures that both S and C

are restored to healthy levels via a stem-cell population increase,

which eventually restores C to healthy levels via differentiation,

as well. Thus, in Fig. 4 PSS is modeled to be proportional to

1/S+C. If there are sufficient levels of S to prevent the depletion

of stem cells and C drops precipitously, stem cells undergo CC

division. Thus, in Fig. 4, PCC is modelled to be proportional

to S/C. Otherwise, SC division is the default mode of division.

In the latter case, S and C are at a good comfortable population

size, and aggressive control of either SS or CC division is un-

necessary. In Fig. 4, the value of PSC is obtained by subtracting

PSS and PCC from 1 using Kirchoff’s current law. At steady

state, PSS and PCC will auto regulate via our feedback loop to

be equal such that the population of S is stable.

Fig. 7. Step response and Bode plot for the Fig. 5 circuit (without an IFFL).
(a) A step input was applied to a linearized model of the circuit. The DC loop gain
of the circuit was increased from 1 to 3.1 and 6.3 by raising the Hill coefficient
of AIC , AS , AC from 2 to 4 and 6 respectively. This increase in loop gain led
to a faster rise time of 15.2 s, 7.53s and 4.56s and a lower steady state error of
50%, 25% and 14%. However, higher loop gain also led to greater overshoot of
16%, 33% and 62.9%, and more ringing behavior. (b) The Bode plot revealed
that with increasing loop gain of 1, 3.1 and 6.3, the frequency response had a
gain margin of 6.2, 3.5 and 1.6, and a phase margin of 180°, 51.8° and 18.7°
respectively. The overall phase shift of 360° between low and high frequencies
indicates that the frequency response of the circuit is similar to that of a negative
feedback circuit with 4 poles at different locations, with one being dominantly
slow.

Fig. 5 shows a circuit that combines regulatory loops for

growth and for differentiation that could actually be amenable

to a practical implementation. Therefore, it includes several

additional components to ensure practicality, e.g., the same

protein does not hold dual roles of activator and repressor si-

multaneously. We model the competitive nature of cell division

by using signaling molecules that compete for binding sites and
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Fig. 8. Phase margin increases with decreasing asymmetric division. The sim-
ulation was carried out under the following condition: Hill coefficient of AIC ,

AS and AC were set to 4 and the death rate of committed cells KDeathC was
multiplied by a factor of 1.2. When the ratio of asymmetric to symmetric di-
vision grows via Ksc, phase margin increases, demonstrating the benefits of
asymmetric division.

Fig. 9. Comparing steady state population of differentiated cells with increas-
ing death rate in the presence and absence of proportional negative feedback
control in Fig. 5. Death rate of C is doubled at time = 600, 1000, 1400 and
1800s. In the absence of proportional negative feedback control, the steady state
population of C is halved when death rate doubles. The presence of negative
feedback increased the steady state population of C, at the expense of creating
overshoots.

affect cell fate accordingly. For example, ASS is a signaling

molecule that when bound, activates the pathway for SS division.

Likewise, ACC is a signaling molecule that when bound, ac-

tivates the pathway for CC division. When neither molecule

is bound, the cell undergoes SC division, the default mode

of division. The caption to Fig. 5 provides more details of

circuit operation, which are an instantiation of the core ideas

Fig. 10. Increasing feedback loop gain in the circuit of Fig. 5 without an
incoherent feedforward loop. The gain of the negative feedback loop is increased
from 1 to 3.1 and 8.3 by raising the Hill coefficient of AIC , AS , AC from 2
to 4 and 8 in the circuit respectively. Death-rate of C is doubled at 600s, 1000s,
1400s and 1800s. As the loop gain is increased, the steady state population of C
(continuous line) drops less with death-rate increases in C. On the other hand,
ringing and oscillations become more prominent as loop gain increases, as in
most feedback loops. An increase in death rate also prompts the populations of
S (dotted line) to expand as a compensatory feedback-loop response.

of Fig. 4. Fig. 6 and its associated caption show one possible

biological implementation of the circuit. It uses the regulation of

transcription to implement the relationships between different

circuit components.

We assessed the homeostatic capabilities of the circuit of

Fig. 4, 5 and 6 under normal cellular conditions by perform-

ing a series of frequency-domain and time-domain analyses that

are customary in analog circuits and feedback systems: We first

initialized the circuit such that all components are at an op-

erating point near their dissociation constants, which typically

maximizes the feedback loop gain. Their normalized concen-

tration value at steady state (concentration/KD) is set to one.

The detailed parameters are listed in the S1 Table. To study the

transient response of negative-feedback loop, we linearized the

circuit about an operating point and applied a step function (an

input to the feedback loop that simulates an abrupt cell popula-

tion growth) to the differentiated cell population. By changing

different parameters in the circuit according to (2), we can alter

its feedback loop gain. In our case, for simplicity, we chose to

increase gain by using larger Hill coefficient values (n in (2))

for the binding characteristics of AIS , AIC , AS , and AC . In

general, as (2) shows, gain can be changed by altering produc-

tion/degradation ratios as well. As they only affect the loop gain,

but not the steady state of the circuit, changes in Hill coefficients

afford a particularly convenient and simple way of characteriz-

ing and studying feedback loops.

Fig. 7 shows how feedback loop-transmission dynamics vary

as we increase feedback loop gain. Similar to the asymmetric

circuit, as loop gain increases, the feedback loop-transmission

step response exhibits greater ringing behavior. The phase mar-

gin of the Bode plot decreases from 180° to 51.8° and 18.7° as

loop gain increases from 1 to 3.1 and 6.3 respectively. Ringing
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Fig. 11. Cell population response with an incoherent feedforward loop. (a) The probabilistic circuit representation of Fig. 4 is enhanced with an ‘incoherent feed
forward loop’ (IFFL) designed to enhance SS division when there is an abrupt increase in the death rate of C (as denoted by the dC/dt regulating Pss). (b) The
steady state population of C is higher in the presence of IFFL. Additionally, the transient response exhibits less ringing with the IFFL. This behavior is most clearly
observed at time = 1000, where a circuit with similar loop gain has significantly more ringing when the IFFL is absent (blue curves) vs. when it is present (orange
curves). (c) This graph is a Bode plot of the loop-transmission frequency response when the differentiated cell death rate is 8x the normal death rate. The phase
margin response with and without the incoherent feedforward loop is 61.3° and 19.3° respectively, correlating with the improvement in ringing in Fig. 10(b).

appears when phase margin drops below 45°. However, larger

loop gain is also associated with a faster rise time of 15.2 s,

7.53 s and 4.56 s, and a lower steady-state error of 50%, 25%

and 14%, respectively, all of which are desirable characteristics

when designing a feedback loop. The analysis points to an in-

herent trade-off that exist when designing linear time-invariant

negative-feedback loops such as we are approximating around an

operating point of our nonlinear design. [24]: A high loop gain

leads to a fast response and low steady-state error, but it also

makes the loop more prone to ringing and oscillatory/unstable

behaviors.

To understand why a symmetric-division-only control mech-

anism is not ideal, we calculated the phase margin for varying

levels of asymmetric division relative to symmetric division by

changing Ksc. From Fig. 8, we observe that phase margin in-

creases as the proportion of SC division grows, suggesting that

asymmetric division reduces the amount of variability of the

stem cell population and improves the stability of the differenti-

ated cell population. The improvement in robustness also means

that the stem cell population is less likely to ‘accidentally’ de-

plete from noisy control or to grow uncontrollably.

D. Disturbance Rejection

One of the goals of a homeostatic circuit is to maintain a

healthy population of differentiated cells when a tissue is sub-

jected to chronic stress. From a circuit perspective, the increase

in death rate is a form of disturbance that we want the circuit to

nullify via strong negative feedback. We can test the ability of

the circuit to reject disturbances by accelerating the death rate of

differentiated cells at multiple time points, and monitoring stem-

cell and differentiated-cell population responses. As a control,

we first simulated the circuit with accelerated cell death rates

in the absence of all negative feedback. Fig. 9 shows that when
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death rate doubles, the steady state population of differentiated

cells halves. When we introduce negative feedback via our cir-

cuit, the differentiated cell populations recover to roughly 70%

of the healthy steady-state population size. A consequence of

larger steady-state population of differentiated cell is the corre-

sponding increase in stem cell population, as shown in Fig. 10

(dotted lines). Since the negative feedback loop in the circuit is

designed to increase SS division in the event of low C, the stem

cell population increases substantially to support the increased

death rate of C. As seen in Fig. 10, when we increase gain from

1 to 3.1, steady state error reduces from 30% to 5%. There are

signs of overshoot, which is characteristic of a system with a

phase margin below 45°. Increasing the gain further yields a

smaller steady state error while producing damped oscillations.

These results, once again, illustrate the inherent tradeoff between

performance and stability.

There are several strategies from analog feedback circuit de-

sign that give us better performance while minimizing instabil-

ity. As discussed previously in the asymmetric circuit design

of Fig. 2, the slow division of cells relative to the half-life of

the other components is a form of dominant-pole compensation,

which is also present in the symmetric and asymmetric circuit

design of Fig. 4. However, to improve dynamics further, in this

latter circuit design, we also added an incoherent feed-forward

loop (IFFL), as shown in Fig. 5 and 11. The addition of the IFFL

provides a way to reduce steady-state error without a large in-

crease in loop gain in a manner analogous to the addition of a

lead zero in analog circuit design: The feed-forward loop works

by increasing PSS in proportion with -(dC/dt). The latter deriva-

tive is approximated by taking the difference of a relatively fast

and relatively slow filtered version of C. In Fig. 11, we use two

proteins RFFL and AFFL with different half-lives to obtain these

two filtered versions of C. Fig. 11b shows that, with the addition

of the IFFL, the steady-state population of differentiated cells

improves while simultaneously reducing the amount of ringing.

In the Bode plot of Fig. 11c, phase margin increases from 19.3°

to 61.3°, while keeping the loop gain relative constant.

E. Parameter Sensitivity and Circuit Robustness

As with most computational models of biological networks,

a typical concern is the uncertainty of parameter values used

in the model. Ideally, a homeostasis circuit should maintain a

healthy population of differentiated cells even when some of

the parameters are different from the ones used in its model.

Fortunately, one of the benefits of negative feedback control is

the reduction of a circuit’s sensitivity to changes in many circuit

parameters [5]. Therefore, we were motivated to see if our circuit

showed similar robustness under negative feedback.

The sensitivities of various parameters in our circuit design in

Fig. 5 and 11 can be obtained by performing sensitivity analysis

(SA) with the SA toolbox from MATLAB. We generated many

sets of parameters such that the binding affinities of the signaling

molecules varied in a random fashion uniformly within a ±10%

range of their nominal values. The resulting variation of differ-

entiated cell populations at steady state from their normalized

values of 1 can then be tabulated and plotted. In Fig. 12a, we

Fig. 12. Robustness analysis. (a) This is a graph of the robustness of the steady
state values of C in the asymmetric circuit in Fig. 2b. 1000 different parameter
sets of production rates, dissociation constants and degradation rates was used
to calculate C for Hill coefficient between 0.25 to 3. The standard deviation of
C increases with Hill coefficient initially and reaches a maximum when n = 2.
Due to oscillation that sets in when DC loop gain is too high, we did not include
results from n>3. (b) This graph is a histogram of the steady states values of C
in the symmetric and asymmetric circuit in Fig. 5 for 100 different parameters
sets of Kd as listed in S1 Table. The Hill coefficient of AIC , AS and AC is
set to 2 for low loop gains and to 4 for high loop gain. These changes result in a
larger mean and spread of the distribution when loop gain is low (0.981± 0.054)
compared with when loop gain is high (0.989 ± 0.044).

performed robustness analysis on the asymmetric circuit from

Fig. 2b. The standard deviation of differentiated cell populations

at steady state -increased noticeably as Hill coefficient increases,

and only starts to decrease when Hill coefficient is greater than

2, resulting in an inverted parabola. In other words, the circuit is

less robust despite the increase in loop gain from the Hill coeffi-

cient, but the trend reverses as Hill coefficient increases past 2.

This behavior is likely due to the Hill equation having a smaller
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TABLE I
SYSTEM OF ODES FOR FIG. 5

slope at low values of n, such that changes to the input at the

previous stages are attenuated. As the slope of the Hill function

increases, the attenuation caused by a flatter Hill function starts

to diminish while the robustness effects of negative feedback

start to dominate, therefore producing the parabolic curve. To

test the effects of negative feedback on robustness in the full cir-

cuit of Fig. 5, we repeated the robustness analysis as described

in Fig. 12b. The standard deviation of normalized populations

C reduces from 0.054 to 0.044 when the feedback loop gain is

increased. Thus, as in analog electronic circuit design, negative

feedback does indeed provide a robustness benefit in our circuit

as well. While the robustness analysis described here only sur-

veys the parameters within±10% range of their nominal values,

the circuit is likely to work at other ranges as well so long as

the DC operating points of the state variables are close to their

respective dissociation constant, which optimizes the DC loop

gain for a typical Hill function.

III. METHODS

All simulations were performed in MATLAB (Simulink), Re-

lease 2016b with a variable- step ODE solver ODE23s. The cir-

cuit in Fig. 5 was also simulated in Cadence to demonstrate the

compatibility of the analog circuit schematic with other popular

TABLE II
PARAMETER VALUES FOR SYSTEM OF ODES IN TABLE I

1. These Hill coefficients are raised to 2, 4, 6 or 8 to increase the overall gain of

the negative feedback loop.

2. Ksc controls the rate of asymmetric division relative to symmetric division.

3. 100 sets of these Kds, randomly generated with a uniform distribution of ±10%

were generated to test the sensitivity of the circuit.

CAD softwares for electrical engineers. Simulink and Cadence

models of Fig. 5 are available upon request. The ODEs repre-

sented by the circuit and parameters used are listed in Table I and

II respectively. Bode plots are obtained using Simulink’s Linear

Analysis tool and setting the Input Perturbation and Open-loop

Output at the node for C (committed cells).

In our circuit, as in prior design [22], we have made the sim-

plification that stem cells differentiate directly into mature β
cells without going through intermediate stages of differentia-

tion. This assumption is accurate only if the intermediate stages

of differentiation do not affect the overall negative feedback dy-

namics significantly [27]. If they do, our design would need to

explicitly monitor early intermediate-stage cell population num-

bers (proxies for our committed cells) that follow a committed

path towards β cell differentiation.

IV. CONCLUSIONS

In summary, our results show that the standard techniques

and tools of analog electronic feedback circuit design including

Bode plots of feedback loop gain and phase; gain margin; phase

margin; root-locus analysis with varying loop gain; feedback

robustness with loop gain; and, frequency compensation tech-

niques (e.g., dominant-pole compensation or the lead zero and

corresponding IFFL circuit) are useful in designing synthetic
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biological circuits as well. Over almost 100 years, such design

techniques have enabled analog circuit designers to build circuits

that meet complex specifications [5]. For example, we show that

lead compensation in analog circuits instantiated as an incoher-

ent feed-forward loop in the biological circuit improves stability

while simultaneously reducing steady-state tracking error. Our

symmetric and asymmetric division scheme also improves phase

margin in the feedback loop, and thus improves robustness. Be-

cause of the robustness provided by feedback, such designs do

not usually require complete and exact knowledge of all circuit

parameters. We suggest that the circuit design techniques and

strategies that we have outlined in this paper may also prove use-

ful to other biological circuit designers in the future, as demon-

strated in our recent design of a synthetic microbial operational

amplifier [37].
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