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Abstract

The paper addresses the asymptotic properties of Camassa-Holm equation on the
half-line. That is, using the method of asymptotic density, under the assumption that
it is unique, the paper proves that the positive momentum density of the
Camassa-Holm equation is a combination of Dirac measures supported on the
positive axis. This means that as time goes to infinity, the momentum density
concentrates in small intervals moving right with different constant speeds.
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1 Introduction
In this paper we consider the following initial boundary value problem of the Camassa-
Holm equation on the half line:

Up — Upgx + 3UUy = 2UyUyy + Uy, E>0,x€R,,

M(O,x) = I/l()(x), X € R+) (1'1)
uf(,0) =P (t,0)= - = u(t,0)=0, £>0,
@Ky _ 22y _ i
where u; " (0) = ug~ 7(0) =--- = up(0). Let 1 = u — u,, be the momentum density. The

Camassa-Holm equation on the half line in momentum density form is

hy +uhy +2u,h =0, t>0,xeR,,

h(t,x) = (1-32)u(t,x), t>0,xeR,,

h(x,0) = ho(x) = (1 - 0*)uy, x€R,,
82%2p(¢,0) = --- = 3%h(t,0) = h(t,0) =0, t>0.

(1.2)

The Camassa-Holm equation is a model for the unidirectional propagation of shallow
water waves over a flat bottom. It has a bi-Hamiltonian structure [1] and is completely
integrable [2, 3]. Its solitary waves are peaked [4]. The convergence of the solution of the
Camassa-Holm equation to the distributional solution of the Burgers one and the solution
of the dispersive equation converging to the unique entropy solution of a scalar conser-
vation law are proven [5, 6]. In [4], numerical studies illustrate that some nonnegative
initial condition evolves into a train of peakons moving with different velocities. On the
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theoretical side of the topic, there is research on the stability of peakons, which says that
at least for initial values close to peakons, it will stay close to the peakons. The shapes
of peakons and multipeakon/antipeakons are stable under small perturbations, making
them recognizable physically [7-9]. Constantin and Strauss [7] proved the stability of a
single peakon among C([0; T]; H'(R)) solutions. El Dika and Molinet proved the stability
of multi-peakons [8] and multi-anti-peakons-peakons [9] among a slightly more regular
class of solutions.

In this article, we use the method of asymptotic density of the momentum to show that
under the assumption of its uniqueness, at the momentum level, the solution approaches
a train of peakons moving right with different speeds. This approach was introduced by
Chen and Frid [10] to study the asymptotic behavior of the entropy solutions of conserva-
tion laws. It has been used to discuss the asymptotic behavior of the vorticity of the two di-
mensional incompressible Euler equation by Iftimie, Lopes, and Nussenzveig [11, 12]. Ref-
erence [13] is an exposition. Notice that the vorticity in the incompressible Euler equations
and the momentum density in the Camassa-Holm equation are similar. They satisfy simi-
lar first order nonlinear nonlocal equations and give the velocity through similar integrals.
There are also differences. The 2D Euler flow preserves volume and the vorticity is trans-
ported along the particle trajectories, but the same do not hold for the Camassa-Holm
flow and its momentum density. We have studied the asymptotic property for a global
strong solutions of the Camassa-Holm equation by the approach in [14], and the asymp-
totic property of the solutions of the Degasperis-Procesi equation is studied [15]. Results
on the half-line may not automatically follow those on the whole line. For example, if the
momentum density is non-positive, the solution on R approaches a left moving peakon
train whereas on R,, solutions with non-positive initial momentum densities must blow
up in finite time (see [16]) and we cannot discuss their asymptotic properties. New, we pro-
ceed to a study of the momentum density of the Camassa-Holm equation on the half line.

In this paper, we will investigate initial boundary value problems of the Camassa-Holm
equation with initial data uy € H*(R,) N H}(R,),s > %, where R, = [0,00). Let k € N\ {0},
and for 2k + % <s<2k+2,weset

G'(R,) = {u € H'(R,) | u®?(0) = u®2(0) = - - = u(0)}.

Theorem 1.1 ([16], Theorem 2.2) Letug € G*(R.), with k € N\ {0}, and 2k + % <s<2k+2.
Assume that ho(x) := uo(x) — uox(x) > 0 for all x € R,. Then there exists a global solution
u(t,x) to (1.1) such that, forall T > 0,

u=u(,up) € C([0, T); G*(R,)) N C'([0, T); G (R,)).

Moreover, the solution depends continuously on the initial data, i.e., the mapping uy —
u(,up): G(R,) — C([0, T); G*(R,)) N CY([0, T); GY(R,)) is continuous.

Definition 1.2 Let u be a global solution of (1.1), and the initial momentum density /2o > 0
is compactly supported. For ¢ > 0, let

h(t,y) := th(t, ty) (1.3)

be the scaled momentum density of u.
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Definition 1.3 Let [a,b] C R, be a finite interval, and supp h(t,-) C [a,b] for all £ > 1.
Suppose there is a sequence t; — 00 as k — 00, and a positive Radon measure y € M|a, b]
such that

Aty ) — W, ask— oo.

Then we call u an asymptotic density associated with the initial momentum density 4.

Remark 1.4
(@) M[a, b] is the space of regular Borel measures on [a, b].
(b) The convergence is the weak-* convergence in M|a, b}, i.e. for all y € Cla, b],
S ey o) dy — (1, v).

(c) The asymptotic densities associated with /o may not be unique.
The following is the main result of this article.

Theorem 1.5 Let u be a global solution of (1.1), and hy(-) = h(0, ) > 0 has compact support.
For t > 0, suppose that h(t,-) has a unique asymptotic density | associated with hy. Then
there exist finitely or countably infinitely many m;,o; € [0, 00) such that

W=y mida, (14)

where 8, is the delta function supported at a;, and
@) a; < %mi,for all i.
(b) o; € [0, M), for any i, where M = || u|| 1o R, xR,)-
() i = 0asi— ocoanda;#a;ifi#j.
(d) m;>0and Y2 m; = |hollg,)-

In other words, the momentum densities of such global solutions concentrates in slumps

moving right approaching different speeds.

2 Preliminaries
Consider the following differential equation:

YD _ y(t,q(t,x), t>0,x€R,,

2.1
q(0,x)=x, xeR,. @D

Applying classical results in the theory of ordinary differential equations, one can obtain
the following results on g.

Lemma 2.1 Let u € C([0, T); G*(R,)) N CY([0, T); G"X(R,)) be a nonnegative solution of
(L1) for all T > 0, Then the (2.1) has a unique solution q € C*([0, T) x R,,R,). Moreover,
the map q(t, -) is an increasing diffeomorphism of R,. And

h(t, q(t,x))qi(t,x) =ho(x), (t,x) € ([0, T) x R+).
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Remark 2.2
(a) If supphg C [a,b], then, for all t € (0, T), supp h(t,-) C [g(t, a),q(t, D)].
(b) If hg > 0, then, for t € [0, T), h(¢,-) > 0.

Lemma 2.3 Let u be a global solution of (1.1). Suppose that hy € L'(R,) and hy > 0. Then,
fort >0, we have

”i’(t’ ')”Ll(R+) = ||h(t")||L1(R+) = HhO(t")||L1(R+)' (2.2)

Proof From hy > 0 and Remark 2.2(b) k(t,-) > 0, for ¢ > 0, the first equality of (2.2) results
from a change of variable. The seconde equality can be got from (1.2) using integration by
parts. That is,

d
— / h(t,x)dx = / (—uhy — 2u h) dx = / —uyhdx=0. 0
de R+ + +
Proposition 2.4 Let u is a global solution of (1.1), and h is the momentum density of u.
Then
1 = _
u(t,x) = E/ (e W e ) n(t, y) dy. (2.3)
R,
Proof Let
— h(t, x), x>0,
h(t,x) =
—h(t,—x), x<0,
_ u(t,x), x>0,
u(t,x) =
—u(t,—x), x<0.

For convenience, the following proof omits the £. When x < 0,

2
—1

d d?
u'(x) = @ﬁ(x) = d—xz[—u(—x)] = —u(—x).

Then

u(x) —u' (%) = —u(—x) + u’(-x) = —[u(—x) - u”(—x)] = —h(=x) = h(x).

So h(t,x) is the momentum density of %(¢,x) on the whole line. Then

u(x) = %/Re_'x‘ylﬁ(y) dy= %/ e n(y)dy + %/}R e " n(y) dy

=I+1I.

Because

1 — 1
1= —/ e h(y)dy = —/ e " h(y)dy
2 Je, 2

Ry
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and

1 - 1
=3 /R ) e hy)dy =2 /R ) e (<h(-y)) dy

1
—__ —|x+z|
5 /R+ e h(z)dz,

we have

1
ulx)=I+1I = 5/ (e"’c_j'| - e“’”y')h(t,y) dy.

+

We record here two formulas frequently used later. From (2.3), we get

1 1
u(t, tx) = 5,/ (e — e h(t,y) dy = 3 / (e — e n(t,z) dz.
R+

+

Differentiate (2.3) with respect to the spatial variable to get

1
uy(t,x) = 3 / (sgn(y — x)e ™ + e h(t,y) dy
1 ~
= 5/ (sgn(tz —x)e” ™ + e ™) (¢, 2) dz.
R,

Hence

1 ~
u(t, tx) = 3 / (sgn(z — x)e ™ + e\ y(¢, 2) dz.
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(2.5)

Lemma 2.5 Let u be a global solution of (1.1). Suppose that hy > 0 and supp(ho) C [a,b] C

R,. Then, for t > 1,

~ b
supp h(t,-) C I:%, n +M:|.

Here M := ||lu||oor, xr,). There exists d > M, such that, for t > 1, supp h(t,-) C [0,d].

(2.6)

Proof Notice that uy € G*(R,), with k € N\ {0}, and 2k + % < s < 2k + 2, implies that
hy € H2(R,) € L®(R,), and that the /2y has compact support implies that &, € L} (R,).
From (2.6) and the Remark 2.2(b), 4(t,-) > O for all £ > 0. Equation (2.3) and Lemma 2.3

imply that, for all (¢,x) € [0,00) x R,,

1 1
0 < u(tx) < 3 (LICD] P 5 oll1r,) < 00.

Let M := ||ul| zoo(r, xr,)- By the Remark 2.2(a), supp /(t, -) C [a, b + Mt], then

supp i(t,-) C [%, ? +M:|.

(2.7)
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Lemma 2.6 ([13,17]) Let u € M[c,d] be a nonnegative measure. Then there exist a non-
negative continuous measure v € M|c,d], countably (including finitely) many real num-
bers m; > 0, and «; € [c,d] such that

W=V + Ximby,. (2.8)

In particular, given ¢ > 0, there exists § > 0 such that, for an interval I C [c,d] with |I| <
8, v(I) <s.

3 Proof of the main theorem
We prove Theorem 1.5 in this section. We will obtain information on the asymptotic den-
sity u by testing it with ¢ € C.(R,).

Proposition 3.1 Suppose that h satisfies (1.2). Then n satisfies

; h(t,y) + 2u(t, ty)h(t,y) = 0. (3.1)

—h(ty) - PR

0 -~ 0 yiz(t,y) .\ u(t,ty) 0
at ay

Proof Calculate directly to get

0 ~
ﬁh(tyy) = h(tr ty) + tht(ty ty) + tyhx(t; ty):

_i [yh(t,y)] = —h(t, ty) — tyh,(t, ty),
ay t
ult, ty) iiz(t,y) = tu(t, ty)hy(t, ty),
t dy

2u,(t, y)h(t,y) = 2tu(t, ty)h(t, ty).
From (1.2), we get (3.1). a

Proposition 3.2 Suppose hy > 0 and has compact support. Let ¢ € C.(R,), and ¢ €
CHR,) be an antiderivative of ¢. Let t; — 0o be a sequence of time such that h(ty, ) — W,
an asymptotic density with (L = v + Y, m;8,,, v continuous, m; > 0, «; € [¢,d] as given by
Lemma 2.6. Then

Q0 -~ ~
lim sup o (y)ulty, txy) ¥ [h(tk,y)] dy +2 f ted )y (b, iy (b, y) dy
k—oo [JR, v R,
< ; Z|<ﬂ(ai)|m?. (3.2)

Proof Fix ¢ € C.(R,). We divide the proof into three steps:
Step 1. Given ¢ > 0, since Y .o m; < 00, there exists an N = N(¢) such that Y, m; <
Choose § = §(¢) > 0 such that when || < §, v(I) < 7 and

£
z

w(loi —28,0;+28]) <m(1+¢), i=1,...,N, (3.3)

la;—8,a;+8]N[aj—8,aj+8] =¥, fori#jand1<ij<N, (3.4)
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|g0(y)—go(ozi)| <&, Vyela;—268,a;+28],i=1,...,N.

As hty, ) — W, there is a Ky > 0 such that, for any integer k > K,
/ it(tk,y)dy<mi(1+8), Vi=1,...,N,
[aj—28,0;+26]
and for any interval / C R, \ Ufil(ai - %8,0@ + %8), with |I] < 8, we claim that

/il(tk,y) dy<e.
1
To see this, recall from the first paragraph of step 1, we get

(k-0 =Y mi<,

i>N

then

w(l) < %

Page 7 of 14

(3.5)

(3.6)

(3.7)

(3.8)

Let supp h(t,) CJ CR,. Write J \ Uﬁl(ai - %8,0@ + %8) as Ulefj, with J; mutually disjoint

and |Jj| <. From (3.8), we get
€ ,
,u(]}-)<§, Vi=1,...,L.

As h(ty,) — u, there is a sufficiently big Kj, such that (3.6) holds, and

/l:z(tk,y)dy< % Vi=1,...,Lk>Ko.
].

(3.9)

It is obvious that / intersect two J; at most, then from (3.9), we obtain equation (3.7).

Step2.Forie{l,...,N}, Let
E;=[a;-5,a; + 8], F; = [a; — 28, a; + 28]
and
E=EU-.-.UEy.
Define
B [ o0putttn ey 2 [ s0umte bt ey

= —/R o ultr, ty)h(t, y) dy+/R W)ttt tey)ltr, y)tx dy

= Ck + Dk.

(3.10)
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By (2.4), we get
Ck = —/ PO ulti, tiy)h(ti, y) dy

- / f ) (€041 — e 1y, )i(te,2) dy
R, JR,

_<__Z//|H< ——/f‘z.yk //|”)

yeE;,zeRy

X go(y)(e't"‘y_zl - e_tklwzl)h(tk,y)h(tk,z) dydz:= Ciq + Cio + Cis. (3.11)

Using (3.5) and (3.6), we obtain

N
ICial sZ / / - \w(y>|h<tk,y)h(tk,z>dydz<Z / / o0t it 2) dy dz

yeE; ze]R+

N
<D (lolen)| +&)mi(1+e)”. (312)
i=1
By (3.36) and (3.7), we have

|Cra| 5//\z-y|<% loO) |t 9)h(tr, 2) dy dz < ||¢||Lm/

yEE®

M)y [, o2 de

yEEC zeRy zeR4

<ellollre ( h(ti,y) dy) =eéllellreom)llholl,)- (3.13)

yeE°

Notice that, for |y —z| > %, ly + z| > %, and using equation (3.36), we have

Cual < / / lo0)|e 3t it 2) dy dz
\z—yl>—

1 s
=< Ee‘tkf lello@) o ”il(&)‘ (3.14)
Using (2.5), we have
1 - -
Dy = 5/ / d)te[sgn(z — y)e = + e =N (i, 2)h(th, ) dz dy. (3.15)
R, JR,

As Dy is symmetric in y and z, there is a 6 € (0,1) such that

Dy / d(2)tx[sgn(y — 2)e %4 + e’tkly”'] (te, 2)h(te, y) dz dy
R, JR,

2 / / [6(7) — ¢(2)][sen(z - y)e =2 + e = (1, y)h(tr, 2) dy dz

1
2 /R /R oy +0(z- )ty - 2)[sgn(z — y)txe 21 + 1]

x h(te, y)h(tr, z) dy dz
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( Z f/ - +‘// i<} %f/w)

yeE; ze]lh yEEC zeR
x@(y+0@z-y)aly- Z)[sgn(z —y)e k= e't’(l“y']l:z(tk,y)l:z(tk,z) dydz
= Dk1 + Dk2 + Dk3. (316)

Using (3.5) and (3.6), get

N
1 - -

a1 < 5 3 (ote)] +e) / Moty [ oz
i-1 yeE; zeF;

N
<=>(l¢ m?(1 +¢)2. (3.17)

i=1

I\Jl’—‘

AsE>0,&ef <1, from (3.36) and (3.7),

1 Ltz
Dl = ol [[ .4t~ zlsentc -y

yEECzeRy

+ e k=] |;1(tk,y)il(tk’ z)dydz

1 - -
< Sloliac) / h(tk,y)( / i(t.2) dz) dy
yeE, ze[y—%,ﬁ%]

£ ~ e
“llellzer,) / h(te, y)dy < = ll@llzo®,)lholl 1 g.)- (3.18)
=3 <R, 2
Notice that, for £ > 0, £e7% ﬁfsz%zé.Hencefor |y—z|>%,
tily — zle P~ < 24
tly—z|  &d

1
IDis| = 7@l / / tly - zl|sgn(z — y)e =
y-zI>$
+ e I ity y)h(t, 2) dy dz

2lplim,
< oWl [ e adyde < HEEE g R (319)
|y— z|>7 tk(s

Step 3. From (3.10)-(3.19), we obtain

3 1 s 2ol .
|Bx| < ||§0||L°°(R+)”h0“L1(R+)<§8 *5€ 2\ hollp,) + T(S(

3N
) ;(|<p(a,-)| +&)m;(1+¢).

Let k — oo, we have

N
3e 3
lim sup Bl < =gl Mol + 5 (gl +e)mi (1 +e)”

k— o0 i-1

As ¢ is arbitrary, the proposition is proved. d
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Lemma 3.3 Let ¢ € C.(R,), and ¢ € C{(R,) be an antiderivative of ¢, and
9 ~
Altsg) = - / 60) =) &,
R, g
0~ -

Bltse) == [ 00t ) lie ] y=2 [ s0ute e ) ey
Then

limsup(B[t; ] — Alt; ¢]) > 0. (3.20)

t—>00

Proof We divide the proof into three steps.
Step 1. Define f(t) := [, ¢(»)A(t,y)dy. Then from (3.1),

£ = ¢(y) h(t y)dy

- Z ¢(y)a—[yft(t,y)] dy

0 - 1 -
-1 | somemSiendr-; [ 200memiyed

= —;A[t;w] + ;B[t;w]. (3.21)

Integrating (3.21) from ¢ to £2, we get

f(tz) _f(t)Z/t wds

t S

Step 2. We claim that Q := limsup(B[s; ¢] — A[s; ¢]) < 0o. Recall from Lemma 2.5 that
there exists d > |||, xr,) such that, for all £ > 1, supp h(t,-) C [0,d]. From (3.36), we
have

Altig) ‘ / 40)5- e dy’ ‘ / o)) dy’
< ||(/7||L°°(1R+)[ i) dy < el dllholl .- (3:22)
supp h(t,)
We claim that B[¢; ¢] is also bounded. To see this, write

9~ -
Blt;¢] = - ¢(y)u(t, ty)a—[h(t,y)] dy-2 | @O)tu(t, ty)h(z, y) dy

Ry

¢(y)—[u(t t)h(ty) ] dy— | ¢O)tu(t,ty)h(t,y) dy

Ry Ry
= Gl + G2. (323)

From (2.7) and (3.36), we have

|G1| =

/R oOult, )il ) dy

< ll@llzeo@o) |4l oo, xr) 170l 1R ) - (3.24)
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Using (2.5),

Gy = —% /f P (»)t[sen(z - y)e "7 + e = (e, 2)h(t,y) dzdy
Ry xRy

= _l _ ~tly—z| —t|y+z il ~ dzd
2 (//ly_zl>l+//y_zl<l>¢(y)t[sgn(z y)e +e ] (t,2)h(t,y) dzdy

= G21 + Gzz. (325)

Noticing that, for y,z > 0, te™7*? < e~ < Iy <1, then

Gl =5 [ 00ldlsentz e e e ) dyde
<llro@olhol g, < I@lnglholfig, ), (3.26)
Gu--; [ fy | POrsente e i ) dzdy
+ (é) / /y Zld¢(y)te*”y+2‘il(t,z)12(t, y)dzdy := Gagy + Gono. (3.27)
As Gyp; is symmetric in y and z, there is a 6 € (0,1) such that
|Gan| < ‘% //y2|<1 ¢(2)t[sgn(y - 2)]e " h(t, 2)h(t, ) dzd}"
= |3 /][00 - ot@lsente - it ez
< i / /I;v _Z‘<1|¢(z +0(y —2))|tly - zle™P=2 (e, 2)h(t, y) dz dy

_1
—llollreor,) IIhollLl . (3.28)

..1;

For Gyy;, choose the anti-derivative ¢(y) = foy @(s) ds. Noticing that [|¢[l;x®,) < l¢ll11g,)

1 [ 7 7
|Ga2l| = ‘5/0 o(y)te yh(t,y)(/y_Z|<le h(t,z) dz) dy‘

1 el -
< ol [ lo0)le 7he )
1 )—¢(0)| _
< §||h0||L1(R+ ‘¢(y ¢ ‘t e h(t,y)dy
1 _ 1
< §||h0||L1(]R+) |<p(9y)]h(t,y) dy < E||h0||L1(R+)”(/7”L°O(R+): (3.29)
0

where 6 € (0,1).

From (3.23)-(3.28), |B[¢; ¢]| is bounded in ¢. Together with (3.22), —co < Q < 0.

Step 3. For each ¢ > 0, there exists K > 0 such that when s > K, B[s; ] —A[s; ¥] < Q + €.
Hence when £2 > t > K,

£(B) -1 0 < / Qre

ds < (Q + ¢)logt,
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2
that is, f(tlo)g{(t) <Q+e¢.Forre(l, o),

b
S =/ dWh(r,y)dy < 1@ llcias hollzrge,) < @l lholli,)-

Hence

0= limw <Q+e¢
t-oco  logt

As ¢ is arbitrary, Lemma 3.3 is proved. O

Lemma 3.4 Suppose that h(t,”) has a unique asymptotic density, that is, a u € M|c,d]
such that h(t,") — p as t — oo. Suppose L= v + Y 1o m;8y, is the decomposition of w into
continuous and discrete parts (Lemma 2.6). Then, for all ¢ € C.(R,),Alt; 9] — (yu, 0(y))
ast— oo, and

w0 = 3 3l (3.30)
i=1

Proof 1t s easy to see that

Alt;p] = - /R ¢(y)a%[y19(t,y)]dy= /R eOyh(t,y) dy — (yi, (). (3.31)

From Proposition 3.2, we get

. 3 .
limsup|B[t ¢]| < 5 > ot m;.
k—00 i=1

Together with (3.31) and Lemma 3.3,

bisp0) = fim [ o)) dy

o]

o , 3 )
= liminf A[f; ¢] < limsup Blt;¢] < - ;Isa(aiﬂmr

Replacing ¢ by —¢, we obtain (3.30). d

Proof of Theorem 1.5 For (a), fix i, if ¢; = 0, the conclusion holds. Assume «; > 0, given
&> 0, there exists a § € (0,«;) such that u([a; — 8, a; + 8]) < m; + &.

If o € [o; — 8,0 + 8], # i, mib, + m;de; < 1 implies that m; < .

Let ¢ € C.(R,), ¢ > 0, suppy C (&; — 8,; + 8) C R, max¢ = ¢(¢;). From (3.30) and

> 0 we obtain

N w

mioip(at;) = (mida,, yp () < (1, y9 () <

(m%w(ai) B Zw(a,«)m?).

J#i
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If o; ¢ [o; — 8,0 + 8], then ¥ () = 0. In any case,
<p(a,')mj2 < p(aj)mje < @(o)mje.

Hence

N W

mep(a;) < <P(0li)[mlz te Z mi]'

J#i
Let e — 0, we get

3

o < —m;.
2
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(3.32)

For (b), from Lemma 2.5 and A(¢,-) — © we get supp u € [0, M]. Together with v >

0,m; > 0, and (2.8), we obtain
suppv C [0,M], and «; €[0,M].

For (c), since i = v + X;m;4,, is a finite measure, v > 0, m; > 0 implies that
Z m; < Q.
i

Hence m; — 0, as i — oo, then from (3.32) we get

oa; — 0, asi— oo.

(3.33)

(3.34)

For (d), suppose p does not have discrete parts over (e,f) C R, \ {0}, that is, no «; is in
(e,f).Let g € Cc(e,f), Then supp o N {1, a3, ...} = ¥, from (3.30) we obtain (1 (y), yo(y)) = 0,

hence yutl(s) =0, s0 ft](y) = 0.

Notice that suppv C [0, M], as suppu C [0, M], v continuous and u — v discrete. If

a > 0, then it is not an accumulation point of {¢;}. Hence there exists a § € (0, ) such

that ;) {o} N [(@ = 8, + 8)\{a}] = ¥. Since v|(g—s0)U(@a+s) = 0, as v is a continuous mea-

sure, V|-_s,q+5 = 0. Hence v = 0 in some neighborhood of each point of (0, oc), and hence

V|r,\(0} = 0. As v is a continuous measure, v = 0, that is,

oo

We have

”Z(t, ')”Ll(m) = Hh(t")||L1(R+) = HhO(')HLl(RQ'

Together with (3.35) and (3.36), we obtain

S o= Y () = () = fim [ ey = ol

i=1 i=1

(3.35)

(3.36)

(3.37)
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