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ABSTRACT Garbage classification has always been an important issue in environmental protection,

resource recycling and social livelihood. In order to improve the efficiency of front-end garbage collection,

an automatic garbage classification system is proposed based on deep learning. Firstly, the overall system

of the garbage bin is designed, including the hardware structure and the mobile app. Secondly, the proposed

garbage classification algorithm is based on ResNet-34 algorithm, and its network structure is further

optimized by three aspects, including themulti feature fusion of input images, the feature reuse of the residual

unit, and the design of a new activation function. Finally, the superiority of the proposed classification

algorithm is verifiedwith the constructed garbage data. The classification accuracy of the proposed algorithm

is enhanced by 1.01%. The experimental results show that the classification accuracy is as high as 99%, the

classification cycle of the system is as quick as 0.95 s.

INDEX TERMS Artificial intelligence, deep learning, image classification, neural networks.

I. INTRODUCTION

With the rapid development of economy and the improvement

of people’s living standards, the amount of garbage is increas-

ing rapidly. According to the latest report of International

Lianhe Zaobao, the global garbage volume will increase by

70% by 2050, and the task of garbage classification will be

even more arduous. Scholars at home and abroad have done

a lot of researches on garbage classification, but most of

the proposed schemes are innovations of terminal recycling

method [1]–[7]. In 2019, China started to require residential

garbage classification, in which case the front-end collec-

tion is highly dependent on people’s awareness. Therefore,

the efficiency of the garbage classification still needs to be

improved. It is of great academic value and practical signif-

icance to study an effective automatic garbage classification

method.

For the commercialization of intelligent garbage bin, there

are some attempts made by foreign companies, such as NAS-

TAR in the United States, Zeton, and the Japanese somatosen-

sory intelligent garbage bin. There are a lot of researches

on the intelligence garbage bin in academia. Kano et al. [8]

proposed a group-control robot system, which provides a
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decentralized control scheme for indoor garbage collection.

But it depends on the cooperation between robots and takes a

long time. Wesley et al. [9] proposed a low-cost intelligence

garbage bin. It optimized the treatment of waste by taking

the capacitance and spectrum of waste as the classification

standard. However, this method is highly dependent on the

surrounding environment, its classification still has limita-

tions. The research of garbage classification system ismature,

but the accuracy and speed of garbage classification still need

to be improved. And there are few researches on garbage

classification based on deep learning. At present, deep learn-

ing technology is widely used in image classification, and

has some remarkable achievements. ResNet proposed by

He et al. [10] achieved an accuracy of 93.03% and 95.51%

on cifar-10 and Imagenet respectively. Zhong et al. [11] com-

bined residual and Inception blocks, achieved the accuracy

of 99.66%, 98.04%, and 95.32% on MNIST, SVHN, and

cifar-10, respectively. In the public data set, using deep learn-

ing algorithm can get high classification accuracy, which still

can be improved. It also provides a new idea for the research

of garbage classification.

With the rapid development of artificial intelligence,

image classification algorithms are gradually diversified.

The mainstream algorithms are AlexNet, VGG, Inception

and ResNet. Scholars implemented experiments using these
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FIGURE 1. Structure of the trash bin.

methods and made attempts to modify in order to gain bet-

ter results [12]–[17]. These are helpful for the improve-

ment of network structure in this paper. Thanks to the

nonlinear characteristics of activation function, neural net-

work with improved activation function has shown good

results [18]–[24]. In order to learn the distribution charac-

teristics of the nonlinear data better, some improvements

of the network are mainly focused on the network’s depth.

From AlexNet [25], VGG, GoogleNet [26] to ResNet-152,

the problem of gradient dispersion becomes more and more

prominent. Amongmost popular algorithms used to solve this

problem, the effect of improving the activation function is

outstanding. Reference [27] defined the activation function

as a mapping which can be derived almost everywhere. The

ReLU [28] (corrected linear unit) proposed by Nair has the

characteristics of fast convergence speed, simple calculation

and strong sparseness. Later, Leaky ReLU [29], ELU, and

PReLU are emerging one after another, and all have achieved

good results. RReLU is particular effective when trained with

small data set. The SLU [30] is proposed, which effectively

solved the problem of migration and vanishment of gradi-

ent. The elu-softsign is proposed in [31], which effectively

alleviated the invalidity of negative distributed sample and

improved the classification accuracy. These provide ideas

for improving the activation function of image classification

network.

This work is organized as follows. Sec. II briefly describes

the hardware design of the system. Sec. III elaborates

three modifications of the proposed classification algorithm,

including the multi feature fusion of input images, the feature

reuse of the residual unit, and the design of a new activation

function. In section IV, the effect of three modifications are

carefully analyzed. In section V, the automatic garbage classi-

fication system is integrated with the proposed classification

algorithm and necessary hardware and tested. Finally, con-

cluding remarks are addressed in Sec. VI.

II. HARDWARE DESIGN

A. STRUCTURE DESIGN

First, the garbage bin is modeled. The overall model is shown

in Fig. 1. According to the structure design of the garbage

bin, the product is made. The system height is 915 cm and

the inner diameter is 390 cm. It is divided into three lay-

ers: upper, middle, and lower. The upper layer is equipped

with solar panel, battery, light belt, raspberry pi and camera.

The middle layer is equipped with mechanical transmission

device, including two servos, rotating board, and semicircle

board. Under the semicircle board, there are balls installed

in order to reduce friction with the circular track. The lower

layer is equipped with double boxes, including recyclable and

non-recyclable boxes. As shown in Fig. 1, the specific device

is as follows.

Solar power generation device: see Fig. 1 (a). The system

uses solar energy for power supply. It’s energy-saving and

environmental friendly.

Servo: The servo module is ds3218. The torque is

20 kg·cm. The mass is only 60 g. And the working voltage

is 5.0 ∼ 6.5 V.

Rotating board: it is connected with servo 1, as shown

in Fig. 1 (b). It is fixed on the central column. When it

rotates, it will bring the garbage identified as recyclable to the

recycable box. The bottom is equipped with brush to avoid

hardware friction, as shown in Fig. 1 (d). The height of the

board is 150 cm and the width is 380 cm.

Semicircle board: it is connected with servo 2, as shown

in Fig. 1 (c). It is perpendicular to the rotating board. When

rotating, the garbage which is identified as non-recyclable

would fall into the non-recyclable box. The bottom is

equipped with a bearing seat, connected with the circular

track through several balls to reduce friction, as shown

in Fig. 1 (e). The diameter of the semicircle board is 384 cm.

Double box: located at the lower part of the garbage

bin, it is divided into recyclable and non-recyclable boxes,
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as shown in Fig. 1 (f). The height is 150 cm and the diameter

is 384 cm.

B. THE CHOOSE OF THE DEVELOPMENT BOARD

According to the design requirements of the system,

the development board used shall include an image receiving

unit, which can be connected with the camera to obtain the

pictures. It shall include an image processing unit, which can

process the collected images and finish category identifica-

tion. It shall include a servo control unit, which is connected

with servo 1 and servo 2. Through the control of the servos,

the semicircle board and the rotating board can rotate to

drop the garbage into the right box. Therefore, raspberry

pi is selected as the development board of the system. The

raspberry pi is a single-chip microcomputer equipped with

Linux kernel, which is widely used and can realize many

intelligent demands [32]–[34]. The raspberry pi 3B + has

a 64 bit, 1.4 GHz four-core CPU, and is equipped with an

integrated BroadcomVideocore-IVGPU. The serial interface

of camera meets the requirements of the development board

in the system.

III. ALGORITHM DESIGN

A. BASIC MODEL SELECTION

To achieve an accurate classification of garbage types for

the collected pictures, excellent classification algorithm is

needed. Therefore, we have carefully compared and selected

the basic model. Current popular image classification algo-

rithms are Inception, KNN, SVM, AlexNet, VGG, Migration

Learning, and CNN, among which AlexNet, VGG, Incep-

tion V3, and ResNet are the typical models. To select an

appropriate image classification model, we use the existing

cifar-10 data set to compare LeNet, AlexNet, VGG, Inception

V3, and ResNet models. 200 steps of iteration training are

performed. After the training, the accuracy and loss of each

method are compared as shown in Table. 1.

It can be seen from the table that after 200 steps of train-

ing, Inception and ResNet perform well in both train data

set and val data set. However, the network structure of the

Inception series is more complex than ResNet series, which

can result in huge amount of parameter calculation. Hence,

ResNet series is selected as the basic model. ResNet-34 and

ResNet-152 show good performance in both accuracy and

loss respectively. However, because the deeper the model,

the slower the calculation speed. Therefore, ResNet-34 is

chosen as the basic model.

B. MODEL MODIFICATION

1) MODEL STRUCTURE MODIFICATION

ResNet-34 is proposed by He Kaiming, which originally

has 34 layers. In addition to a 7∗7 convolution layer and

a FC layer, it arranges 3∗3 convolution in the order of [3],

[4], [6], [3], and performs a dimension reduction at each

group junction. This network has a good effect in alleviating

the gradient vanishing. Our improved algorithm is based on

ResNet-34. The improvements include three aspects, which

TABLE 1. Comparison of accuracy and loss for different networks on
cifar-10 data set.

are multi feature fusion of input images, feature reuse of the

residual unit and improved activation function. The overall

improved model is shown in Fig. 2.

a: MULTI FEATURE FUSION

In this paper, the input of the network is optimized. The

feature of the input is extracted in parallel, and the feature

fusion is carried out at the end of the parallel structure. The

specific method is to adopt three parallel routes. To ensure

the integrity of the size of the input image, in all convolution

operations of multi feature fusion, the step is set as 1. At the

same time, in order to increase the number of feature layers

and also apply to the first residual unit, the convolution kernel

of multi feature fusion are 4∗4. The first route carries out one

convolution operation. The convolution kernel size is 1∗1.

The second route carries out two convolution operations. The

convolution kernel sizes are 1∗1 and 3∗3. The third route

carries out three convolution operations. The convolution

kernel sizes are 1∗1, 3∗3, 3∗3. Finally, the outputs of the

three parallel routes are used for feature fusion to further

extract image features, so as to improve the performance of

the model.

b: RESIDUAL UNIT MODIFICATION

The residual structure has a good effect in preventing gradient

exploding and vanishing. Feature reuse is beneficial to feature

extraction. In this paper, the residual unit is improved. In the

process of feature extraction, the first residual block outputs

224∗224 feature information to the input of the third residual

block through down sampling, and the input scale is changed

to 112∗112. In the same way, the output feature information

of the first residual block is sent to the input and output of

the fourth residual block through multiple down sampling,

and the size of the feature are 56∗56 and 28∗28, respec-

tively. Similar to the method used in the first residual block,

the output scale of the second residual block is 112∗112. The

output is subsampled and sent to the input and output of the
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FIGURE 2. Network structure.

fourth residual block. In the same way, the output of the third

residual block is subsampled and sent to the output of the

fourth residual block.

2) ACTIVATION FUNCTION MODIFICATION

ReLU can effectively solve the problem of gradient exploding

and gradient vanishing with the constant gradient 1. However,

for the case with large eigenvalue, it has no constraint ability,

which may cause gradient exploding, thus affecting the learn-

ing ability of the model. For this problem, this paper refers

to the use of swish, an effective activation function in deep

learning. Swish [35] is chosen as the basic function. Then

apply swish to function softplus(x), softsign(x) to build a new

function, which can be described as

g(x) = x · softsign(softplus(x)) (1)

The detailed function is shown below:

g(x) = x · ln(ex + 1)/(1 +
∣

∣ln(ex + 1)
∣

∣), x ∈ (−∞, +∞)

(2)

This new function combines the advantages of both soft-

plus(x) and softsign(x). It can not only restrain the eigen-

values, but also reduce the calculation of parameters and

speed up the convergence. The combined activation function

g(x)−h(x) is constructed. Reference [36] proposed a general

form of the function:

g(x) − h(x)

=























x · ln(ex + 1)/(1 + ln(ex + 1)), x ∈ (−∞, 0);

km+1x + bm+1, x ∈ [0, xm+1);
...

knx + bn, x ∈ [xn, +∞).

(3)

In the training process of convolution neural network,

we observed that when the piecewise point of the activation

function is set between 0 and 1, it has a great influence on the

forward propagation of feature, the backward propagation of

gradient and the curve change.

In this paper, the function is differentiable at point 0, and

the slope of the function changes to 1 quickly, After many

experiments, the piecewise of the function is set as 0.1. The

function is as follows:










x · ln(ex + 1)/(1 + ln(ex + 1)), x ∈ (−∞, 0);

x ln 2/(1 + ln 2), x ∈ [0, 0.1);

x + 0.1 ln 2/(1 + ln 2) − 0.1, x ∈ [0.1, +∞).

(4)

At the beginning of the experiment, the model was directly

over fitted. It was found that the slope of the function changed

too quick, and the slope of the curve could not be changed

from ln 2/(1 + ln 2) to 1 directly. So, a linear function was

added in (0.1,1) to play the role of buffering. After many

experiments, it was selected as (0.1,0.2).

And the modified function is






























x · ln(ex + 1)/(1 + ln(ex + 1)), x ∈ (−∞, 0);

x ln 2/(1 + ln 2), x ∈ [0, 0.1);

(2 − ln 2/(1 + ln 2))x

+0.2 ln 2/(1 + ln 2) − 0.2, x ∈ [0.1, 0.2);

x, x ∈ [0.2, +∞).

(5)

The output mean value of the ReLU is compared with that

of the new function, and the probability model of the parame-

ter is set as p(x; α), the positive input is x+, the negative input

is x−, α is the probability of the input x. After the nonlinear

transformation, the output mean value of the new function is

Eours(x) =

∑

αfours(x) =

∑

αx+
+

∑

αx− (6)

In which:
∑

αx+
=

∑

αx+
+

∑

α ln 2/(1 + ln 2)x+

+

∑

α
[

(2 − ln 2/(1 + ln 2))x+

+0.2 ln 2/(1 + ln 2) − 0.2] (7)
∑

αx−
=

∑

αx−
· ln(exp[x−]+1)/(1+ln(exp[x−]+1))

(8)
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The output mean value of the ReLU is

EReLU (x) =

∑

αf ReLU (x) =

∑

wx+
+ 0 (9)

EReLU (x) is always positive. The output value of the new

functionEours(x) has both positive and negative values, which

makes the mean value closer to zero. It can accelerate the

update of parameters and the convergence of the model.

IV. DISCUSSION

A. EVALUATION INDEX

In order to verify the performance of the improved

ResNet algorithm and activation function, evaluation indexes

need to be set. There are generally recognized evaluation

indexes in academia, such as accuracy, loss, IOU, and recall.

This paper uses accuracy and loss as evaluation indexes.

Because there is softmax layer in the network used in the

experiment, the evaluation index loss adopts the cross entropy

loss function, whose expression is:

L = −

∑100

K=0
yk log P (y = k) (10)

P (y = j) = exp[αj]/
∑100

K=1
exp[αk] (11)

In the equation, aj is the output value of the js-th neuron in

the softmax classification layer; P (y = j) is the classification

probability of the j class; yk represents the classification

indicator value of the K class; if it belongs to K class, the cor-

responding probability output is 1, otherwise 0; L is the output

value of the cross entropy loss of the 100 classes.

Accuracy is the proportion of the correct results to the total

number of samples. Its function is:

Accuracy = NT/N (12)

where, Accuracy is the classification accuracy and NT is the

number of correct results, N is the total number of samples.

When the accuracy and loss of the model tend to be stable

in the later stage of training, they fluctuate in a small range.

Therefore, the average value of the accuracy and loss of

last 10 rounds is taken as the final accuracy and loss. The

expression is as follows:

AVGAccuracy =

∑200

j=190
Accuracyj/10 (13)

AVGloss =

∑200

j=190
lossj/10 (14)

In the formula, Accuracyj is the classification accuracy

after each round of training in the later stage, AVGAccuracy is

the average classification accuracy, lossj is the loss after each

round of training in the later stage, AVGloss is the average

loss value. The epoch of model training is set as 200. Since

the data sets used in this paper are divided into train data set

and val data set, they should be calculated separately, and then

recorded as train acc, val acc, train loss, and val loss.

B. EXPERIMENTAL ENVIRONMENT AND DATA SET

1) EXPERIMENTAL ENVIRONMENT

In this paper, ResNet-34 is selected for the experiment, which

is verified on cifar-10 and MNIST data set. The computer

configuration of the experiment platform is i5-6500 CPU,

8gram, 64 bits Windows 7, and GPU which includes two

Tesla-P100.

2) DATA SET PREPARATION AND PRODUCTION

The constructed garbage data set of this paper comes from

4 168 pictures taken online and in real life. See Table. 2.

TABLE 2. Garbage data set.

C. ACTIVATION FUNCTION

1) PARAMETER SETTING

Configuration of experimental training parameters: the batch

size is 32, and the initial learning rate is 0.001. In this paper,

the number of training epoch is 200, and the learning rate

decreases gradually according to the number of steps. It is

0.000 1 after 80 steps, 0.000 01 after 120 steps, 0.000 001

after 160 steps, and 0.000 000 1 after 180 steps. The learning

rate setting is shown in Fig. 3 below.

FIGURE 3. Learning rate - epoch curve.

For the design of the new activation function, the idea

of piecewise function is adopted, and the selection of the

piecewise point have great influence on the experiment. The

tests are conducted on MNIST and cifar-10. Finally, 0.1 is

determined as the piecewise point. The results are shown

in Table. 3 and Table. 4 below.

2) EXPERIMENT IN MNIST DATA SET

MNIST contains 10 kinds of handwritten Arabic numerals,

including 60 000 training data and 10 000 testing data. The

image gray level is 8 and the resolution is 28∗28. The test

results are shown in Table. 5.
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FIGURE 4. Training diagram on MNIST data set.

TABLE 3. The experiment of different piecewise points of activation function on MNIST data set.

TABLE 4. The experiment of different the piecewise points of activation function on cifar-10 data set.

TABLE 5. Test results of various activation functions on MNIST.

It can be seen from Table. 5 that after the activation func-

tion designed in this paper is trained on MNIST, the accuracy

is 99.98%, which is 0.09% higher than the current maximum

result, and the loss is lower than other activation functions;

on the val data set, the accuracy is 99.51%, and the loss value

is 0.026 6, showing good performance.

At the same time, the intermediate results of training are

plotted as shown in Fig. 4. It can be seen from Fig. 4 that

the accuracy and loss curves after improving the activation

function tend to be gentle in the later training period, only

fluctuate in a small range.

It shows that the function converges successfully on

ResNet-34. The effect of the improved activation function

on MNIST is slightly better than the current optimal ReLU.

And it is quite stable after about 80 rounds. The convergence

speed of tanh and sigmoid functions is much slower than

that of the improved function. Accuracy of the improved

function is similar to ReLU, whereas the loss is lower than

tanh, sigmoid and ReLU. It can be seen that the improved

activation function has better performance in the convergence

speed and has better accuracy when used to train the neural

network model.

3) EXPERIMENT ON CIFAR-10 DATA SET

Train ResNet-34 on the cifar-10 data set. The cifar-10 data

set contains 10 types of objects, ranging from 0 to 9. It is

composed of 50 000 training data and 10 000 testing data.

The resolution of the picture is 32∗32. See Table. 6 for the

test results.

It can be seen from Table. 6 that after the activation func-

tion designed in this paper is used to train on cifar-10 data

set, the accuracy of the train data set reaches 99.13%, which

is 2.66% higher than the highest record of classical activation

function, and the loss is 0.157 7, which is 0.14 lower than the

lowest loss of classical activation function. In the val data set,

the accuracy is 0.85% higher than that of classical activation

function, and the loss is 0.020 2 lower.
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FIGURE 5. Training diagram on cifar-10 data set.

TABLE 6. Test results of various activation functions on cifar-10.

The improved activation function shows good performance

in cifar-10, and effectively avoids over-fitting. At the same

time, the whole intermediate results of training are plotted

and shown in Fig. 5.

It can be seen from Fig. 5 that the accuracy and loss curves

with the improved activation function tend to be gentle in the

later training period, only fluctuate in a small range. It shows

that the function converges successfully on ResNet-34. The

convergence speed on cifar-10 data set is similar to that of

ReLU function, and it is nearly stable after 80 rounds, and

it has higher accuracy and lower loss than that of ReLU,

sigmoid and tanh. It shows stronger robustness and general-

ization ability.

D. ALGORITHM EXPERIMENT

This paper mainly introduces three improvements based on

ResNet-34. First, there are two structural improvements,

A and B. Second, this paper optimizes the activation function,

which is named method C. Method ALL integrates the above

three methods. It is shown in Table. 7. The four changes are

tested respectively.

1) EXPERIMENT ON MNIST DATA SET

In this paper, ResNet-34 and the improved four algorithms

are respectively used to conduct 200-step training on MNIST

data set. The stable accuracy and loss on the train data set and

val data set after training are shown in Table. 8.

It can be seen from Table. 8 that method A has better

performance on loss, method B performs better in the train

data set. Method C performs better in the val data set. And

TABLE 7. Modification method.

TABLE 8. Experimental results on MNIST data set.

Method ALL has the best performance. Compared with the

original algorithm, the loss of method ALL in the train set

is 0.018 lower, the accuracy in train data set is 18% higher,

the loss in val data set is 0.012 3 lower, and the accuracy

is 18% higher. To observe the performance in the training

process, the training accuracy and loss are shown in Fig. 6.

It can be seen from the Fig. 6 that when accuracy and loss

are close to convergence point, the effect ofmethodA andB is

similar. Method C is slightly better than the original method,

and method ALL has the best performance.

2) EXPERIMENT ON CIFAR-10 DATA SET

In this paper, ResNet-34 and the improved four algorithms

are respectively used to conduct 200-step training and test on

cifar-10. The stable accuracy and loss on the train data set and

val data set are shown in Table. 9.

In Table. 9, the accuracy and loss of method A, B, and C are

improved, whereas the combined method ALL is better than

the above algorithm. Compared with the original algorithm,

the accuracy of method ALL on the train data set is increased

by 1.75%, the loss is 0.185 6 lower, the accuracy on the val

VOLUME 8, 2020 140025



Z. Kang et al.: Automatic Garbage Classification System Based on Deep Learning

FIGURE 6. Training accuracy and loss on MNIST.

FIGURE 7. Training accuracy and loss on cifar-10.

FIGURE 8. Training accuracy and loss on garbage data set.

data set is increased by 4.781%, and the loss is 0.259 lower.

In addition, the process of the training accuracy and loss are

shown in Fig. 7.

It can be seen from the Fig. 7 that when the accuracy and

loss are close to convergence point, the effect ofmethodA and

method B is similar. Method C is slightly better than method

A and method B, and among them, method ALL has the best

performance.

3) EXPERIMENT ON GARBAGE DATA SET

In this paper, ResNet-34 and the improved four algorithms

are respectively used to conduct 200-step training on garbage

data set. The stable accuracy and loss on train and val data set

are shown in Table. 10.

TABLE 9. Experimental results on cifar-10.

In Table. 10, the performance of method A and B are both

better than method C. The combination of all three improve-

ments is the best. Compared with the original algorithm,

the accuracy of method ALL in train data set is increased by
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FIGURE 9. Test results.

TABLE 10. Experimental results on garbage data set.

1.37%, the loss is reduced by 0.040 2, the accuracy in val data

set is increased by 4.56%, and the loss is reduced by 0.172.

In addition, the process of the training accuracy and loss are

shown in Fig 8.

It can be seen from Fig. 8 that when the accuracy and loss

are close to convergence point, the effect of method A and C

is similar. Method B is slightly better than method A and C,

and method ALL is the best.

Looking at the above three experiments, method ALL has

better generalization performance and robustness for garbage

classification task, and can complete garbage automatic clas-

sification task well.

V. RESULTS AND ANALYSIS

A. HARDWARE TEST

14 kinds of garbage are identified, and the hardware sys-

tem is tested. The servo can drive the rotating board and

semicircle board well to realize the correct classification of

the garbage. The app can also locate the position of the

garbage bin and display the capacity of the recyclable and

non-recyclable boxes. The solar panel is placed in the sun to

charge the battery, and the battery supplies power to the sys-

tem. The lamp is to provide the system with lighting at night.

The results show that the solar panel can absorb the sunlight

normally, and the hardware system can work stably.

B. OBJECT CLASSIFICATION TEST

To test the classification function of the model, the process

is as follows: select 14 items as test objects, which includes

book, bottle, towel, paper box, metal, broken glass, paper ball,

plastic, light bulb, packing box, battery, banana skin, leaves

and orange skin. Collect a large number of corresponding

pictures. Each item has more than 200 pictures. They consist

of a total of 416 8 pictures, which constitute the train data set

of this paper. After retraining the model on the garbage data
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TABLE 11. The system test result.

set. The garbage pictures collected by the camera are tested

to see whether the system can classify correctly. In the test,

the objects in the picture are classified correctly. The specific

test results are shown in Fig. 9. The yellow words in the upper

left have the labels of the objects and corresponding accuracy.

It can be seen that the classification effect is good. It can meet

the requirements of the intelligent garbage bin well, and can

complete the garbage classification accurately.

C. SYSTEM COMPREHENSIVE TEST

The comprehensive test results are shown in Table. 11. It can

be seen from the table that the system can accurately classify

the garbage, the mechanical structure of the system can oper-

ate normally and correctly. The system has good performance

and can complete the garbage classification task well.

VI. CONCLUSION

Aiming at the problem of garbage classification, this paper

proposes an improved algorithm based on ResNet-34 and

three tailor-made modifications, including the multi feature

fusion, the feature reuse of residual unit, and optimization

of activation function. Firstly, experiments on common data

sets have been implemented to determine the basic model and

ResNet-34 shows best performance and is chosen. Secondly,

ResNet-34 are modified to further improve the classification

accuracy in three aspects. The modifications are tested on

the garbage data set with 14 types of garbage. The accuracy

of original ResNet-34 is 0.985 9. The accuracy of ResNet-

34-A using multi feature fusion is increased to 0.994 1. The

accuracy of ResNet-34-B using residual unit is improved to

0.999 5. And the accuracy of ResNet-34-C using modified

activation function is increased to 0.992 8. And ResNet-34-

ALL which combines all three modifications has the highest

accuracy of 0.999 6. Finally, an automatic garbage classi-

fication system is integrated with the proposed algorithm

and necessary hardware, and the system is effective with the

classification accuracy as high as 0.999 6 and stable with the

classification cycle as quick as 0.95 seconds on average.

In this paper, there are still some problems worthy of

further exploration. Firstly, the classification of small target is

not well and can be improved in future. Secondly, the classifi-

cation criteria can be further extended, such as kitchen waste.

CODE AVAILABILITY

The source-code is available from https://github.com/XXY

KZ/An-Automatic-Garbage-Classification-System-Based-

on-Deep-Learning.git
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