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1. Introduction 

In general, a fault can be defined as a not 
allowed deviation in the system which leads to 
the inability to fulfill its intended purpose. This 
deviation could be in properties, characteristics 
or parameters which alter the system with 
respect to its nominal or acceptable condition 
[7]. To ensure the security and stability of the 
control system, it is important to design a 
feasible fault-tolerant control strategy. For any 
fault-tolerant strategy to work, it is necessary to 
detect and isolate faults quickly and effectively. 

Consequently methods for detection and 
isolation of faults that do not affect system 
safety and efficiency of production are 
required. This represents a major challenge and 
is the cause why the development of techniques 
for Fault Detection and Isolation (FDI) has 
been drawn so much attention over the last 
three decades. The importance of the subject 
has led to several surveys to be published [7, 4, 
5, 6, 8, 3, 19].  

A great variety of approaches has been used to 
solve the Fault detection problem. Several 
overlapping taxonomies are used in the field 
usually depending on authors orientation: 
control engineering, mathematical, statistical or 
artificial intelligence. A classification that has 
become more or less standard is a) Data 
methods: Limit checking and trend checking, 
data analysis, spectrum analysis, pattern 
recognition [16] ; b) Knowledge-based 
methods: expert systems, fuzzy logic, neural 

networks [15]; c) Process model: residual 
generators based on state observers or 
parameter estimation [14]. The reader can see  

the surveys previously cited, particularly [19] 
and the references therein for a thoroughly 
revision of the subject. 

Although the fault detection and its related 
problems have been researcher for a long time 
the subject is far from being studied 
completely. On the contrary is still a very 
active field of research. Some examples of very 
recent works in the area [12, 9, 1]. On [12] an 
online-learning strategy is used to detect faults 
in a class of uncertain nonlinear system. The 
principal components analysis method is used 
to detect and localize water leakage in a water 
distribution network. An approach based on 
fuzzy models is proposed in [1] for fault 
detection and isolation of a compression system 
with some uncertain parameters. 

Since the field of fault detection has become so 
vast, recently the research in fault detections has 
move from trying to solve the general problem to 
focus in particular applications. In [13] a solution 
to the FDI problem for electrical networks is 
proposed. The invertibility of switched system are 
analyzed using a set of differential equations. A 
solution to cope with the main source of 
disturbances in satellite system is proposed in 
[11] and an entire survey in the area is done in 
[18]. In [10] the parity equation method together 
with neural networks are used to implement a 
FDI system in a diesel engine. These are just 
some representative examples. 
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Unlike most model-based FDI techniques 
which requires complex algorithms with 
involved calculations, in this paper a very easy 
to apply methodology for multivariable linear 
systems is proposed. The idea of residual 
generator is used, however instead of a bank of 
observers a single one, with a different output 
for each fault, is required. Furthermore, 
conditions under which faults can be detected 
are easy to check. The technique developed is 
based on a reinterpretation of a result proposed 
within the context of disturbance decoupling 
problem in geometric control theory (see [17]). 

The problem addressed in this work is precisely 
described in Section 2. In Section 3 some well 
know results within the context of geometric 
control theory are presented. These results are 
the basis for the proposed method. In Section 4 
the proposed technique is developed. It can be 
summarized as follows. First a fault is selected 
from the set of possible faults. Then, an 
observer to non available inputs (which 
happens to be the others faults) is constructed 
to ``performs well'' when faults we are not 
interesting in, are present. The same observer 
``performs bad'' when the selected fault is 
present. Hence the residue is zero regardless 
other faults but becomes nonzero when the 
selected fault arises. These steps are repeated 
for each fault. Curiously the same observer can 
be employed for all faults just the observer 
output has to be changed. 

Experimental application of this methodology 
is illustrated in Section 5 where a system 
consisting of three tanks interconnected by a 
pipe is used as a benchmark. This system has 
the typical characteristics of tanks, pipelines 
and pumps used in many industries. It has been 
declared as a benchmark of the COSY project 
of the European Science foundation. The 
example developed in Section 5 shows that the 
proposed methodology could be used as an 
alternative to that proposed in [9]. Finally the 
conclusions are given in the last Section. 

2. Problem Statement 

Consider the system 

 (1) 

 (2) 

 (3) 

where:  denotes the state, 
 the control input, 

 the disturbance input (possibly 
due to a system failure),  the 
measurable output, and  the 
output to be controlled; , , 

 and  are linear 
applications represented by real constant 
matrices. Sometimes is more convenient to 
write (1) as 
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In the disturbance decoupling problem (DD), 
components of the vector 

 are considered 
disturbances and the objective is to eliminate its 
influence on the system output . In the 
fault detection and isolation problem (FDI) 
they are treated as faults and the goal is to 
construct a device that indicates when . 
Nevertheless the two problem are closely 
related. In this paper a result initially proposed 
in the frame of DD problem is reinterpreted and 
adapted to solve the FDI problem. The aim of 
this paper is established as 

FDI Probl em. Built a device (residue 
generator) for the system (4) that generates a 
vector of signals 

 with the property 

 (5) 

In other words, the objective of this paper is to 
built a device whose output is sensitive to the 
fault -th , and insensitive to the others 

 for . If this is done for 
every  then a system that generates a warning 
signal in the presence of a malfunction will result. 

3. Preliminary Results 

In this section some basic results of geometric 
control are presented. The adaptation and 
reinterpretation of these results are the base for 
the FDI algorithm proposed. The reader can see 
[2] and [17] for the proof of these results. 
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3.1 A basic result for Disturbance Decoupling 
Consider the system (2). If the output  is 
insensitive to the disturbance  then it is 
said that the the system is disturbance 
decoupled. Is clear that the system is 
disturbance decoupled if and only if (6) holds. 

 (6) 

The next theorem gives, in geometric terms, the 
necessary and sufficient condition for (6) to be 
accomplished 

Lemma 1 Consider the system (2). Expression 
(6) holds if and only if there exist a subspace 

, -Invariant, that is , such that 

 (7) 

3.2 Disturbance Decoupling by Static 
Output Feedback (DDSF) 

If (6) does not holds but we are allowed to use 
state feedback, that is, to make  then 
the problem of finding  to make the closed-
loop system, disturbance-decoupled, is called 
the disturbance decoupling by state feedback 
problem (DDSF). Note that under state 
feedback the closed-loop system becomes    

 (8) 

 (9) 

hence for the system (8, 9) to be       
disturbance decoupled  

 (10) 

must accomplish. The following result establish 
necessary and sufficient conditions in 
geometric terms for (10) to be accomplished. 

Lemma 2  The DDSF problem can be solved if 
and only if there is a  subspace, 

-invariant such that  

 (11) 

Note: a  subspace, is -invariant if 
there exist an matrix  such that 

. 

3.3 Disturbance Decoupling by Output 
Injection (DDOI) 

An alternative to achieve disturbance 
decoupling is the so called static output 
injection. In this case the output  

is injected into the system through a gain . 
Hence the system becomes:    

 (12) 

 (13) 

For (12, 13) to be disturbance-decoupled the 
expression (14) must hold. 

 (14) 

The problem of finding  such that (14) is 
disturbace decoupled is called the disturbance 
decoupling problem by static output injection 
(DDOI). In this case a similar result to the 
previous one can be established 

Lemma 3  The disturbance decoupling by 
static injection problem can be solved if and 
only if there is a -subspace, -
invariant such that 

 (15) 

Note: An -subspace is -invariant 
if there exist a matrix  such that 

. 

Lemma 3 can also be used to characterize the 
problem of reconstructing the output 

 under the presence of a 
nonaccessible  input. Figure 1 shows an 
observer of  given by 

 

Figure 1. Observer scheme 

 (16) 

 (17) 

 (18) 

 (19) 

The goal is to design  such that  
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 (20) 

The next lemma establishes when this can be 
done. Note that the result is not trivial since 
signal  in the original system is not present 
in the observer. 

Lemma 4  Consider the observer (16-19) (see 
Figure 1). There exist a matrix  such that (20) 
holds, if and only if there is a -subspace, 

-invariant such that  

 (21) 

Note that conditions of Lemma 4 are the same 
of Lemma 3. That is the DDOI problem and 
the existence of the observer (16-19) are 
indeed equivalent. 

4. Main Results 

Lemma 4 can be used to build a fault detector 
by constructing an observer that is sensitive to 
the one fault but insensitive to others. As it will 
be shown below, this is achieved by designing 
an observer that 'performs bad' when the fault 
that wanted to be detected is present. Let first 
establish the following particular FDI problem 

Particular FDI Problem (PFDI). Consider  
the system  

 (22) 

with , , ,  as in system (2),  
are two unknown signals (faults) and  
two vectors of  . 

The PFDI problem is to build a residue 
generator of the form   

 (23) 

 (24) 

 (25) 

such that 

 (26) 

 (27) 

Note that to build such device, means to 
propose matrices ,  and  satisfying (26). 

Consider first, the problem of accomplish (27). 
Let suppose the state is accessible. Then it can 
be assumed that the measurable output is 

 with . If the matrix  is 
proposed such that  then 
by Lemma 4, an observer can be constructed 
such that if  then  
regardless . Furthermore, if 

 then when  results 
in . Hence, (26) is achieved. 
A matrix  that satisfies the invariant condition 

 can be easily calculated. For 
instance, making , yields  

 (28) 

Note that (28) is just an easy way to propose a 
matrix . Different observer dynamics can be 
obtained by proposing  differently. This 
completes the construction of  that satisfies (26). 

Construction of  that satisfies (27) is 
straightforward following the same procedure. 
That is by proposing  such that 

 and using Lemma 4 to build 
an adequate observer. Matrix  for this 
observer can be the same than that given by 
(28). This completes the construction of the 
residue generator that solve the PFDI. 

Note that the assumptions made through the 
previous procedure were a) the state is 
accessible and b) . 

For seek of clarity single signals  and  
were considered in PFDI proble m and its 
solution. However note that if  and  are 
vectors of signals the previous reasoning 
applies almost verbatim. Hence the following 
theorem has been proved. 

Theorem 1  Consider the system (22) with , 
, ,  as in system (2),  

are two unknown vectors of signals (faults) and 
 two vectors of  and  

respectively. Let  and  two matrices such 
that  and . If 
the state is accessible and , 
then the residue generator given by (4), where 

 is given by (28), solves the PFDI detection 
and isolation problem.  

The following procedure summarize the solution 
to PFDI problem (with  and  vectors). 

1. Set  and check that 
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.Author(s) 

2. Propose  and  such that  
 and 
Abstract 

3. Set  

Consider now the FDI problem. It can be 
solved by repeatedly applying the theorem 1. 
For example, to generate  set  and 

 (  and  are set 
accordingly); apply the theorem 1 and set 

. In general to generate  set  
and  apply 
the theorem 1 and set . 

5. Experimental results 

The procedure developed above is applied here 
to a system of three interconnected tanks shown 
in Figure 2.  

 

Figure 2. System of three interconnected tanks 

This system has drawn much attention for 
research and education because on the one 
hand, industrial process often involves flows of 
liquids through interconnected tanks by pipes. 
On the other hand, this system exhibits 
characteristics that has been proven to be useful 
as a benchmark for testing algorithms related to 
parameter estimation, fault detection, fault 
diagnose, reconfigurable control, etc. 

The plant consist of three tanks ( ) 
typically cylindrical, with a cross-sectional area 

. These cylinders are interconnected with 
pipes of section . A liquid flows into 
one and is drained on the bottom of another 
tank. To simplify the model, a laminar flow is 
assumed. In this way a linear model is 

obtained. If the flow were turbulent, it would 
be still possible to obtain a linear model as long 
as the deviation in height and flow from their 
respective steady state values are small. 

To describe liquid level systems in simple 
forms, the resistance and capacitance concepts 
are usually introduced. The resistance to the 
flow of a liquid through a pipe is defined as the 
change in the level needed to produce a one-
unit change in flow velocity  

 (29) 

If the flow is laminar  

 (30) 

with . The capacitance  of a tank is 
defined as the necessary change in the amount 
of stored liquid, to produce a one-unit change 
in the potential (level)  

 (31) 

To obtain a model of the three-tank system 
shown in Figure 2 let first to analyze the 
simpler system of Figure 3 

 

Figure 3. Simple liquid level system 

with variables defined in table 1. 

Table 1. Meaning of variable of Figure 3 

Variable Meaning  
VQ Liquid flow rate at steady state, (m3/s) 

iqV  Input flow rate (m3/s) 

oqV  Output flow rate (m3/s) 

h level (m) 
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From resistance and capacitance definitions, it 
can be written  

 (32) 

 (33) 

Then  

 (34) 

If  is considered as the input and  is taken as 
the output, from (34) the transfer function results  

 (35) 

Extending the previous analysis to system 
shown in Figure 2, the block diagram of Figure 
4 can be obtained. Note that the same cross-
section area is considered for each tank. The 
cylindrical pipes are also considered equal. 
From the block diagram in Figure 4. 

 

The following state-space representation can 
be obtained  

(36) 

The actual system built in the lab is shown in 
Figure 5.  

 
Figure 5. Actual system built in the lab 

It consist in three small cylindrical recipients 
interconnected by pipes. System parameters 
values are specified in Table 2. 

Table 2. Physical parameters of the actual system 

Parameter Value 

  

  

  

  

Table 3. Technical data for the system modeling 

Parameter Value 
  
  

  
  
  
  

 

 

 

 

 

 

 

 

These values yield to resistances and 
capacitances given in Table 3. Substituting these 
parameters in (36) results in the model (37) 

 (37) 

Having the model (37), the results in Section 4 
can be applied. Since the three levels are 
measured, the state is accessible. To detect and 
isolate the fault , set  and 

, that is  and 

. It is easy to check that 

. Then theorem 1 is 
applicable. Following the procedure previously 
established results in 

 (38) 

and  

 

Figure 4. Block diagram of the System of Liquid Level of three tanks 



 

Studies in Informatics and Control, Vol. 21, No. 3, September 2012 http://www.sic.ici.ro 281

 (39) 

To detect an isolate  set  and 
 that is  and 
.  

Consequently . Applying 
again theorem 1 results in  

 (40) 

For ,  and , then 

 and application of 
theorem 1 results in  

 (41) 

The complete residue generator is given by  

 (42) 

 (43) 

 (44) 

 (45)  

with  are given by (38-41). 

The residue generator given by (42-45) was 
implemented in a PC. The level sensors were 
made of wire resistors. Its measurements were 
fed to the PC using an A/D board. 

Figure 6 shows the error between the estimated 
states  and the measured states  when there 
is no faults. In can be seen that the observer 
given by (42) performs well. 

 

Figure 6. Error between the real system 
 and the observer 

In Figure 3, after the tanks are in the stationary 
level and the errors of the observers are cero a 
fault q3 is simulated by opening a faucet in tank 3 
(at t = 1.8sec). As shown in Figure 7 as soon as 
the fault is present, the signal r3 start to grow, 
when this signal reach a given threshold a 

warning signal is triggered by the PC software. 
The same happens if fault q1 or q2 are introduced. 

 

Figure 7. Performance of the experimental      
residue generator 

6. Conclusions 

A new technique for solving the fault detection 
and isolation when the state is accessible has 
been proposed. The condition under which this 
technique can be applied is expressed in very 
simple terms. While the proposed methodology 
is based on geometric control theory it is 
surprisingly simple to apply avoiding the 
sophisticated calculations that are so common 
in geometric-based algorithms. This new 
technique is based on a novel application of the 
theory of asymptotic observers to non 
accessible inputs. 

The typical benchmark consisting in 
interconnected tanks has been used to illustrate 
the application of the method. Although no 
formal analysis has been done, experimental 
results show that the the residue generator is 
robust under reasonable modeling errors. 
Furthermore, is easy to implement and calibrate 
and it requires low computational effort. By its 
simplicity, speed of response, and 
straightforward implementation the FDI 
solution that has been proposed could be used 
in some fault-tolerant control strategies. 
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