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Abstract

Nowadays, the science of information hiding has gained tremendous sig-

nificance due to advances in information and communication technology.

The performance of any steganographic algorithm relies on the embedding

efficiency, embedding payload, and robustness against attackers. Low hidden

ratio, less security, and low quality of stego videos are the major issues of

many existing steganographic methods. In this paper, we propose a novel

video steganography method in discrete cosine transform (DCT) domain based

on error correcting codes (ECC). To improve the security of the proposed

algorithm, a secret message is first encrypted and encoded by using Hamming

and BCH codes. Then, it is embedded into the DCT coefficients of video

frames. The hidden message is embedded into DCT coefficients of each

Y, U, and V planes excluding DC coefficients. The proposed algorithm is

tested under two types of videos that contain slow and fast moving objects.

The experiential results of the proposed algorithm are compared with three

existing methods. The comparison results show that our proposed algorithm

outperformed other algorithms. The hidden ratio of the proposed algorithm is

approximately 27.53%, which is considered as a high hiding capacity with

a minimal tradeoff of the visual quality. The robustness of the proposed

algorithm was tested under different attacks.
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1 Introduction

Steganography is a process that involves hiding important information (mes-

sage) inside other carrier (cover) data to protect the message from unauthorized

users. The mixed data (stego objects) will be seen by the human visual system

(HVS) as one piece of data because the HVS will not be able to recognize

the small change that occurs in the cover data. Message and cover data could

be any type of data format such as text, audio, image, and video [1]. The

development of steganalysis tools weakens unsecure steganography schemes

and rendering them useless. Hence, researchers have to develop secure

steganography algorithms that are protected from both attackers and steganal-

ysis detectors. Any successful steganography system should consider three

main important factors: embedding capacity, imperceptibility, and robustness

against attacks [2].

First, the embedding payload is defined as the amount of secret information

that is going to be embedded inside the cover data. The algorithm has a

high embedding payload if it has a large capacity for the secret message.

The embedding efficiency includes the stego visual quality, security, and

robustness against attackers [3].

Second, both a low modification rate and good quality of the cover data

lead to a high embedding efficiency [4]. The steganography algorithm that

contains a high embedding efficiency will reduce attacker suspicion of finding

hidden data and will be quite difficult to detect through steganalysis tools.

However, any distortion to the cover data after the embedding process occurs

will increase the attention of attackers. The embedding efficiency is directly

affected by the security of the steganographic scheme [5]. In traditional

steganographic schemes, embedding payload and embedding efficiency are

opposite. Increasing the capacity of the secret message will decrease the qual-

ity of stego videos that then weakens the embedding efficiency. Both factors

should be considered. The deciding factors depend on the steganography

algorithm and the user requirements. To improve steganographic schemes,

many of the algorithms use ECC principles such as Hamming, BCH, and

Reed-Solomon codes [6].

Third, robustness is another factor which measures the steganography

algorithm’s resistance against signal processing and attacks. Signal process-

ing operations include compression, geometric transformation, filtering, and
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cropping. The algorithm is robust when the receiver side extracts the

secret message correctly, without any errors. High efficient steganography

algorithms are robust against both signal processing and adaptive noises [7].

The remainder of this paper is organized as follows: Section 2 presents

steganography versus cryptography and watermarking. Section 3 discusses

video steganography techniques in both raw and compressed domains.

Section 4 explains discrete cosine transform. Section 5 explains some two ECC

principles such as Hamming and BCH codes. Section 6 presents the embedding

and extracting phases of the proposed steganography methodology. Section 7

illustrates and explains the experimental results. Section 8 contains the

conclusions.

2 Steganography versus Cryptography and Watermarking

The common objective of both steganography and cryptography is to provide

confidentiality and protection of data. The steganography “protected writing”

establishes a covert communication channel between legitimate parties; while

the cryptography “secret writing” creates an overt communication channel [8].

In cryptography, the presence of the secret data is recognizable; however, its

content becomes unintelligible to illegitimate parties. In order to increase

additional levels of security, steganography and cryptography can operate

together in one system [9].

Digital watermarking techniques use a preservation mechanism to protect

the copyright ownership information from unauthorized users. This process

is accomplished by concealing the watermark information into overt carrier

data [10]. Like steganography, watermarking can be used in many different

applications such as content authentication, digital fingerprints, broadcast

monitoring, copyright protection, and intellectual property protection [11].

Different watermarking techniques can be found in the literature. Figure 1

clarifies the hierarchy of the overall information hiding concept.

3 Video Steganography Techniques

Due to the advancement of Internet and multimedia technologies, digital

videos have become a popular choice for data hiding. The video data contains

a massive amount of data redundancy which can be utilized for embedding

secret data. Recently, there are many useful applications of video steganog-

raphy techniques such as video error correcting [12, 13], military services,
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Figure 1 Information hiding concept.

bandwidth saving, video surveillance, and medical video security [14]. Video

steganography techniques are classified into compressed and uncompressed

domains [15, 16].

3.1 Video Steganography Techniques in Compressed Domain

The H.264 standard has increased the efficiency of video compression when

compared to the previous versions. Some new features of H.264 video

codec include flexible macroblock ordering, quarter-pixel interpolation, intra

prediction in intra frame, deblocking filtering post-processing, and multiple

frames reference capability [17]. Usually, H.264 codec comprises a number

of group of pictures (GOP). Every GOP includes three types of frames: intra

(I) frame, predicted (P) frame, and bidirectional (B) frame. During the video

compression process, the motion estimation and compensation processes mini-

mize the temporal redundancy. Since the video stream is a number of correlated

still images, a frame can be predicted by using one or more referenced frames

based on the motion estimation and compensation techniques. First, frames

are divided into 16 × 16 macroblocks (MB) wherein each MB contains blocks

that may include the smallest size of 4 × 4. When applying a few searching

algorithms, block C in the present frame is compared, individually, to one of

the selected block R̃ in the referenced frame F̃ in order to find a corresponding

block C. The prediction error between two blocks (C and R̃) of size b can be

measured using Sum of Absolute Differences (SAD).

e = SAD
(
C, R̃

)
=

∑

1≤i,j≤b

|ci,j − r̃i,j | (1)
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where ci,j and r̃i,j refer to block values. The best matched block will have

a minimum SAD using C’s prediction denoted by P̃ . The motion vector and

differential error D = C−P̃ are required for the video coding process. Video

steganography techniques in compressed domain are categorized according to

the video coding stages as venues for data hiding such as intra frame prediction,

inter frame prediction, motion vectors, transformed and quantized coefficients,

and entropy coding.

3.1.1 Intra frame prediction
During the video compression process, the macroblocks are encoded using

a number of intra prediction modes. In H.264 codec, the numbers of intra

prediction modes are nine of 4 × 4 blocks and four of 16 × 16 blocks. Figure 2

illustrates intra prediction modes for 16 × 16 blocks. Also, the high efficiency

video coding (HEVC) codec can support up to 35 intra prediction modes for

each 64 × 64, 32 × 32, 16 × 16, 8 × 8, and 4 × 4 block sizes. For data

concealing purposes, these modes can be mapped to one or more of secret

message bits.

3.1.2 Inter frame prediction
In many video steganographic methods, the seven block sizes that include

16 × 16, 16 × 8, 8 × 16, 8 × 8, 8 × 4, 4 × 8 and 4 × 4 of H.264 inter frame

prediction are commonly utilized as a venue to embed the secret message

by mapping each block type to a number of secret bits. Kapotas et al. [18]

proposed a data concealing algorithm for scene change detection in H.264

coding. This method uses four different block sizes. Each one is mapped

onto one pair of a secret message. In this algorithm, the secret message

consists of scene change frames information that will be embedded into

the encoded videos. This embedded information will help the scene change

detection algorithm, in H.264 video stream, functioning in real time. However,

the data hiding methods of the intra frame prediction have a very limited

embedding capacity. For example, let “NY” is the secret information that

Figure 2 H.264 intra prediction modes for 16 × 16 blocks.
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Figure 3 Mapping rules of prediction block type to embed “NY” characters.

must be embedded into the inter frame prediction blocks in H.264 codec.

By using mapping rules of different block sizes the embedding goal can be

achieved. Figure 3 illustrates the embedding process using mapping rules.

3.1.3 Motion vectors
Motion vector characteristics such as horizontal and vertical components,

amplitude, and phase angles are utilized in embedding secret information.

Xu et al. [19] proposed a compressed video stream steganography. In this

scheme, the embedding process relies on I, P, and B frames. First, the

hidden data is concealed into the motion vectors of, both, P and B frames.

Only the motion vectors that have high magnitudes are chosen. Here, each

macroblock has a motion vector; however, the selected macroblocks are

moving rapidly. Secondly, the control information is embedded into I frames.

This control information includes the capacity payload and segment range

of each GOP. Each GOP contains one I frame which carries the control

information necessary for the data extraction phase. In addition, each GOP

has a number of P and B frames which contain secret messages in their high

magnitude motion vectors. Xu et al.’s method has a low embedding payload

because it only used the motion vectors with a high magnitude.

3.1.4 Transform coefficients
DCT, quantized DCT (QDCT), and discrete wavelet transform (DWT) coef-

ficients of the luminance component are also good candidates to conceal the

secret message due to their low, middle, and high frequency coefficients for

data embedding. Huang et al. [20] presented reliable information bit hiding

using the DCT and communication theory. In order to enhance the robustness

of this method, the BCH codes and soft-decision decoding have been used.

Moreover, the robustness is also achieved by testing both the common signal
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processing operations and a StirMark attack. The secret data is hidden into the

DCT coefficients, especially, in DC with the highest energy coefficient and

low-frequency AC coefficients. Barni et al. [21] presented a watermarking

technique of MPEG-4 video coding based on the video object planes. This

scheme hides the watermark information into the selected inter and intra

macroblocks of each video object. Depending on the computed frequency

mask, DCT coefficients that exceeds to the predefined threshold were chosen

for the embedding process. Barni’s is flexible and easy to use for many

applications. Moreover, it is robust against some common signal processing.

3.1.5 Entropy coding CAVLC and CABAC
During the H.264 compression, context adaptive variable length coding

(CAVLC) and context adaptive binary arithmetic coding (CABAC) entropy

coding can be used as host data to carry secret messages within many video

steganographic techniques. Ke et al. [22] presented a video steganographic

method relies on replacing the bits in H.264 stream. In this algorithm,

CAVLC entropy coding has been applied in the data concealing process. The

embedding phase can be completed based on the trailing ones sign flag and

the level of the codeword parity flag. The sign flag of the trailing ones changes

if the embedding bit equals “0” and the parity of the codeword is even. Also,

the sign flag changes if the embedding bit equals “1” and the parity of the

codeword is odd. Otherwise, the sign flag of the trailing ones does not change.

The trailing ones (TOnes) are modified as follows:

TOnes =

{
even codeword; if secret bit = 0
odd codeword; if secret bit = 1

(2)

The modification of high frequency coefficients does not have an impact on

the video quality. However, the embedding capacity is low because Ke et al.’s

method is established on the non-zero coefficients of the high frequencies that

consist of a large majority of zeros.

3.2 Video Steganography Techniques in Raw Domain

Unlike the compressed video, raw video steganographic techniques deal with

the video as a sequence of frames with the same format. First, digital video

is converted into frames as still images, and then each frame is individually

used as carrier data to conceal the hidden information. After the embedding

process, all frames are merged together to produce the stego video. Raw

video steganographic techniques consist of spatial and transform domain

techniques [23].
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3.2.1 Spatial domain methods
There are many steganographic techniques that rely on the spatial domain

such as LSB substitution, bit plane complexity segmentation (BPCS), spread

spectrum, region of interest (ROI), histogram manipulation, matrix encoding,

and mapping rule. Basically, these techniques utilize the pixel intensities to

conceal the secret message. Zhang et al. [24] presented an efficient embedder

utilizing BCH encoding for data hiding. This embedder hides the covert

information into a block of carrier object. The concealing phase is achieved

by modifying different coefficients in the input block to set the syndrome

values null. This method enhances embedding payload and execution duration

compared to others. The error correcting code and steganographic model of

this method is shown in the Figure 4. Zhang et al.’s method modifies the

complexity of the algorithm from exponential to linear. On the other hand,

Diop et al. [25] presented an adaptive steganography method utilizing the low-

density parity-check codes. The method discusses how to reduce the influence

of hidden information insertion by this codes. This algorithm demonstrated

that the low-density parity-check codes are better for encoding algorithms than

other codes. The process of embedding and extraction can be accomplished

by Equation (3) and Equation (4).

S = Embedding (I, m) (3)

m = Extraction(m) = HS (4)

Figure 4 Error correcting code and steganographic model.
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where I and S are the cover data and steganogram, respectively, and m is a

secret message (m ∈ Fm
2 ).

3.2.2 Transform domain methods
In the transform domain steganographic methods, each video frame is indi-

vidually transformed into frequency domain using DCT, DWT, and discrete

Fourier transform (DFT) and the secret message is embedded utilizing the low,

middle, or high frequencies of the transformed coefficients. Patel et al. [26]

presented a new data hiding method using the lazy wavelet transform (LWT)

technique, where each video frame is divided into four sub-bands, separating

the odd and even coefficients. The secret information is then embedded into

the RGB LWT coefficients. For accurate extraction of embedded data, the

length of hidden data is concealed into the audio coefficients. The amount of

hidden information is high, but this type of wavelet is not a real mathematical

wavelet operation. Consequently, Patel et al.’s method will not protect the

hidden information from attackers.

Table 1 provides a summary of the related video steganography techniques

that operate in both compressed and raw domains, highlighting each of

venues for data hiding, robustness against attacks, video preprocessing, secret

message preprocessing, performance measures of embedding capacity and

video quality.

Table 1 Venues, embedding capacity, video quality, robustness, video and message

preprocessing of the existing video steganographic methods

Domain/Venue

for Data Embedding Video Robust- Preprocessing

Method Hiding Capacity Quality ness Video Message

Pan et al.

[29]

Compressed

domain/Motion

vectors

Low embedding

capacity (at most 4 bits

in 6 bits of high

amplitude motion

vectors and the

modification of 2 bits)

Average PSNR is

37.45 dB

� × ×

Jue et al.

[30]

Compressed

domain/Motion

vectors

Low embedding

capacity (at most 55

bits per P-frame or

B-frames macroblocks.

Largest amplitude of

motion vectors is used)

Average PSNR is

36.27 dB

� × ×

Barni et al.

[21]

Compressed

domain/DCT

coefficients

Low embedding

capacity (at most 30

bits per video object of

500 Kb/s)

Almost the same as

compressed video

� × ×

(Continued)
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Table 1 Continued

Li et al.

[31]

Compressed

domain/DWT

coefficients

An average of 38 Kbits

per frame of

resolution 352 × 288

when the first level of

DWT is used

Average PSNR

is 35.50 dB

when the first

level of DWT is

used

� � ×

Li et al.

[32]

Compressed

domain/QDCT

coefficients

Low embedding

capacity (at most 1 bit

per 4 × 4 luma block)

Average PSNR

is 36 dB of Intra

frame

� × ×

Mobasseri

et al. [33]

Compressed

domain/CAVLC

Low embedding

capacity (an average of

1 bit per 8 × 8 Intra

block)

Almost the same

as compressed

video

� × ×

Wang et al.

[34]

Compressed

domain/CABAC

Low embedding

capacity (1156 bits are

embedded in 50 frames

of resolution 176×144)

Average PSNR

is around 37 dB)

� × ×

Zhang et al.

[24]

Raw/Spatial

domain

Embedding capacity is

m × t bits per

n =2
m

−1 bits block,

where

m > 2 and t = 2 or 3

N/A × × �

Cheddad

et al. [35]

Raw/Spatial

domain

Average of embedding

capacity ratio is 1.03%

Average PSNR

is 59.63 dB

× � ×

Alavianmehr

et al. [36]

Raw/Spatial

domain

Average of embedding

capacity ratio is 1.34%

(4096 bits per video)

Average PSNR

is 36.97 dB

� × ×

Hu et al.

[37]

Raw/Spatial

domain

Average of embedding

capacity 1.5 bpp

Average PSNR

is 29.03 dB

× × �

Sun [38] Raw/Spatial

domain

At most the embedding

capacity ratio is 45%

Average PSNR

is 44.28 dB

× � ×

Patel et al.

[26]

Raw/Transform

domain

Average of embedding

capacity ratio is 12.5%

Average PSNR

is 31.23 dB

× × �

Spaulding

et al. [39]

Raw/Transform

domain

Average of embedding

capacity ratio is 25%

Average PSNR

is 33 dB

� � ×

4 Discrete Cosine Transform

DCT is a well-known method which is utilized in many applications such

as image and video compression. The DCT separates the signal into low,

middle, and high frequency regions. The DCT is closely related to the DFT.

It is a separable linear transformation; that is, the 2D-DCT is equivalent to

a 1D-DCT performed along a single dimension followed by a 1D-DCT in

the other dimension [27]. For an input video frame, A, of resolution M × N

the DCT frequency coefficients for the transformed frame, B, and the inverse

DCT coefficients of the reconstructed frame are calculated according to the

following equations, respectively:
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Bpq = ∝p∝q

M−1∑

m=0

N−1∑

n=0

Amn cos
π (2m + 1) p

2M
cos

π (2n + 1) q

2N
(5)

Amn =

M−1∑

p=0

N−1∑

q=0

∝p∝qBpq
cos

π(2m + 1)p

2M
cos

π(2n + 1)q

2N
(6)

Where

∝p =

{ 1√
M

, p = 0√
2
M

, 1 ≤ p ≤ M − 1

And

∝q =

{ 1√
N

, q = 0√
2
N

, 1 ≤ q ≤ N − 1

A (m, n) is the pixel value in row m and column y of the frame A, and B (p, q)

is the coefficient in row p and column q of the 2D-DCT matrix. Each of low,

middle, and high frequency coefficients were used as cover data to embed the

encoded secret message [28].

5 Hamming and BCH ECC

In this paper, Hamming (7, 4) codes are used (n = 7, k = 4, and p = 3),

which can correct the identification of a single bit error. A message of size

M (m1, m2, . . ., mk) is encoded by adding p (p1, p2, p3) extra bits as

parity to become a codeword of 7-bit length. The codeword is prepared to

transmit through a communication channel to the receiver end. The common

combination of both message and parity data using these type of codes

is to place the parity bits at the position of 2i (i = 0, 1, . . ., n–k) such

as p1, p2, m1, p3, m2, m3, m4 combination. Venn diagram of the hamming

codes (7, 4) is illustrated in the Figure 5.

In addition of hamming codes, BCH (7, 4, 1) codes is also used over

the GF
(
23

)
, where m = 3, k = 4, and n = 23−1 = 7. Bose, Chaudhuri,

and Hocquenghem invented the BCH encoder. It is one of the most powerful

random cyclic code methods, which can be used for detecting and correcting

errors in a block of data. The BCH code is different from the Hamming

code because BCH can correct more than one bit. The BCH codes inventors

decided that the generator polynomial g(x) will be the polynomial of the

lowest degree in the Galois field GF (2), with ∝, ∝2, ∝3, . . ., ∝2t as roots
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Figure 5 Venn diagram of the hamming codes (7, 4).

on the condition that ∝ is a primitive of GF (2m) . When Mi (x) is a minimal

polynomial of ∝iwhere (1 ≤ i ≤ 2t), then the least common multiple (LCM)

of 2t minimal polynomials will be the generator polynomial g(x). The g(x)

function and the parity-check matrix H of the BCH codes [7, 40] are described

as follows:

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 ∝ ∝2 ∝3 . . . ∝n−1

1
(
∝3

) (
∝3

)2 (
∝3

)3
. . .

(
∝3

)n−1

1
(
∝5

) (
∝5

)2 (
∝5

)3
. . .

(
∝5

)n−1

. . . . .

. . . . .

. . . . .

1
(
∝2t−1

) (
∝2t−1

)2 (
∝2t−1

)3
. . .

(
∝2t−1

)n−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7)

g (x) = lcm{M1 (x) , M2 (x) , M3 (x) , . . . , M2t (x)} (8)

g(x) = M1 (x) M3 (x) M5 (x) . . . M2t−1 (x) (9)

A binary BCH (n, k, t) can correct errors of a maximum t bits for

a codeword W = {w0, w1, w2, . . ., wn−1} of length n and a message

A = {a0, a1, a2, . . ., ak−1} of length k [41]. An embedded codeword

C = {c0, c1, c2, . . ., cn−1} is calculated as follows:

C = W ∗ HT (10)

At the receiver side, the codeword R = {r0, r1, r2, . . ., rn−1} is obtained. The

transmitted and received codewords can both be interpreted as polynomials,
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where C (X) = c0 +c1x
1 + · · ·+cn−1x

n−1, and R (X) = r0 +r1x
1 + · · ·+

rn−1x
n−1. The error E is the difference between C and R, which indicates

the number and location of flipped elements in C. The E and syndrome Y are

calculated as follows:

E = R − C (11)

Y = (R − C) HT = EHT (12)

6 The Proposed Steganography Methodology

In this section, we proposed a novel video steganography algorithm in DCT

domain based on Hamming and BCH (7, 4, 1) codes. At the beginning, the

video sequence is separated into frames; each frame is converted to YCbCr

color space. The reason for converting to YCbCr color space is to remove the

correlation between the red, green, and blue colors. The proposal methodology

consists of data embedding stage and data extracting stage.

6.1 Data Embedding Stage

For a security purpose, the hidden message is encrypted using a secret key,

and then Hamming and BCH (7, 4, 1) codes will be applied on it producing

an encoded message. The whole encoded message is converted from binary

to base-8 digits. On the other hand, each video sequence is converted into

a number of frames. Each frame separates into the YUV color space. Then,

2D-DCT is applied individually on each plane. Subsequently, the process of

embedding is achieved by concealing each base-8 digit of the encoded message

into the DCT frequency coefficients except the DC coefficients of each of the

Y, U, and V planes. Thereafter, the inverse of 2D-DCT is applied on the three

stego components of each frame producing a stego frame. Finally, the stego

video is constructed from these stego frames. The secret message is concealed

into each of Yij, Uij, and Vij DCT coefficients as follows:

Ŷij =

{
Embedding (Y ij , Dk) ;Yij ≥ 0

Embedding (abs(Y ij), Dk) ;Y ij < 0
(13)

Ûij =

{
Embedding (U ij , Dk) ;Uij ≥ 0

Embedding (abs(U ij), Dk) ;U ij < 0
(14)

V̂ij =

{
Embedding (V ij , Dk) ;Vij ≥ 0

Embedding (abs(V ij), Dk) ;V ij < 0
(15)
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where Ŷij, Ûij, and V̂ij are DCT coefficients of stego Y, U, and V planes

respectively, and Dk is the encoded digits, Dk= {000, . . ., 111}. The data

embedding stage of the proposed steganography method is illustrated in

Algorithm 1.

Algorithm 1 Data Embedding Stage

Input: V //Video ,

M //Secret message in characters,

Key1, Key2; // Stego keys

Output: SV; //Stego video

Initialize km, pm;

B←M ; //Convert the alphabetic secret message to the binary array

// Stego keys

Key1←Length(B)/4; //Length of the secret message

Key2←rand (2ˆ7,Key1,1)’;//Randomization of the seed Key1

EB←Encrypt(B,[Key1]); //Encrypt the binary array by Key1

//Encode each 4 bits of encrypted message by Hamming and BCH (7, 4, 1) codes

for1 i = 1: (Key1*7) do

g(1:4) ← get(EB(km:km+4));

E EB ← encode(g,7,4);

temp(1:7) ← get(Key2(i));

Ecdmsg(pm:pm+7) ← xor(E EB, temp);

pm+7; km+4;

end1

D ← Ecdmsg; //Encoded message is segmented into 3-bit groups

{Vf1, Vf2,. . . , Vfn} ← V; //Video V is divided into n frames

{Y, U, V} ← Vf; //Each frame Vf is converted into Y, U, and V components

DCT (Y, U, V); //Applying 2D-DCT on each frame components

//Embed the encoded message into YUV coefficients

for2 i = 1:Vfx do

for3 j = 1:Vfy do

Ŷ ij=

{
Embedding (Y

ij , Dk) ; Yij ≥ 0

Embedding (abs(Y
ij),Dk) ; Y ij<0

Ûij=

{
Embedding (U

ij , Dk) ; Uij ≥ 0

Embedding (abs(U
ij),Dk) ; Uij<0

V̂ij=

{
Embedding (V

ij , Dk) ; Vij ≥ 0

Embedding (abs(V
ij),Dk) ; V ij<0

end3

end2

IDCT ( Ŷ ,Û , V̂ ); //Applying 2D-IDCT on each frame component

get SVf //Obtain the stego frames

get SV //Obtain the stego video
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6.2 Data Extracting Stage

Data extracting is the process of retrieving the encoded message from the stego

videos. This process is achieved by isolating the stego videos into frames. Each

frame is divided into Y, U, and V planes. Then, 2D-DCT is applied separately

on each plane. The process of extracting the encoded message is accomplished

by taking Dk digits from each of Y, U, and V DCT coefficients, respectively,

except DC coefficients. The outcomes data are decoded by Hamming and

BCH (7, 4, 1) decoder followed by the deciphering process to extract the valid

embedded message. The purpose of using ciphering and encoding methods

prior the embedding process is to improve the security and robustness of the

proposed algorithm. Moreover, the secret key is only shared between sender

and receiver, and used in both the data embedding and extracting processes.

The hidden message can be obtained as follows:

D̂k =

⎧
⎨

⎩
Extracting

(
Ŷij

)
; (Ŷij ≥ 0)

Extracting
(
abs

(
Ŷij

))
; (Ŷ ij < 0)

(16)

D̂k =

⎧
⎨

⎩
Extracting

(
Ûij

)
; (Ûij ≥ 0)

Extracting
(
abs

(
Ûij

))
; (Û ij < 0)

(17)

D̂k =

⎧
⎨

⎩
Extracting

(
V̂ij

)
; (V̂ij ≥ 0)

Extracting
(
abs

(
V̂ij

))
; (V̂ ij < 0)

(18)

where Ŷij, Ûij, and V̂ij are DCT coefficients of stego YUV planes, and D̂k

is the retrieved secret message. The data extracting stage of the proposed

steganography method is illustrated in Algorithm 2.

7 Experimental Results and Discussion

The experimental environment uses several variables: the cover data comprise

a dataset consisting of six video sequences Akiyo, Bus, Coastguard, Container,

Foreman, and Soccer of CIF type; also, the format ofYUV is 4:2:0. In addition,

the resolution of each video is (352 × 288), and all videos are equal in length

with 150 frames. A large text file is used as a secret message. The work is

implemented using MATLAB to test the proposed algorithm efficiency.
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Algorithm 2: Data Extracting Stage

Input: SV; //Stego video

Key1, Key2; //Stego keys

Output: M ; //Secret message in characters

Initialize km, pm;

{Sf1, Sf2,. . . , Sfn} ← SV; //Stego Video SV is divided into n frames

{Ŷ , Û , V̂ } ← Sf; //Each frame Sf is converted into Y, U, and V components

DCT( Ŷ , Û , V̂ ); //Applying 2D-DCT on each stego frame component

//Extract the encoded message from stego YUV coefficients

for1 i = 1:Sfx do

for2 j= 1:Sfy do

D̂k=

⎧
⎨

⎩
Extracting

(
Ŷ ij

)
; (Ŷ ij ≥ 0)

Extracting
(
abs

(
Ŷ ij

))
; (Ŷ

ij<0)

D̂k=

⎧
⎨

⎩
Extracting

(
Ûij

)
; (Ûij ≥ 0)

Extracting
(
abs

(
Ûij

))
; (Û

ij<0)

D̂k=

⎧
⎨

⎩
Extracting

(
V̂ij

)
; (V̂ij ≥ 0)

Extracting
(
abs

(
V̂ij

))
; (V̂

ij<0)

end2

end1

Ecdmsg ← D; //Collect all 3-bit messages into a single array

//Decode each 7 bits of extracted data by Hamming and BCH (7, 4, 1) decoders

for3 i = 1: (Key1*7) do

Sg(1:7) ← get(Ecdmsg (km:km+7));

temp(1:7) ← get(Key2(i));

E EB ← xor(Sg, temp)

EB ← decode(E EB,7,4);

pm+4; km+7;

end3

B ← Decrypt(EB, [Key1]); //Decrypt the binary array by Key1

M ← B; //Convert the binary array to the alphabetic characters

get M //Obtain the secret message

7.1 Visual Quality

Peak signal to noise ratio (PSNR) is an objective quality measurement used

to calculate the difference between the original and the stego video frames. It

can be obtained by following equations [23]:

PSNR = 10 ∗ Log10

(
MAXO

2

MSE

)
(19)

MSE =

∑m
i=1

∑n
j=1 [O(i, j) − S (i, j)]2

m ∗ n
(20)
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where O and S denote the original and stego YUV frame components,

respectively, and m and n are the video resolutions. MAXO is the maximum

possible pixel value of the host YUV frame components. When the pixels

are represented using 8 bits per channel, the grayscale image will have 255

maximum value.

Figure 6 shows a sample frame from each Akiyo, Container, Foreman, and

Soccer video and their corresponding stego frames. In Figure 7, the PSNR of

Figure 6 Sample video frames from dataset: a) Akiyo, Container, Foreman, and Soccer cover

frames, and b) Akiyo, Container, Foreman, and Soccer corresponding stego frames.
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Figure 7 PSNR comparison for Y-components of six experments.

the Y-components are calculated for all six videos. Overall, the Akiyo video

has the best luminance quality. Figure 8 shows the PSNR of the U-component

for all six videos. The PSNR-U of the Coastguard video has the highest

dBs among the group. Figure 9 shows the PSNR of the V-component for

all experiments. The PSNR-V for the Coastguard video has a better quality

Figure 8 PSNR comparison for U-component of six videos.
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Figure 9 PSNR comparison for V-component of six experments.

among all videos. In Figure 10, the PSNR comparison for 150 frames of each

video is shown. The comparison shows that the result of the objective quality

for each of the Akiyo, Bus, Coastguard, Container, Foreman, and Soccer

videos ranged between 38.95–42.73 dBs. Overall, the results of the PSNR

for the Akiyo, Bus, Container, and Foreman videos are more stable, while

Figure 10 PSNR comparison for 150 frames of six experments.
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Table 2 Average PSNR each of Y, U, and V component for six experments

Sequences PSNRY PSNRU PSNRV PSNR

Akiyo 43.33 35.14 42.16 40.21

Bus 35.96 39.78 41.10 38.95

Coastguard 39.45 43.69 44.93 42.69

Container 37.91 40.71 39.28 39.30

Foreman 39.82 40.63 41.21 40.55

Soccer 42.85 41.40 43.94 42.73

Average 39.88 40.22 42.10 40.73

in the Coastguard and Soccer videos the quality is frequently changing. The

changes occur because these videos contain faster motion objects that lead to

unstable visual quality.

Table 2 shows the averages of the PSNR for each Y, U, and V component

for all video sequences. Moreover, the visual quality of each video is measured

separately by averaging each of the 150 frames per video. The quality averages

are various and depend on type of videos.

7.2 Embedding Payload

The average of the obtained hidden ratio of the proposed algorithm is 27.53%.

Areasonable tradeoff is noticed between the amount of the embedded message

in each video (5.99 Mbytes) and the average quality of six experiments

(40.73 dB). The hidden ratio (HR) can be calculated as in Equation (21).

A number of experiments were conducted to compare the performance of

the proposed with three existing methods. Table 3 illustrates the comparison

of our proposed method with the three existing methods in the literature,

according to the PSNR and the amount of secret data. Consequently, our

proposed algorithm outperformed three existing methods. Table 4 shows the

amount of secret message of proposed algorithm in each Y, U, and V planes.

HR =
Size of embedded message

V ideo size
× 100% (21)

Table 3 Performance comparison of the proposed algorithm with other according to both

PSNR and hidden ratio

Patel et al. Alavianmehr Hu et al. Proposed

Criteria [26] et al. [36] [37] Algorithm

PSNR (dB) 31.23 36.97 29.03 40.73

Hidden

Ratio

12.5% 1.34% 18.75% 27.53%
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Table 4 Embedding capacity of the proposed algorithm

Proposed Algorithm

Video Resolution YUV (Bits/Frame)

352 × 288 Y 223344

U 55836

V 55836

7.3 Robustness

To measure the robustness of the proposed algorithm, the similarity (Sim)

metric has been utilized. This metric is used to test whether the extracted

secret message has been corrupted during communication [42]. The Sim

(0 ≤ Sim ≤ 1) can be calculated as in the following equation [43]:

Sim =

∑a
i=1

∑b
j=1 [M(i, j)×M̂ (i, j)]

√∑a
i=1

∑b
j=1 M(i, j)2 ×

√∑a
i=1

∑b
j=1 M̂ (i, j)

2
(22)

where M and M̂ are the embedded and extracted secret messages, respec-

tively, and a and b are the dimensions of the secret message array.

The algorithm is tested under different types of attacks (Gaussian noise with

the zero mean and variance = 0.01 and 0.001, Salt & pepper noise with the

density = 0.01 and 0.001, and median filtering). To achieve the robustness

of the algorithm, the higher Sim must be obtained. Table 5 illustrates the

robustness of the proposed algorithm under attacks while it retrieves the hidden

data with a high Sim.

Table 5 Sim values of the proposed algorithm under attacks

(Salt & Pepper)

Density =

(Gaussian White)

Variance =

Sequences No Attacks 0.01 0.001 0.01 0.001 Median Filtering

Akiyo 1 0.950 0.957 0.918 0.903 0.981

Bus 1 0.960 0.967 0.928 0.913 0.982

Coastguard 1 0.940 0.947 0.908 0.893 0.981

Container 1 0.970 0.977 0.938 0.923 0.993

Foreman 1 0.960 0.953 0.914 0.892 0.970

Soccer 1 0.918 0.926 0.897 0.868 0.954
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8 Conclusion

A novel video steganography method in DCT domain based on Hamming

and BCH (7, 4, 1) ECC has been proposed in this paper. The steganography

algorithm converts the video into frames; then, it divides each frame into Y,

U, and V components. Prior to the embedding process, the secret message

is encrypted and encoded using hamming and BCH codes. The 2D-DCT

has been applied to each YUV components. DCT coefficients, excluding DC

coefficients, are selected for embedding the secret data.

The proposed algorithm has a high embedding payload. The amount of the

secret data in each video is approximately 5.99 Mbytes and the HR is 27.53%.

The visual quality of the stego videos is also high: the PSNR ranged between

38.95–42.73 dBs with an Sim=1. Moreover, the experimental results showed

that the proposed algorithm is robust against several attacks. In addition, the

security of the our method is improved by ciphering and encoding processes

prior to the embedding process. The result of comparison shows that the

proposed algorithm outperformed three existing algorithms. For future work,

we would like to improve the embedding payload of the proposed algorithm

with the respect of the video quality by using other techniques that operate in

frequency domain. Also, we would like to conduct efficient linear block codes

to enhance the security of the algorithm.
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