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Abstract: One of the issues associated with the supply of electricity is its generation capacity, and
this has led to prevalent power cuts and high costs of usage experienced in many developing
nations, including South Africa. Historical research has shown that the annual rate of increase for
electricity has grown at an alarming rate since 2008 and, in some years, has grown as much as 16%.
The objectives of this study are to estimate the cost analysis of electricity usage at the twenty-nine
residences of the University of Johannesburg (UJ-Res) and propose a model for our university, as
well as other South African universities, to become more energy-efficient. This was achieved by
analyzing the tariffs between 2015 and 2021. A forecast was made for a period of five years (2021 to
2026) using a non-linear autoregressive exogenous neural network (NARX-NN) time-series model.
From the results obtained, the better NARX-NN model studied has a root mean squared error (RMSE)
of 2.47 × 105 and a determination coefficient (R2) of 0.9661. The projection result also shows that the
annual cost of energy consumed will increase for the projected years, with the year 2022 being the
peak with an estimated annual cost of over ZAR 30 million (USD 2,076,268).

Keywords: economic analysis; energy consumption; deep learning; NARX-NN; University of
Johannesburg Residences

1. Introduction

Energy is an integral part of economic development [1]. It is utilized for economic
activity, and through it, life-essential services are provided [2,3]. Energy is very crucial to
the provision of important services; it is related to sustainable development [2]; however,
this relationship can be both positive and negative [4]. Energy consumption (EC), on the
other hand, is a vital issue of international concern [5]. The demand for energy clearly has
an effect on a number of crucial choices, including those involving the upkeep of machinery,
the trading of fuel, and the production of energy. As a result, energy corporations and
governments increasingly consider anticipating energy use when making decisions [6]. A
high-precision EC prediction technology is still difficult to build, however, because EC is
also naturally influenced by a number of interrelated elements, including economic growth,
national energy planning, energy production capacity, and meteorological conditions [5].

Energy is meant to bring comfort, makes life better for humanity [7], and plays a very
crucial role in climate change, while climate change also affects the energy sector [8,9].
Therefore, energy consumption (EC) is closely connected with climate change [9]. In recent
times, climate change has become an issue of concern globally [10], and the issue of climate
change has been increasingly surfacing in the write-ups by researchers in this present time,
and the means to curb it has continued to become a serious problem [11,12]. Therefore, the
onus to address the issues of climate change and global warming lies upon the decision
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makers and stakeholders, who include all members of the general public and, particularly,
students in the higher institutions of learning (HIL) [13,14]. A report has shown that EC in
the residential sector accounted for ~38% of carbon emissions in specific parts of the United
States of America (USA) [15,16]. Meanwhile, carbon emission in the manufacturing sector
in South Africa has increased over the years; its 2020 figure was around ~20%, while overall
emissions are expected to decrease by 40% in 2025 [17,18]. Nonetheless, an increase in EC
is anticipated during the coming decades. The electricity used in South Africa comes from
a faltering state company that relies primarily on coal. The government of South Africa
is having trouble keeping up with the rising demand for energy because of the country’s
heavy reliance on expensive fuel imports. However, despite the limitations and the high
expense, energy use in HIL is still mostly unregulated and poorly managed [19]. An effort
to create a sound electricity policy and a better knowledge of the nature of aggregate power
consumption will both benefit from the investigation of the main drivers of EC in South
Africa [20].

In this study, the cost analysis of EC at the twenty-nine residences of the University
of Johannesburg (UJ-Res) was estimated, and a time-series model was used to estimate
both EC as well as its cost over the next five years. Time-series models for supervised
learning include statistical approaches, ensemble methods, and artificial neural network
(ANN) methods [21]. The time-series models that are widely used in research and practice
include linear autoregressive (AR) and autoregressive with exogenous [22] models, moving
average (MA) and autoregressive moving average (ARMA) models, and the ANN methods,
which include Long-short term memory (LSTM) neural network model and the non-
linear autoregressive models (NAR and NARX) [23]. Among the established methods
for forecasting time-series data, a recurrent neural network (RNN) such as the non-linear
autoregressive exogenous model (NARX) is one of the methods that have been proven to
have very good prediction rates [21]. RNNs are not only vital for time-series forecasts but
also good in dynamic system control [24]. To the best of our knowledge, there is little or
no information that has been documented with respect to the cost assessment of EC and
prediction in any university residence in South Africa and Africa in general. Hence, this
study becomes very crucial for universities in Africa to attain sustainability in terms of EC
and utilization. This study aims to perform an economic analysis of EC at the University
of Johannesburg student residences. To achieve the aim, an investigation into energy
consumption in relation to economic growth and energy consumption in higher institutions
of learning was discussed in the literature review aspect of this study. The methodology
section is divided into four sections, which include the UJ history and UJ-Res information,
study data acquisition, the proposed NARX neural network model algorithm, and finally,
the key evaluation metrics employed in this study.

2. Literature Review
2.1. Energy Consumption (EC) and Economic Growth

In the last three decades all over the world, several authors have investigated and
established a relationship between EC and economic growth [25–33]. The analysis of EC
plays a significant role in the formulation of policy by decision-makers [34]. There is a
vital aspect of EC, which is electricity or electric EC; its relevance to economic growth
has been recognized by all professions [35]. EC reveals people’s way of life, especially
when the economy is booming, resulting in high demand for energy [36]. EC and carbon
dioxide (CO2) emissions are interdependent; these have continued to increase in develop-
ing countries (DCs) because of growth in the economy [37]. Recent investigations [38,39]
put the demand for energy from homes, businesses, and industrial sectors at ~49% and
the amount of carbon emissions at ~47%. The efficiency of energy systems and the envi-
ronmental quality need to be improved because of the increasing demand for energy all
over the world [40]. Economic growth, population growth, and increased urbanization
are the major factors contributing to increased energy demand, which is ultimately lead-
ing to climate change and other environmental issues globally [40]. Thus, efficient use
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of energy is the only solution to the current energy challenges facing the world, and for
sustainability to be attained in all sectors of the economy, efficient usage of energy becomes
very crucial [8,28,31]. According to the Energy Efficiency and Conservation Act of 2000,
“Energy efficiency means a change to energy use that results in an increase in net benefits
per unit of energy” [41]. For energy efficiency to be achieved, there must be a change of
attitude. Any change of attitude that leads to less EC is referred to as energy conservation.
When less energy is expended to perform similar activities, energy efficiency is said to be
attained [42]. Energy efficiency can best be achieved when economic Power Logic systems
are employed. These systems will assist energy intelligence to manage EC proactively
while strategic decisions will be made and supported. The systems will also help in the
reduction of emissions [43]. HILs are contributing greatly to climate change via electric EC.
This issue can be mitigated by continuously educating the students on the need to reduce
EC in order to attain a sustainable university [13]. Most universities in many parts of the
world consume a high amount of energy, so one of the ways to achieve a reduction in EC is
to keep asking each university to report the amount of energy used per period since energy
reduction will be very difficult if proper data and the cost of energy usage by individuals
or institutions are not recorded or documented [44].

2.2. Summary of Studies on Energy Consumption from Higher Institutions of Learning

Emeakaroha et al., 2012 presented an advanced solution for adjusting students’ be-
havior towards EC. This involved the grouping of real-time electricity response and ap-
pointment of energy representatives who may perhaps oversee awareness creation among
students towards the reduction of climate change. Different feedback was received based
on the behavior of a selected group of students. Hence, a system was therefore offered to
tackle matters linked to EC. This was done using smart sensors, the incorporation of a com-
mitted visual web interface, and the assignment of a delegate at the student residence [45].
In their study, a primary investigation of EC in one of the residences of a tertiary institution
was carried out using ~200 smart electric meters around the campus. Daily, ~5 million data
points were collected, and this lasted for about five months. Data obtained revealed a twist
in EC for diverse appliances used on the campus [10].

Escobedo et al., 2014 discussed the energy consumption (EC) and greenhouse gas
(GHG) emission situation at the National Autonomous University of Mexico (UNAM). They
estimated EC and its associated emissions via GHGs. The authors chose some buildings
and facilities as representative samples for the energy audits. From their findings, it
was discovered that lighting accounted for ~30%, research facilities accounted for ~20%,
refrigeration for ~15%, and water heating for ~10%. Finally, the overall EC was compared
by the end usage to the overall EC from the estimated bill, where a slight difference was
discovered. The authors emphasized that this difference could be attributed to other
research equipment or losses not being taken into consideration [46].

Yang and Lee, 2014 discussed EC and environmental quality in HIL buildings, and
the authors addressed the relationship between local climate, building characteristics, and
sustainable development on different campuses of the institution. The authors emphasized
that the design of each building, its functionality, and the number of occupants were the
major factors that affect EC in HIL buildings [47].

Masebinu et al., 2020, presented a time-series dataset via a real-time energy monitoring
device from a student residence. The data collection lasted for about two years. Data
collected from the conductors feeding the residences were, by design, combined and shown
in the form of a single data point. About 14,000 h of data points were recorded in the study.
It was concluded that the data obtained could be helpful in making informed decisions
regarding the best model of electricity for student residences [48].

Gui et al., 2020 studied the relationship between EC and space usage at Griffith Uni-
versity, Australia, using multiple linear regression models. A total of 122 buildings on five
main campuses of the institution were used as a case study, and the established models had
statistical significance, showing that they could be used to explain and predict the energy
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use of a higher education building in environments with comparable climatic and academic
conditions. This study not only confirms earlier studies that found that the building services
in higher education buildings use the most energy, but it also discusses how laboratories,
particularly those with wet operations, have the biggest effects on energy use because of
their energy-intensive equipment and the high need for mechanical ventilation [49].

Bello et al., 2021 investigated the use of sustainable design to reduce EC in HIL
buildings in Bauchi state, Nigeria. According to the responses to the surveys conducted
by the authors, it was found that the majority of the buildings that made up the built
environment lacked the essential amenities to enable them to conserve energy for heating,
ventilation, and air conditioning (HVAC). The authors suggested that building retrofits
could be done at a minimal cost by government-owned institutions and could also be done
not just to reduce EC by HVAC and lighting systems but also to increase thermal comfort
within lecture areas [50].

Shukri et al., 2022, were one of the latest authors to study EC in HILs, with the Uni-
versiti Tun Hussein Onn Malaysia as a case study in the work. From their study, several
buildings recorded high annual EC, which was due to the absence of an EC reference bench-
mark for the campus buildings. The purpose of their study was to use statistical analysis to
create an energy efficiency baseline for university buildings. Their statistics analysis results
revealed that the typical practical EC range was between 72.5–141.0 kWh/m2 per annum.
In addition, they concluded that the most energy-efficient buildings were those with EC
values below 72.5 kWh/m2 per annum. In contrast, those above 141.0 kWh/m2 per annum
were regarded as being inefficient in terms of energy use [51].

3. Methodology
3.1. University of Johannesburg Student Residence (UJ-Res)

The University of Johannesburg (UJ) is in Johannesburg in the Gauteng Province (GP)
of South Africa [52]. The UJ was founded in 2005 from the amalgamation that occurred
amongst the following Universities: Rand Afrikaans University (RAU), the Technikon
Witwatersrand (TWR), the Soweto vista campus, and East Rand campuses of Vista Uni-
versity [53]. The UJ has over 50,000 undergraduate and postgraduate students and over
6500 student bed spaces in 29 residences spread across its four campuses. These campuses
include the Auckland Park Bunting Road (APB), Auckland Park Kingsway [54], Doorn-
fontein (DFC), and Soweto campuses (SWC) [55]. Given the high demand for student
housing and the limited land spaces for student residences on campus, UJ also recognized
off-campus accommodations. This study focused on the 29 student residences (as of the
timeline in this study) of the UJ (both on-campus and off-campus). The basic information
from these residences is summarized in Supplementary Information (SI) (Table S1).

3.2. UJ Residence Energy Data Acquisition

The monthly energy data (EC and associated cost) from the twenty-nine University of
Johannesburg student residences (UJ-Res) from January 2015 to July 2021 were obtained
and considered in this study. The UJ-Res data were obtained by connecting remote data
loggers (RDLs) to the meters positioned at the various student residences of the university.
The obtained data were uploaded into software called Metering Online (Power Meter
Technique company, Midrand, South Africa). The statistics for the number of student
occupants in each of the residences were one of the key requirements in the analysis, and
these were obtained from the UJ Student Accommodation and Residence Life [55].

3.3. Non-Linear AutoRegressive eXogenous Neural Network Model (NARX-NN)

In neural network dynamic modeling, NARX-NN is understood to be a non-linear
autoregressive model with exogenous input, i.e., the model can be related to the past and
current values of the same series [56]. The NARX model is a powerful class of models
that have been demonstrated well suited for modeling non-linear dynamic systems [24,57].
When applied to time-series prediction, NARX is designed as a feedforward time delay
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neural network (TDNN), i.e., there is no feedback loop of delayed outputs, thereby substan-
tially reducing the performance of prediction processes [58]. The defining equation for the
NARX model is given in Equation (1).

yt = f
(

yt−1, yt−2, . . . , yt−ny , xt−1, xt−2, . . . , xt−nx

)
+ εt (1)

where yt is the model output (variable of interest) at time step t, xt is the model input at
time step t, εt is the error term (also called noise), ny and nx are the memory orders of
the output and input variables. In NARX models, the function f is a non-linear function;
it could be a wavelet network (NARX-WN), a sigmoid network (NARX-SN), or a neural
network (NARX-NN), as in the case of this study, and so on. In NARX models, historical
information about x helps to predict y, and likewise, the previous y values.

The simplest way to implement the NARX-NN model appears to be using a feedfor-
ward neural network with embedded memory (a first tapped delay line), as illustrated in
Figure 1, and a delayed link from the output of the second layer to input (a second tapped
delay line) [57]. It is the same as employing input units that are given neighboring sequence
elements to make the network dependent on a preceding sequence element. Since it only
offers a partial view of the series, this input is frequently referred to as a time window.
It can also be seen as a straightforward method of converting one spatial dimension into
another, converting time into space [57]. It has been found in practice that evaluating
related time series at the same time will improve predicting for a given time series, such as
the case of energy consumption investigated in this study.
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Generally, there are two NARX-NN architectures: the series-parallel (open-loop) and
the parallel (closed-loop) configurations, as shown in Figure 2. The series-parallel per-
forms the training, validation, and testing steps, while the parallel is used for prediction
purposes [59]. In this study, the MATLAB R2020a version deep learning neural network
time-series (ntstool) toolbox was employed. The non-linear autoregressive model pro-
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cess with exogenous input (NARX) neural network model with two separate time delays
(td) was investigated and compared with Microsoft Excel exponential smoothing (ES)
forecast trend.
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3.4. Key Evaluation Metrics

Four indicators were employed as evaluation metrics to assess how well the NARX-
NN prediction model performed. Equations (2)–(5) contain the formulas for the metrics,
which are the Root Mean Square Error (RMSE), Mean Squared Error (MSE), Coefficient of
Correlation (R), and Coefficient of Determination (R2), respectively.

RMSE =

√√√√ 1
Ns

Ns

∑
n=1

(ỹn − yn)
2 (2)

MSE =
1

Ns

Ns

∑
n=1

(ỹn − yn)
2 (3)

R =

√√√√1 − ∑Ns
n=1
(
yp − yn

)2

∑Ns
n=1(ỹn − yn)

2 (4)

R2 = 1 − ∑Ns
n=1
(
yp − yn

)2

∑Ns
n=1(ỹn − yn)

2 (5)

where Ns is the training sample size of the dataset, yn is the observed dataset, ỹn is the
mean of the observed dataset, yp is the NARX-NN predicted output.

4. Results
UJ Residence Energy Data Analysis

The dataset was analyzed in two parts: the energy consumption in kWh and the energy
cost in South African Rands (ZAR). Figures 3 and 4 show the annual energy consumed
and total energy cost for each UJ-Res from 1 January 2015 to 31 July 2021, respectively.
The Sophiatown residence with the highest number of students (416) had the highest



Energies 2023, 16, 942 7 of 14

energy consumption, with 1.6 GWh in 2015, amongst other UJ-Res. Meanwhile, the YMCA
and Kopano residences, with 20 MWh and 22 MWh, respectively, had the least energy
consumption. This was due to the low number of students residing in both residences
in 2019, as shown in Figure 3. Also, in terms of the cost of consumption, 2019 had the
highest in Sophiatown, with over ZAR 2.5 million (USD 170,127) spent on electricity, as
shown in Figure 4. It should be noted that the 2020 energy cost and consumption at all the
UJ-Reses were relatively low compared to previous years, as this was due to the COVID-19
pandemic, where students spent only about four months in all the residences.
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Figure 3. Annual energy consumption by each UJ-Res from 2015 to 2020.

The total monthly energy consumption and cost from January 2015–July 2021 of the
residences of the UJ are illustrated in Figures 5 and 6. This was done to understand the
trend over the period captured so as to have an effective prediction over the next five
(5) years. This would assist the institution, policymakers, and other institutions in making
adequate plans in terms of EC and cost. The pattern showed that the monthly total energy
increased over the years, and this was due to several factors, but the main factor in 2021
was because of the online classes; this resulted in a situation where lots of students spent
more time at the UJ-Res rather than having face-to-face physical contact in classrooms.
Figure 5 shows that students tended to use more energy in the winter months (May to
September), while January and December always accounted for the lowest usage due to
the late resumption of courses and early December breaks. Figure 6 also shows that in the
core winter periods, energy cost was always at the highest due to high cost per kWh as
high energy generation, transmission, and demands during winter periods were high. This
energy tariff fluctuation has remained this way over the seven-year period captured. The
total energy consumption in 2016 was the highest recorded for all the UJ-Res combined
in the last six years, with a total of 16 GWh. Moreover, aside from the 2020 COVID-19
pandemic year, with a consumption of 0.2 GWh, 2019 had the lowest energy consumption,
with a total of 11 GWh. In terms of the cost of energy consumed, the university paid a sum
of ZAR 26 million (USD 1,799,433) in 2018. This is the highest figure over the last six years
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(2020 and 2021 exclusive). Meanwhile, 2015 had the lowest energy cost per kWh; hence, the
lowest cost was spent on energy in that year (2020 and 2021 exclusive).
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Figure 4. Annual energy cost by each UJ-Res from 2015 to 2020.
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Figure 6. UJ-Res total monthly energy cost (in ZAR) from January 2015 to July 2021.

5. Discussion
5.1. Training, Testing, and Validation of Energy Data with NARX-NN

To have an effective prediction, a MATLAB non-linear autoregressive exogenous
neural network (NARX-NN) time-series toolbox model was used to train the energy dataset.
The monthly EC from January 2015–July 2021 (71 data points) was employed as the model
input variable (x), while the total cost served as the model output (y). In the NARX-NN
models, the time delay was a vital variable in the prediction process; hence, two different
delays were investigated, and the results were compared. In the first-time delay scenario
(NARX1), a time delay of one month was investigated, while for the second-time delay
scenario (NARX2), a two month-time delay was investigated. The 70:15:15 ratio was
adopted for the training, testing, and validation dataset for the two scenarios. In addition,
the Levenberg-Marquardt (LM) algorithm was used to train the dataset. The output of the
two simulation scenarios is shown in Figure 7a,b. The overall root mean squared error
(RMSE) and overall correlation coefficient (R) from scenario 1 were 2.47 × 105 and 0.9661,
and those of scenario 2 were 2.50 × 105 and 0.9505, respectively. The mean squared error
(MSE), RMSE, R, and coefficient of determination (R2) for the training, testing, validation,
and overall dataset are summarized in Table 1.
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Table 1. Performance evaluation of the NARX-NN scenarios.

NN Model Structure (29-10-1-1)

Time Delay Scenario NARX1 (td = 1) NARX2 (td = 2)

Dataset Samples MSE RMSE R R2 MSE RMSE R R2

Training 70% 2.76 × 108 1.66 × 104 0.9998 0.9996 1.82 × 1010 1.35 × 105 0.9842 0.9632
Testing 15% 1.29 × 1011 3.60 × 105 0.9235 0.8529 2.54 × 1011 5.04 × 105 0.7823 0.6120

Validation 15% 1.37 × 1011 3.70 × 105 0.9059 0.8207 7.60 × 1010 2.76 × 105 0.9470 0.8968
Overall 100% 6.11 × 1010 2.47 × 105 0.9664 0.9340 6.24 × 1010 2.50 × 105 0.9505 0.9205

5.2. UJ-Res Energy Prediction over the Next Five Years

To have an effective prediction of energy costs over the next five years (2021–2026),
the Microsoft Excel forecast exponential smoothing (ES) built-in technique was employed
based on the original dataset. ES works by projecting the historical trend of energy cost over
the years to the point where the effect of fluctuating energy costs in relation to consumption
and tariff is feasible. With the current pandemic and current energy crisis, the trend is
projected to be feasible for the next five years. The result obtained from the ES projection
was compared with the NARX-NN prediction, as shown in Figure 8. It was predicted that
the cost would remain fluctuating, and the peak cost [ZAR 3.5 million (USD 242,231)] in
June 2022 would be lower than that obtained in July 2021 [ZAR 3.6 million (USD 249,152)].
The annual prediction represented by Figure 9 projected that the year 2022 would be the
year with the maximum energy cost, with over ZAR 30 million (USD 2,076,268.25) needing
to be budgeted for this year alone. It was also projected that the total annual cost would
drop in subsequent years. Note that the unit value of electricity is expressed in Rand (USD
1 = ZAR 14.45) as of 20 October 2021.
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Figure 8. UJ-Res monthly energy cost history and projection over the next five years.

Energies 2023, 16, x FOR PEER REVIEW 12 of 15 
 

 

 
Figure 9. UJ-Res annual energy cost history and projection over the next five years. 

6. Conclusions 
Energy consumption analysis, as well as its time-series forecasting, is essential be-

cause it facilitates decision-making across a variety of sectors. The study estimated the 
cost analysis of energy consumption in twenty-nine residences of the University of Johan-
nesburg (UJ-Res) and projected the cost over the next five years. This was achieved by 
analyzing the tariffs between 2015 and 2021, and a forecast was made for a period of five 
years (2021 to 2026). The non-linear autoregressive exogenous neural network (NARX-
NN) time-series model was used to forecast the annual energy consumption cost. Two 
NARX-NN models were investigated to see if the outcome of the projection would be af-
fected by time delay. The better NARX-NN model in this study had a root mean squared 
error (RMSE) of 2.47 × 105 and a determination coefficient (R2) of 0.9661. The annual pro-
jection also showed that the total cost of energy consumed would increase for the pro-
jected years, with 2022 being the peak year, with over ZAR 30 million (USD 2,076,268) 
expected to be spent on the 29 residences of the university.  

The projected results from this study can serve as an invaluable tool for the Univer-
sity of Johannesburg (UJ) and other South African institutions to plan for energy cost and 
consumption. Another way by which the proposed model could be implemented in en-
ergy consumption (EC) is for the institution to employ a real-time energy data system that 
could employ this model (NARX-NN) to predict the EC in each of the buildings at the 
institution on a daily, weekly, or monthly basis, as the case may be. Due to the need to 
manage EC effectively, this study would assist higher institutions in developing countries 
(DCs), and specifically, Africa and other sub-Saharan African nations’ institutions, in sev-
eral areas such as predictive maintenance, proper energy budget planning, corrective 
measures to determine which residential building consumes the highest energy relative 
to its capacity, amongst several others. Moreover, an incentive model could be developed, 
and those residences that consume less energy could be rewarded as a way of encouraging 
lower consumption of energy. Other recurrent neural network (RNN) variations, such as 
the gate recurrent unit (GRU), might also be very good at forecasting tasks, as well as other 
intelligent algorithms such as a back propagation neural network (BPNN), multilayer per-
ceptron (MLP), support vector machine (SVM), etc. In the future, we can use additional 

 R-

 R5,000,000

 R10,000,000

 R15,000,000

 R20,000,000

 R25,000,000

 R30,000,000

 R35,000,000

2014 2016 2018 2020 2022 2024 2026 2028

Annual Cost Projection

ES NARX1 NARX2

Figure 9. UJ-Res annual energy cost history and projection over the next five years.

6. Conclusions

Energy consumption analysis, as well as its time-series forecasting, is essential because
it facilitates decision-making across a variety of sectors. The study estimated the cost
analysis of energy consumption in twenty-nine residences of the University of Johannesburg
(UJ-Res) and projected the cost over the next five years. This was achieved by analyzing
the tariffs between 2015 and 2021, and a forecast was made for a period of five years
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(2021 to 2026). The non-linear autoregressive exogenous neural network (NARX-NN) time-
series model was used to forecast the annual energy consumption cost. Two NARX-NN
models were investigated to see if the outcome of the projection would be affected by time
delay. The better NARX-NN model in this study had a root mean squared error (RMSE)
of 2.47 × 105 and a determination coefficient (R2) of 0.9661. The annual projection also
showed that the total cost of energy consumed would increase for the projected years, with
2022 being the peak year, with over ZAR 30 million (USD 2,076,268) expected to be spent
on the 29 residences of the university.

The projected results from this study can serve as an invaluable tool for the University
of Johannesburg (UJ) and other South African institutions to plan for energy cost and
consumption. Another way by which the proposed model could be implemented in energy
consumption (EC) is for the institution to employ a real-time energy data system that could
employ this model (NARX-NN) to predict the EC in each of the buildings at the institution
on a daily, weekly, or monthly basis, as the case may be. Due to the need to manage EC
effectively, this study would assist higher institutions in developing countries (DCs), and
specifically, Africa and other sub-Saharan African nations’ institutions, in several areas
such as predictive maintenance, proper energy budget planning, corrective measures to
determine which residential building consumes the highest energy relative to its capacity,
amongst several others. Moreover, an incentive model could be developed, and those
residences that consume less energy could be rewarded as a way of encouraging lower
consumption of energy. Other recurrent neural network (RNN) variations, such as the
gate recurrent unit (GRU), might also be very good at forecasting tasks, as well as other
intelligent algorithms such as a back propagation neural network (BPNN), multilayer
perceptron (MLP), support vector machine (SVM), etc. In the future, we can use additional
excellent techniques to improve the NARX-NN model. In addition, the effect of neural
network tunning parameters such as neuron size could be investigated in future works.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/en16020942/s1, Table S1: UJ-Res and their capacities [55,60].
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