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#### Abstract

Given a graph $G=(V, E)$ and a set of pairs of vertices in $V$, we are interested in finding for each pair ( $a_{i}, b_{i}$ ) a path connecting $a_{i}$ to $b_{i}$, such that the set of paths so found is vertex-disjoint. (The problem is $\mathcal{N P}$-complete for general graphs as well as for planar graphs. It is in $\mathcal{P}$ if the number of pairs is fixed.) Our model is that the graph is chosen first, then an adversary chooses the pairs of endpoints, subject only to obvious feasibility constraints, namely, all pairs must be disjoint, no more than a constant fraction of the vertices could be required for the paths, and not "too many" neighbors of a vertex can be endpoints.

We present a randomized polynomial time algorithm that works for almost all graphs; more precisely in the $G_{n, m}$ or $G_{n, p}$ models, the algorithm succeeds with high probability for all edge densities above the connectivity threshold. The set of pairs that can be accommodated is optimal up to constant factors. Although the analysis is intricate, the algorithm itself is quite simple and suggests a practical heuristic.

We include two applications of the main result, one in the context of circuit switching communication, the other in the context of topological embeddings of graphs.


## 1 Introduction

Given a graph $G=(V, E)$ with $n$ vertices, and $m$ edges, and a set of $\kappa$ pairs of vertices in $V$, we are interested in finding for each pair ( $a_{i}, b_{i}$ ), a path connecting $a_{i}$ to $b_{i}$, such that the set of paths so found is vertex-disjoint.

Finding vertex-disjoint paths in graphs is a basic computational question with a variety of algorithmic

[^0]applications. For arbitrary graphs the related decision problem is $\mathcal{N} \mathcal{P}$-complete, and it remains in $\mathcal{N} \mathcal{P}$ even when the input is restricted to planar graphs [3]. The problem is in $\mathcal{P}$ if $\kappa$ is fixed - Robertson and Seymour [8], through the graph minors technique. A more efficient algorithm is known only for the case $\kappa=$ 2 [10]. For large $k$ it is natural to look for suboptimal algorithms, that is, algorithms that can solve the problem provided that $k$ is within a certain factor of an obvious upper bound or within a fraction of the maximum achievable, but few results have been obtained so far.

The situation is similar for the edge-disjoint problem. However the problem is solvable in polynomial time on strong expanders (up to a polynomial-log factor of a trivial upper bound [7, 2]), and in random graphs (up to a constant factor of a trivial upper bound [1]). For a certain class of planar graphs, Kleinberg and Tardos [5] developed an algorithm that can find $O(1 / \log n)$ fraction of the number of achievable paths. See references therein for other special cases.

Returning to the vertex-disjoint case, Hochbaum [4], and Shamir and Upfal [9], have studied the vertexdisjoint paths problem in the random graph models $G_{n, p}$ and $G_{n, m}$. Both papers show (using different techniques) that there exists a constant $C>1$ such that for $p>\frac{C \log n}{n}$ (or $m>\frac{C}{2} n \log n$ ) a set of $O(\sqrt{n})$ disjoint pairs of vertices can be connected whp ${ }^{1}$ by vertex disjoint paths. In the model used in these two papers the pairs of vertices are fixed before the edges of the random graphs are chosen. These results are relatively weak in two respects: (1) The number of paths is far from optimal: a random graph with $\Omega(n \log n)$ random edges has whp diameter $O(\log n)$, thus $O(\sqrt{n})$ paths use only a vanishing fraction of the vertices. (2) Since the set of pairs is fixed before the random edges are chosen, the result does not model the typical communication problem where the underlying graph is fixed.

Here we obtain a significantly stronger result: we show that with high probability a random graph is such

[^1]that our algorithm will be able to find vertex-disjoint paths for any set of pairs of endpoints in the graph, subject to constraints that are optimal up to constant factors. In other words in our model the graph is chosen first, then an adversary chooses the pairs of endpoints to be connected.

Our main result is formulated in the following theorem.

Theorem 1.1. Suppose that $G=G_{n, m}$ and $m \geq$ $\frac{n}{2}(\ln n+\omega)$, where $\omega(n) \rightarrow \infty$. Let $d=2 m / n$. Then there exist two positive constants $\alpha, \beta$ such that whp there are vertex-disjoint paths connecting $a_{i}$ to $b_{i}$ for any set of pairs

$$
F=\left\{\left(a_{i}, b_{i}\right) \mid a_{i}, b_{i} \in V, i=1, \ldots, \kappa\right\}
$$

satisfying:
A1. The pairs $\left(a_{i}, b_{i}\right)$ for $i=1, \ldots, \ldots, \kappa$, are disjoint;
A2. The total number of pairs, $\kappa$, is not greater than $\alpha n \ln d / \ln n$.

A3. For every vertex $v \in V$, no more than a $\beta$ fraction of its set of neighbors, $N(v)$, are prescribed endpoints, that is $|N(v) \cap(A \cup B)| \leq \beta|N(v)|$, where $A=\left\{a_{i}\right\}$ and $B=\left\{b_{i}\right\}$.
Furthermore, these paths can be constructed by an (explicit) randomized algorithm in polynomial time.

Note that the three conditions above are implied, up to constant factors, by the following obvious constraints: (A1.) A vertex can be the end-point of no more than one vertex-disjoint path.
(A2.) Most pairs of vertices in $G$ are, whp, at distance $\Omega(\log n / \log d) ;$ hence in general, with $n$ vertices we can connect at most $O(n \log d / \log n)$ pairs.
(A3.) If vertices are allowed to have all of their neighbors is $A \cup B$, then an adversary can choose a vertex $u$ and all vertices at distance 2 from $u$ as endpoints. Then, clearly $u$ cannot be connected to a vertex at distance 3 . However a weaker, more "global" condition might be possible here - this is an open problem. (On the other hand such a global condition might not be checkable in polynomial time.)

Thus, we get a tight (up to constant factors) characterization of the sets of pairs of vertices that can be connected by vertex disjoint paths in a random graph.

The techniques used in the proofs build on our results in [1], where we obtained an optimal construction of edge-disjoint paths in random graphs. Our construction was based on the analysis of random walks on certain subgraphs of a random graphs, through tight
bounds on the eigenvalues of these subgraphs. Here we push this technique further to allow the analysis of vertex-disjoint paths construction (i.e., vertices rather then edges are eliminated from the graph during the construction of the paths). But the algorithm remains very simple, in essence:

1. From all endpoints in parallel go to a random vertex using flow techniques so that the set of pairs to be connected becomes a random set.
2. Remove from the graph all vertices used in the flow phase.
3. Connect each random pair in turn by a random path removing vertices as you go.
This of course suggests a very simple heuristic for practical problems.

One application of the disjoint paths problem is in the context of circuit switching communication, where the pairs of stations that request connection have to be assigned disjoint paths. Depending on the particular communication model, the circuit switching problem is translated to either an edge-disjoint or a vertex-disjoint paths problem. Communication algorithm are usually measured in terms of routing an arbitrary permutation request (that is, each node is the source or destination of one communication request). In the context of circuit switching the goal is to minimize the number of rounds required to realize an arbitrary permutation.

Our technique leads to an optimal (up to constant factors) algorithm for this question on random graphs. Let $\kappa=n / 2$, and assume that $n$ is even. A partition of a set $S$ into $A_{1}, A_{2}, \ldots, A_{k}$ is an equipartition if $\left|A_{i}-A_{j}\right| \leq 1$ for all $i \neq j$.

Corollary 1.1. Suppose that $G=G_{n, m}, n$ is even, and $m=\frac{n d}{2} \geq \frac{n}{2}(\ln n+\omega)$, where $\omega(n) \rightarrow$ $\infty$. Then there exists an absolute constant $\gamma>0$ such that whp the following holds: For every partition $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots,\left(a_{n / 2}, b_{n / 2}\right)$ of $[n]$ into $n / 2$ pairs, a random equipartition of $[n / 2]$ into $r=\lceil\gamma \ln n / \ln d\rceil$ sets $X_{1}, X_{2}, \ldots, X_{r}$ is such that for each $X_{i}$ there exists in $G$ a set of vertex disjoint paths $\mathcal{P}_{i}$ joining the pairs in $X_{i}$. Furthermore these paths can be constructed by a (explicit) randomized algorithm in polynomial time.
This means that the number of rounds needed for routing an arbitrary permutation is $O(\ln n / \ln d)$ on almost all graphs.

Our second corollary concerns topological embeddings of graphs, a subject that has been extensively studied in the context of communication networks for parallel computers [6]. A graph $G=(V, E)$ contains a
topological copy of $H=(W, F)$ if there exists an injection $f: W \mapsto V$ and paths $\mathcal{P}=\left\{P_{e}: e \in E\right\}$ such that (i) if $e=\{x, y\}$ then $P_{e}$ is a path from $x$ to $y$ and (ii) the paths $\mathcal{P}$ are internally vertex disjoint.

Corollary 1.2. Suppose that $G=G_{n, m}$, and $m=\frac{d n}{2} \geq \frac{n}{2}(\ln n+\omega)$, where $\omega(n) \rightarrow \infty$. Then there exist positive constants $\rho$ and $\sigma$ such that whp $G$ contains a topological copy of any graph $H=(W, F)$ provided that
(i) The size of the vertex set of $H$ satisfies $|W| \leq n / 2$.
(ii) The size of the edge set of $H$ satisfies $|F| \leq$ $\rho n \ln d / \ln n$.
(iii) The maximum degree in $H$ is bounded by $\sigma d$.

In this abstract we will present only an outline proof of Theorem 1.1 for the case $m \geq C n \ln n$, where $C>0$ is some large constant. This will allow us to give the main ideas of the proof without dealing with the technicalities caused by vertices of low degree. The proofs of the corollaries are given in Section 5.

## 2 Notations

As usual, let $G_{n, p}$ denote a random graph with vertex set $\{1,2, \ldots, n\}=[n]$ in which each possible edge is included independently with probability $p$, and let $G_{n, m}$ denote a random graph also with vertex set [ $n$ ] and exactly $m$ edges, all sets of $m$ edges having equal probability. The degree of a vertex $v$ is denoted by $d_{G}(v)$.

For a set of vertices $S \subseteq V$ we denote its set of neighbors in $T$ by $N(S: T)=N_{G}(S: T)=\{v \in T \backslash S:$ $\exists w \in S$ with $(v, w) \in E\}$. We let $N(S)=N(S: V)$ and $N(v)=N(\{v\})$. Finally, the subgraph of $G$ induced by $S \subseteq V$ is denoted $G[S]=\left(S, E_{S}\right)$ where $E_{S}$ is the set of edges in $E$ that have both endpoints in $S$.

## 3 The algorithm

We present a procedure, paths, that under the premises of the theorem, constructs the required paths in polynomial time. Our algorithm divides naturally into two phases: In Phase 1 (steps S1-S3) we aim to replace the given sets of endpoints $A$ and $B$ by two random sets $\tilde{A}$ and $\tilde{B}$; and in Phase 2 (steps S 4 and S 5 ) we connect these random endpoints using certain random walks.

We will view the paths notationally as sequences of vertices (as opposed to sequences of edges).

## Algorithm Paths

S1. Choose a random subset $X_{1}$ of [ $n$ ] by placing each $v \in V$ independently in $X_{1}$ with probability $1 / 3$.
(Thus whp $\left|X_{1}\right| \approx n / 3$.)
Let $X=X_{1} \cup A \cup B$.
S2. Choose a random $2 \kappa$-subset $K=\left\{w_{1}, w_{2}, \ldots, w_{2 \kappa}\right\}$ of $X_{1}$ by choosing $w_{i}$ uniformly at random from $X_{1} \backslash\left\{w_{1}, w_{2}, \ldots, w_{i-1}\right\}$.
S3. Find, using a network flow algorithm, $2 \kappa$ vertex disjoint paths from $A \cup B$ to $K$ in the graph $\Gamma=G[X]$.
For $1 \leq i \leq \kappa$ let $\tilde{a}_{i}$ (resp. $\tilde{b}_{i}$ ) denote the other endpoint of the path with one endpoint $a_{i}$ (resp. $b_{i}$ ). Denote the path from $a_{i}$ to $\tilde{a}_{i}$ by $W_{i}^{(1)}$ and the path from $\tilde{b}_{i}$ to $b_{i}$ by $W_{i}^{(5)}$ for $1 \leq i \leq \kappa$.
Note that if $a_{i} \in K$ (resp. $b_{i} \in K$ ) the flow construction is simply $\tilde{a}_{i}=a_{i}$ (resp. $\tilde{b}_{i}=b_{i}$ ).

S4. Randomly partition $Y=[n] \backslash X$ into two sets $Z_{1}, Z_{2}$ by placing $v \in Y$ into $Z_{1}$ with probability $1 / 2$.
For $j=1,2, \ldots, 2 \kappa$ construct a random walk $\hat{W}_{j}$ of length $\tau=\lceil 4 \ln n / \ln d\rceil$ starting at a random $Z_{1}$-neighbour $\tilde{w}_{j}$ of $w_{j}$ in the graph $\Gamma_{j}=G\left[Y_{j}\right]$, where

$$
Y_{j}=Z_{1} \backslash \bigcup_{t=1}^{j-1} \hat{W}_{t}
$$

Let $\hat{w}_{j}$ be the endpoint of the walk $\hat{W}_{j}$. Now for $1 \leq i \leq \kappa$ if $\tilde{a}_{i}=w_{j}$ we let $\hat{a}_{i}=\hat{w}_{j}$ and $W_{i}^{(2)}=w_{j}+\hat{W}_{j}$ and if $\tilde{b}_{i}=w_{k}$ we let $\hat{b}_{i}=\hat{w}_{k}$ and $W_{i}^{(4)}=\hat{W}_{k}($ reversed $)+w_{k}$

S5. For $1 \leq i \leq \kappa$ construct, using the subroutine WALK described in section 4.2.2, a random walk $W_{i}^{(3)}$ of length $\tau$, from a random $Z_{2}$-neighbour $a_{i}^{*}$ of $\hat{a}_{i}$ to a random $Z_{2}$-neighbour $b_{i}^{*}$ of $\hat{b}_{i}$ in the graph $\hat{\Gamma}_{i}=G\left[\hat{Y}_{i}\right]$ where

$$
\hat{Y}_{i}=Z_{2} \backslash \bigcup_{t=1}^{i-1} W_{t}^{(3)}
$$

S6. Output the paths

$$
W_{i}=\left(W_{i}^{(1)}, W_{i}^{(2)}, W_{i}^{(3)}, W_{i}^{(4)}, W_{i}^{(5)}\right), \quad 1 \leq i \leq \kappa
$$

after cycles (if any) have been removed. (Cycles are possible only within a walk - the walks do not intcrsect.)
By construction $W_{i}$ goes from $a_{i}$ to $b_{i}$ and these paths are vertex disjoint.

Further details of Steps S3, S4, and S5 are given in the next section.

4 Proof of Theorem 1.1 in the case $m \geq C n \ln n$
4.1 Analysis of the flow phase: S1 - S3. Let $\operatorname{Bin}(n, p)$ be a binomial random variable with parameters $n$ and $p$. We will use the well known bound

Let $\delta(G)=\min _{v \in V} d(v)$ and $\Delta(G)=\max _{v \in V} d(v)$. It is easy to show that if $C$ is sufficiently large then whp $G=G_{n, m}$ has the following properties:
P1. $d / 2 \leq \delta(G) \leq \Delta(G) \leq 2 d$.
P2. For any set of vertices $S \subseteq V$ with $|S| \leq 20 n / d$ the number of its neighbors satisfies $|N(S)| \geq d|S| / 40$.

P3. For any two sets of vertices $S_{1}, S_{2} \subseteq V$ with $S_{1} \cap S_{2}=\emptyset$ and $\left|S_{1}\right| \times\left|S_{2}\right| \geq 2 n^{2} / d$ there is at least one $S_{1}: S_{2}$ edge.
From now on we assume then that our graph $G$ has these three properties.

Let $S=(A \cup B) \backslash K$ and $T \rightleftharpoons K \backslash(A \cup B)$. Suppose that $S$ cannot be joined to $T$ by $s=|S|$ vertex disjoint paths. Then (by Menger's theorem) there exists a set $W$, with $|W|=s-1$ such that no component of $\Gamma \backslash W$ contains a vertex of both $S$ and $T$. Let $L=W \backslash(S \cup T)$, $a=|S \cap W|$, and $b=|T \cap W|$, so that $|L|=s-a-b-1$.

Let the components of $\Gamma \backslash W$ be $C_{1}, C_{2}, \ldots, C_{r}$ and suppose that $S \backslash W \subseteq D_{1}=C_{1} \cup C_{2} \cup \cdots \cup C_{\ell}$ and $T \backslash W \subseteq D_{2}=C_{\ell+1} \cup C_{\ell+2} \cup \cdots \cup C_{r}$. (We must have $\ell \geq 1$, otherwise $W \supseteq S$ which implies $|W| \geq s$. Similarly $r>\ell$.) Let $n_{i}=\left|D_{i}\right|$ for $i=1,2$, and let $\nu=\min \left\{n_{1}, n_{2}\right\}$. Condition P3 implies that

$$
\frac{2 n^{2}}{d}>\nu\left(n_{1}+n_{2}-\nu\right) \geq \nu\left(n_{1}+n_{2}\right) / 2 \geq \nu n / 10
$$

Thus $\nu \leq 20 n / d$. Assuming without loss of generality that $\nu=n_{1}$ we see from P2 that $\left|N\left(D_{1}\right)\right| \geq d \nu / 40$.

Now for any set $D \subseteq V$, the size of its neighborhood $|N(D: X)|$ is distributed as $\operatorname{Bin}(|N(D)|, 1 / 3)$. Let $\mathcal{E}_{1}$ denote the event

$$
\begin{aligned}
& \{\exists D \subseteq V: 1 \leq|D| \leq 20 n / d \text { and } \\
& \qquad|N(D: X)| \leq|N(D)| / 6\}
\end{aligned}
$$

Then by P2 and (4.1),

$$
\begin{aligned}
\operatorname{Pr}\left(\mathcal{E}_{1}\right) & \leq \sum_{k=1}^{20 n / d}\binom{n}{k} \exp \left(-\frac{1}{8} \frac{d k}{60}\right) \\
& \leq \sum_{k=1}^{20 n / d}\left(\frac{n e}{k} \exp \left(-\frac{d}{480}\right)\right)^{k}=o(1)
\end{aligned}
$$

for large enough $C$. So we can assume $\left|N\left(D_{1}: X\right)\right| \geq$ $d \nu / 240$. On the other hand $\left|N\left(D_{1}: A \cup B\right)\right| \leq 2 \beta d \nu$, by assumption A3 of Theorem 1.1 and P1. So $D_{1}$ must have $((1 / 240)-2 \beta) d \nu$ distinct neighbours in $L$. But $|L|<\nu$ and we have a contradiction for $\beta$ sufficiently small.

Thus Steps S1-S3 will be successful whp on any graph with properties P1-P3.
4.2 Analysis of the random walks phase. A random walk on an undirected graph $G=(V, E)$ is a Markov chain $\left\{X_{t}\right\}$ on $V$ associated with a particle that moves from vertex to vertex according to the following rule: The probability of a transition from vertex $v$, of degree $d_{v}$ to a vertex $w$ is $1 / d_{v}$ if $\{v, w\} \in E$ and 0 otherwise. Its stationary distribution, denoted by $\pi$ or $\pi(G)$, is given by $\pi_{v}=d_{v} /(2|E|)$. A trajectory $W$ of length $\tau$ is a sequence of vertices $\left[w_{0}, w_{1}, \ldots, w_{\tau}\right]$ such that $\left\{w_{t}, w_{t+1}\right\} \in E$ for $1 \leq t<\tau$. The Markov chain induces a probability distribution on trajectories in the usual way. We use $P_{G}^{(r)}(u, v)$ to denote the probability that a random walk of length $\tau$ starting at $u$ terminates at $v$.

It is well known that the second eigenvalue $\lambda$ of the transition matrix determines the rate of convergence of a Markov chain to its steady state. A useful form of this result was obtained by Sinclair and Jerrum [11]:

$$
\begin{equation*}
\left|P_{G}^{(\tau)}(u, v)-\pi_{v}\right| \leq \lambda^{\tau} \sqrt{\frac{\pi_{v}}{\pi_{u}}} \tag{4.2}
\end{equation*}
$$

We will need the following result from [1]:
TheOrem 4.1. Let $\mathrm{d}=d_{1}, d_{2}, \ldots, d_{n}$ be a degree sequence with maximum degree $\Delta=o\left(n^{1 / 2}\right)$ and minimum degree $\delta$ such that $\Delta / \delta<\theta$ for some constant $\theta>0$. Let $G$ be chosen randomly from the set of simple graphs with degree sequence $\mathbf{d}$. Let $0<c<1$ be an arbitrary constant and $\mathcal{G}$ be the set of vertex induced subgraphs $H$ of $G$ which have degree at least c $\delta$. Let $K>0$ be an arbitrary constant. Then with probability $1-O\left(n^{-K}\right)$ every graph $H$ in $\mathcal{G}$ has second eigenvalue al most $\gamma / \sqrt{\Delta}$ where $\gamma=\gamma(\theta, c, K)$.

To apply this theorem and (4.2) we will first deal with the condition $\Delta(G)=o\left(n^{1 / 2}\right)$, then show that whp we can restrict our random walks to vertex induced sub-graphs $H$ of $G_{n, m}$ with

$$
\begin{equation*}
\delta(H)>d / 10 \tag{4.3}
\end{equation*}
$$

Note that although Theorem 4.1 is couched in terms of random graphs with a fixed degree sequence, it applies to $G_{n, m}$ since given its degree sequence, $G_{n, m}$ is still randomly chosen.

We handle $\Delta(G)=o\left(n^{1 / 2}\right)$ by assuming from now on that $d \leq n^{1 / 10}$. If $d>n^{1 / 10}$ we simply choose a random set of $\left\lfloor n^{11 / 10} / 2\right\rfloor$ edges from the $m$ previously chosen and delete the rest. Since for any initial $d$ we have $\ln n^{1 / 10} \geq(\ln d) / 10$ this assumption only affects the constants $\alpha, \beta$ in the statement of Theorem 1.1. We must now show that (4.3) holds during steps S4 and S5.
4.2.1 Analysis of Step S4. If $C$ is large and $\alpha, \beta$ are small then whp for $i=1,2$ and any $v \in[n]$

$$
\begin{equation*}
d / 4 \leq\left|N\left(v: Z_{i}\right)\right| \leq d / 2 . \tag{4.4}
\end{equation*}
$$

Thus whp (4.3) holds for $H=\Gamma_{1}$. Consider the $j$ 'th walk of Step S 4 . For $v \in Y_{j} \cup X_{1}$, let $Z_{j, v}$ denote the number of vertices in $N\left(v: Y_{j}\right)$ that are visited by the $j$ 'th walk. Let $q_{t}=\operatorname{Pr}\left(Z_{j, v}=k\right)$. We claim that independent of previous walks,

$$
\begin{equation*}
q_{k} \leq \frac{a b^{k-1} \log n}{d^{k-2} n \log d} \tag{4.5}
\end{equation*}
$$

for some constants $a, b>0$.
To prove (4.5) for $k=1$, let $h_{v}(t)$ be the probability that the walk is at a neighbour of $v \in Z_{1}$ at time $t$. We claim that

$$
\begin{equation*}
h_{v}(0)=O(d / n) \tag{4.6}
\end{equation*}
$$

Indeed for $v \in Z_{1}$,

$$
\begin{aligned}
\operatorname{Pr} & \left(\tilde{w}_{j} \in N\left(v: Z_{1}\right)\right) \\
& =\sum_{w^{\prime} \in N\left(v: Z_{1}\right)} \operatorname{Pr}\left(\tilde{w}_{j}=w^{\prime}\right) \\
& =\sum_{w^{\prime} \in N\left(v: Z_{1}\right)} \sum_{\xi \in N\left(w^{\prime}: X_{1}\right)} \operatorname{Pr}\left(\tilde{w}_{j}=w^{\prime}, w_{j}=\xi\right) \\
& =\frac{1}{\left|X_{1}\right|} \sum_{w^{\prime} \in N\left(v: Z_{1}\right)} \sum_{\xi \in N\left(w^{\prime}: X_{1}\right)} \operatorname{Pr}\left(\tilde{w}_{j}=w^{\prime} \mid w_{j}=\xi\right) \\
& =O(d / n),
\end{aligned}
$$

assuming that for $1 \leq j \leq 2 \kappa$

$$
\left|N\left(w_{j}: Y_{j}\right)\right| \geq d / 10
$$

This is true for $j=1$ by (4.4) and for the remaining $j$ 's it is part of the induction, based on the use of (4.5) and (4.10).

Now given (4.6) we show inductively that for all $v \in V$, we have $h_{v}(t)=O\left(d \hat{\pi}_{v}^{(j)}\right)$ where $\hat{\pi}^{(j)}$ is the stationary distribution of a random walk on $Y_{j}$. This follows from the stationarity equations: suppose that
$h_{v}(t) \leq c d \hat{\pi}_{v}^{(j)}$, then

$$
\begin{aligned}
h_{v}(t+1) & =\sum_{w \in N\left(v: Y_{j}\right)} \frac{h_{w}(t)}{d_{w}^{(j)}} \\
& \leq c d \sum_{w \in N\left(v: Y_{j}\right)} \frac{\hat{\pi}_{w}^{(j)}}{d_{w}^{(j)}}=c d \hat{\pi}_{v}^{(j)}=O(d / n) .
\end{aligned}
$$

Hence

$$
q_{1} \leq \sum_{t=1}^{\tau} h_{v}(t)=O\left(\frac{d \log n}{n \log d}\right)
$$

Fix $\Gamma_{j}$ and for vertex $v$ let $\rho_{v}$ be the probability that a random walk of length $\tau$ from $N\left(v: Y_{j}\right)$ ever returns to $N\left(v: Y_{j}\right)$. We claim that

$$
\begin{equation*}
\rho_{v}=O\left(d^{-1}\right) \tag{4.7}
\end{equation*}
$$

This gives (4.5) since

$$
\begin{equation*}
q_{k} \leq\left(\rho_{v}\right)^{k-1} \sum_{t=1}^{\tau} h_{v}(t) \tag{4.8}
\end{equation*}
$$

Let $\mathcal{D}_{t^{\prime}, t}$ for $2 \leq t^{\prime} \leq t-2$ be the event that the walk is at distance 2 from $N\left(v: Y_{j}\right)$ at time $t^{\prime}$, at a neighbour of $N\left(v: Y_{j}\right)$ at times $t^{\prime}+1, \ldots, t-1$, and at $N\left(v: Y_{j}\right)$ at time $t$. Let $\mathcal{D}_{0}$ be the event that the walk never gets further than one away from $N\left(v: Y_{j}\right)$ before its first return to $N\left(v: Y_{j}\right)$. Then

$$
\begin{equation*}
\rho_{v} \leq \operatorname{Pr}\left(\mathcal{D}_{0}\right)+\sum_{t^{\prime}=2}^{\tau-2} \sum_{t=t^{\prime}+2}^{\tau} \operatorname{Pr}\left(\mathcal{D}_{t^{\prime}, t}\right) \tag{4.9}
\end{equation*}
$$

Assuming $d \leq n^{1 / 10}$ it is easy to show that in $G_{n, m}$, whp

- No vertex is in more than one triangle.
- No pair of vertices are joined by more than two distinct paths of length at most three.
This implies that

$$
\operatorname{Pr}\left(\mathcal{D}_{0}\right)=O\left(d^{-1}\right)
$$

and

$$
\operatorname{Pr}\left(\mathcal{D}_{t-k, t}\right)=O\left(d^{-k}\right)
$$

This proves (4.5) and therefore for any constant $c>0$, as $n \rightarrow \infty$ we have

$$
\begin{aligned}
\mathbf{E}\left(\exp \left(c Z_{j, v}\right)\right) & \leq 1+\sum_{k=1}^{\infty} \frac{a b^{k-1} \log n}{d^{k-2} n \log d} e^{c k} \\
& \leq 1+\frac{2 a e^{c} d \log n}{n \log d} \\
& \leq \exp \left(\frac{2 a e^{c} d \log n}{n \log d}\right)
\end{aligned}
$$

It follows that for $t>0$,

$$
\begin{align*}
& \operatorname{Pr}\left(\sum_{j=1}^{2 \kappa} Z_{j, v} \geq t\right) \\
& \quad \leq \exp \left(-c t+2 \kappa \frac{2 a e^{c} d \log n}{n \log d}\right)  \tag{4.10}\\
& \quad \leq \exp \left(-c t+4 \alpha a e^{c} d\right)=O\left(n^{-2}\right)
\end{align*}
$$

if $t=d / 10$, and $c$ and $\alpha$ are suitably chosen. Since the minimum degree in $\Gamma_{1}$ is at least $d / 4 \mathbf{w h p}$, this proves that whp $\delta\left(\Gamma_{2 \kappa}\right)>d / 10$ and so (4.3) holds for $H=\Gamma_{j}$.

Now if $\alpha, \beta$ are small then $\left|Y_{j}\right| \geq n / 4$ and $\pi^{(j)}$, the stationary distribution on $\Gamma_{j}$, is almost uniform i.e. there exist constants $a, b>0$ such that whp

$$
\begin{equation*}
a / n \leq \pi_{v}^{(j)} \leq b / n \tag{4.11}
\end{equation*}
$$

Next let $\hat{p}^{(j)}=P_{\Gamma_{j}}^{(r)}\left(w_{j}, \cdot\right)$. Since we have chosen $\tau=\lceil 4 \ln n / \ln d\rceil$, Theorem 4.1, with $\theta=5, c=1 / 10$, and $K=2$, and equations (4.2) and (4.11), imply that $\hat{p}$ is also nearly uniform, in other words the points $\hat{w}_{j}$, are nearly uniformly distributed.
4.2.2 Analysis of Step S5. The analysis of Step S5 is complicated by the fact that we specify both endpoints of the walk. It helps for us to think in the following terms. At the start of Step S5 we have $\hat{W}=\left\{\hat{w}_{1}, \hat{w}_{2}, \ldots, \hat{w}_{2 \kappa}\right\} \subseteq Z_{1}$. Furthermore, $\hat{w}_{j}$ has been chosen randomly from $Z_{1} \backslash\left\{\hat{w}_{1}, \hat{w}_{2}, \ldots, \hat{w}_{j-1}\right\}$ in such a way that if $v \notin Z_{1} \backslash\left\{\hat{w}_{1}, \hat{w}_{2}, \ldots, \hat{w}_{j-1}\right\}$ then the conditional distribution $\hat{p}^{(j)}$ defined by $\hat{p}^{(j)}(v)=$ $\operatorname{Pr}\left(v=\hat{w}_{j} \mid \hat{w}_{1}, \hat{w}_{2}, \ldots, \hat{w}_{j-1}\right)$ is nearly uniform. The analysis of [1] shows that algorithm walk depicted in Figure 1 generates a random walk from $a_{i}^{*}$ to $b_{i}^{*}$ in $\hat{\Gamma_{i}}$.

Note that assuming (4.3) holds for $\hat{\Gamma}_{i}$ we have from Theorem 4.1 that $p_{v}$ is nearly uniform and in fact $s$ will be bounded below by some absolute constant $\sigma>0$.

To complete the proof we have to show that (4.3) remains true also during S 5 . The proof is similar to the one in subsection 4.2 .1 except that now there the complication that we start several walks from the same point. We have shown in [1] that the algorithm walk1 depicted in Figure 2 generates a path with the same output distribution as Walk.

It is easier to analyse walk 1 rather than walk because the former is just a random sequence of random walks. In ordér to placate some additional correlation we make the algorithm choose another random $a_{i}^{*}$ for each of the $r$ walks on $\hat{\Gamma}_{i}$.

Fix $v \in \hat{Y}_{i}$. Consider the $r$ walks as a single walk of length $r \tau$, which restarts at a random $\hat{Y}_{i}$-neighbour $a_{i}^{*}$
subroutine walk $\left(a_{i}^{*}, b_{i}^{*}, \hat{\Gamma}_{i}, \Gamma_{j}, w_{j}\right)$
begin
/* By construction, $w_{j}=\tilde{b}_{i}$, and by
definition $V\left(\hat{\Gamma}_{i}\right)=\hat{Y}_{i}$ and $V\left(\Gamma_{j}\right)=Y_{i} . * /$
$p_{v} \leftarrow P_{\hat{\Gamma}_{i}}^{(r)}\left(a_{i}^{*}, v\right)$ for $v \in \hat{Y}_{i}$
$\hat{p}_{v} \leftharpoondown \sum_{u \in N(v: G) \cap Y_{j}} \frac{P_{\Gamma_{j}}^{(\tau)}\left(\tilde{w}_{j}, u\right)}{\left|N(u: G) \cap \hat{Y}_{i}\right|}$ for $v \in Y_{j}$
$/^{*} \hat{p}_{v}=$ the distribution of $b_{i}^{*}$ //
$p_{\text {min }} \leftarrow \min \left\{p_{v}: v \in \hat{Y}_{i}\right\} ;$
$\hat{p}_{\text {max }} \leftarrow \max \left\{\hat{p}_{v}: v \in Y_{j}\right\}$
Choose $r$ from the geometric distribution with probability of success $s=p_{\text {min }} / \hat{p}_{\text {max }}$
for $k$ from 1 to $r-1$ do
Choose $x_{k}$ according to $\operatorname{Pr}\left(x_{k}=v\right)=$ $\left(p_{v}-\hat{p}_{v} p_{\min } / \hat{p}_{\max }\right) /(1-s)$
od
$x_{r} \leftarrow b_{i}^{*}$
for $k$ from 1 to $r$ do
Pick a walk $\hat{W}_{k}$ of length $\tau$ in $\hat{\Gamma}_{i}$
according to the distribution on trajectories, conditioned on start point $=a_{i}^{*}$ and end point $=x_{k}$
od
output $\hat{W}_{r}$
end walk
Figure 1: Algorithm walk
of $\hat{a}_{i}$ every $\tau$ steps. We distinguish between start visits to $N\left(v: \hat{Y}_{i}\right)$ when $a_{i}^{*} \in N\left(v: \hat{Y}_{i}\right)$ and free visits. The number of start visits, $A_{s}$, is binomial random variable with parameters $r$ and $p_{s} \leq a / d$ for some constant $a>0$. Furthermore one can show with a proof similar to that of (4.7) the following

Lemma 4.1. Assume $\hat{Y}_{i}$ satisfies (4.3) and consider a random walk $W$ of length $\tau$ in $\hat{Y}_{i}$. If $W$ starts at vertex in $N\left(v: \hat{Y}_{i}\right)\left(\right.$ resp. not in $\left.N\left(v: \hat{Y}_{i}\right) \cup\{v\}\right)$ then the probability that the walk returns (resp. visits) $N\left(v: \hat{Y}_{i}\right)$ $k$ times is $O\left(d^{-k}\right)$.
Now let $A_{f}$ denote the number of free visits to $N\left(v: \hat{Y}_{i}\right)$ and let $\hat{q}_{k}=\operatorname{Pr}\left(A_{f}=k\right)$. Then $\hat{q}_{k}$ is at most
$\sum_{t=1}^{\tau} h_{v}(t) \operatorname{Pr}\left(k-1\right.$ free visits to $v$ after $\left.t \mid \hat{a}_{i}, X_{t}=v\right)$,
where $h_{v}(t)=O(d / n)$ is the unconditional probability
subroutine walk $1\left(a_{i}^{*}, \hat{\Gamma}_{i}, \Gamma_{j}, w_{j}\right)$
begin
$/^{*}$ By construction, $w_{j}=\tilde{b}_{i}$, and by definition $V\left(\hat{\Gamma}_{i}\right)=\hat{Y}_{i}$ and $V\left(\Gamma_{j}\right)=Y_{i} .{ }^{*} /$
$p_{v} \leftarrow P_{\hat{\Gamma}_{i}}^{(r)}\left(a_{i}^{*}, v\right)$ for $v \in \hat{Y}_{i}$
$\hat{p}_{v} \leftarrow \sum_{u \in N(v: G) \cap Y_{j}} \frac{P_{\Gamma_{j}}^{(\tau)}\left(\tilde{u}_{j}, u\right)}{\left|N(u: G) \cap \hat{Y}_{i}\right|}$ for $v \in Y_{j}$
$/^{*} \hat{p}_{v}=$ the distribution of $b_{i}^{*} * /$
$p_{\min } \leftarrow \min \left\{p_{v}: v \in \hat{Y}_{i}\right\} ;$
$\hat{p}_{\text {max }} \leftarrow \max \left\{\hat{p}_{v}: v \in Y_{j}\right\}$
$r \leftarrow 0$;
forever do
$r \leftarrow r+1 ;$
Pick a walk $W_{r}^{*}$ of length $\tau$ according to the distribution on trajectories, conditioned on start point $=a_{i}^{*}$
Let $x_{r}^{*}$ be the endpoint vertex of $W_{r}^{*}$; With probability $\hat{p}_{x_{r}^{*}} p_{\text {min }} /\left(p_{x_{r}^{*} \hat{p}_{\text {max }}}\right)$ accept $W_{r}^{*}$ and exitloop
od
output $W_{r}^{*}$
end WaLK 1
Figure 2: Algorithm walk1
that the $t$ 'th vertex of the walk is in $N\left(v: \hat{Y}_{i}\right)$.
Now given $r$, the $k-1$ free visits to $N\left(v: \hat{Y}_{i}\right)$ can be distributed among the $r$ walks in at most $\binom{k+r-2}{r-1}$ ways. So in view of Lemma 4.1 we have
$\operatorname{Pr}\left(k-1\right.$ free visits to $N\left(v: \hat{Y}_{i}\right)$ after $\left.t \mid \hat{a}_{i}, X_{t}=v, r\right)$

$$
\leq\binom{ k+r-2}{r-1}\left(\frac{c}{d}\right)^{k-1} \sigma(1-\sigma)^{r-1}
$$

for some constant $c>0$. Hence

$$
\hat{q}_{k} \leq \frac{c^{\prime} d \tau}{n}\binom{k+r-2}{r-1}\left(\frac{c}{d}\right)^{k-1} \sigma(1-\sigma)^{r-1}
$$

for some constant $c^{\prime}>0$.
So if $q_{k}$ is the probability of $k$ visits to $N\left(v: \hat{Y}_{i}\right)$
then

$$
\begin{aligned}
q_{k} & \leq \frac{c^{\prime} d \tau}{n} \sum_{r=1}^{\infty} \sum_{\ell=0}^{k}\binom{r}{\ell}\left(\frac{a}{d}\right)^{\ell} \times \\
& \binom{k+r-2}{r-1}\left(\frac{c}{d}\right)^{k-\ell-1} \sigma(1-\sigma)^{r-1} \\
& \leq a^{\prime}\left(\frac{b^{\prime}}{d}\right)^{k-2} \frac{\ln n}{n \ln d}
\end{aligned}
$$

for some $a^{\prime}, b^{\prime}>0$ and we can proceed as in subsection 4.2.1.
(Note that visits to $v$ itself are not a problem as they cause $v$ to be deleted and we don't have to worry anymore about the size of its neighbourhood.)

## 5 Proof of the Corollaries

5.1 Proof of Corollary 1.1. Partition [ $n / 2$ ] randomly into $r$ sets $X_{1}, X_{2}, \ldots X_{r}$, with $r=\lceil\gamma \ln n /(\ln d)\rceil$ and $\gamma$ to be chosen. Then let $Y_{i}=\left\{\left(a_{j}, b_{j}\right): j \in X_{i}\right\}$ and $Z_{i}=\bigcup_{j \in X_{i}}\left\{a_{j}, b_{j}\right\}$. Each set $Y_{i}$ is of size $\approx s=$ $\lceil n \ln d /(\gamma \ln n)\rceil$. Each set $Z_{i}$ is the union of two random subsets $\left\{a_{j}: j \in X_{i}\right\}$ and $\left\{b_{j}: j \in X_{i}\right\}$. Then $\left|N\left(v: Z_{i}\right)\right|$ is approximately the sum of two (correlated) binomials. Thus if $|N(v)|=\nu$ then

$$
\begin{aligned}
\operatorname{Pr}(\mid N(v & \left.\left.: Z_{i}\right)|\geq \theta \nu|\right) \\
& \leq 2\binom{s}{\theta \nu}\left(\frac{2 \nu}{n}\right)^{\theta \nu} \\
& \leq 2\left(\frac{2 \operatorname{se\nu }}{\theta \nu n}\right)^{\theta \nu} \leq\left(\frac{n \ln d}{\gamma \ln n} \frac{6 \nu}{\theta \nu n}\right)^{\theta \nu}=o(1 / n)
\end{aligned}
$$

for large enough $\gamma$. So we can assume

$$
\begin{equation*}
\left|N\left(v: Z_{i}\right)\right|<\theta|N(v)|, \quad \forall v \in V \tag{5.12}
\end{equation*}
$$

Thus we can apply Algorithm Paths to compute the paths joining the pairs in each $Y_{i}$. (There are $o(\ln n)$ sets $Y_{i}$ and the failure probability for PATHS is certainly $o(1 / \ln n)$.
5.2 Proof of Corollary 1.2. Choose a set $S$ of $|W|$ vertices of $G$ of degree $\geq d / 2$ and define a $1-1$ mapping $f: W \mapsto S$. For each $e=\{x, y\} \in F$ randomly choose distinct neighbours $x_{e}, y_{e}$ of $f(x), f(y)$ in $G$. By Theorem 1.1, if $\rho, \sigma$ are sufficiently small, then for most choices of $\left\{x_{e}, y_{e}\right\}$ we can find vertex disjoint paths joining $x_{e}$ to $y_{e}$ for all $e \in F$.
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