
An Efficient Data Aggregation Scheme Using
Degree of Dependence on Clusters in WSNs

Tetsushi Fukabori∗§, Hidehisa Nakayama†, Hiroki Nishiyama∗, Nirwan Ansari‡, and Nei Kato∗
∗Graduate School of Information Sciences, Tohoku University, Sendai, Japan

†Tohoku Institute of Technology, Sendai, Japan
‡Advanced Networking Lab., ECE Department, New Jersey Institute of Technology, Newark, NJ, USA

Email: §teslur@it.ecei.tohoku.ac.jp

Abstract—Recently, much effort aiming at achieving ubiquitous
networks has been made. A ubiquitous network refers to a net-
work environment, which enables anytime and anywhere access,
by possibly any given device or by any user. In a ubiquitous
network, applications require many types of information such
as temperature and so forth. A great deal of attention has been
paid to aggregate this information in Wireless Sensor Networks
(WSNs). A WSN consists of tiny nodes comprising sensing and
communication devices. The information sensed by each node is
relayed via other nodes in the WSN to the destination node called
the “sink”. One of the most significant challenges pertaining
to any WSN is to reduce the energy consumption of its nodes,
which run on scarce battery resources. An effective scheme to
reduce this energy consumption is to exploit the sink node’s
mobility, which however presents new challenges to the sink
node’s routing and information aggregation. In this paper, we
propose a new routing and data aggregation scheme based on
clustering. Simulation results demonstrate that our scheme can
provide better energy efficient data aggregation as compared to
the KAT (K-means And Traveling salesman path) mobility.

I. INTRODUCTION

Technological advances in broadband wireless communi-
cations, coupled with cost reduction of wireless devices, are
empowering a real possibility to design and deploy ubiquitous
networks. A ubiquitous network refers to a network environ-
ment, which enables access anytime, anywhere, by any device,
and by anyone. Recently, many applications on ubiquitous
networks have been developed such as traffic control by using
car navigator networks, monitoring wild animals, and data
aggregation under natural disasters [1]–[3]. In the context
of these applications, the aggregation of information such as
temperature, humidity, and atmospheric pressure is, indeed, an
important issue. Many studies have focused on using Wireless
Sensor Networks (WSNs) to aggregate this information in the
past few years. A WSN is a wireless network consisting of
a large pool of sensor nodes. Each sensor node in a WSN
is equipped with sensing and wireless communication devices
for sensing and transmitting various information. The overall
information gathered by all the nodes is aggregated to a
particular destination node known as the sink. The WSN nodes
are driven by battery power, which is typically scarce. Once
the battery life of a node expires, that node can no longer sense
or transmit. Therefore, the reduction of energy consumption
is one of the most critical challenges in a WSN. Over the
years, much research has been aiming at reducing energy

consumptions of the WSN nodes [4], and the deployment of
mobile sinks is one of the leading techniques.

In deploying a mobile sink for data gathering, the sink node
moves within the target sensing area and aggregates informa-
tion collected from the nodes deployed in the considered WSN.
In WSNs that do not employ the mobile sink, the position of
the sink node is fixed and the information sensed by a node far
away from the sink is relayed via many intermediate nodes.
This results in excessive communications and eventually leads
to higher energy consumption. In addition, nodes that lie near
the sink node may often relay information from other nodes,
and they may consequently exhaust the battery power quickly.
These problems may shorten the lifetime of the network. On
the other hand, these problems can be mitigated by employing
a mobile sink [5]–[8]. Therefore, the mobile sink scheme (i.e.,
the scheme that employs mobile sinks) can reduce energy
consumption and improve the network lifetime. However, this
scheme is not immune from other shortcomings. For instance,
the mobile sink scheme may contribute to increased delay
because the physical mobility of the sink is much slower as
compared to electronic/wireless communications. It is worth
noting that the battery power of a WSN is consumed over time
even if it is not communicating with other nodes.

In this paper, we focus on the efficiency of data aggregation,
and propose a new and effective data aggregation scheme
based on clustering. Our scheme consists of three parts,
namely, the clustering of nodes by using the Expectation-
Maximization (EM) algorithm, generating trajectory of the
sink node by using the solution to Traveling Salesman Problem
(TSP), and aggregating the data collected from the WSN nodes
by using a cluster adapted Directed Diffusion mechanism.

The remainder of this paper is organized as follows. Section
II describes some related works. Section III elucidates the pro-
posed algorithm. Simulation results are presented in Section
IV. Finally, concluding remarks are provided in Section V.

II. RELATED WORKS

In recent literature, many studies have already focused on
data aggregation with mobile sink(s) in WSNs. Shah et al. [5]
proposed the data aggregation scheme with random walk of
the mobile sink node. This scheme called “Data MULEs” aims
at saving power consumption. Therefore, data transmission
commences only when the mobile sink reaches the proximity
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of the sensor nodes. The objectives of the mobile sink schemes
proposed in [6], [7] are also similar. In [6], the mobile sink
scheme achieves four times the network lifetime in contrast to
the WSN configuration where the sink remains static. In [7],
the mobility of the sink results in smooth energy consumption
of the WSN nodes, and this is also shown to prolong the
network lifetime.

Finding suitable routes of a mobile sink is critical to
reduce energy consumption and prolong network lifetime.
Consequently, many studies in WSNs have been carried
out pertaining to the network layer such as LEACH (Low-
Energy Adaptive Clustering Hierarchy) [9] and Directed Diffu-
sion [10]. The former is a self-organizing, adaptive clustering
protocol. To reduce energy consumption, nodes in LEACH
are grouped into a number of clusters based on their battery
usage. Each of these clusters consists of a cluster head, with
which every node belonging to that cluster communicates. The
sink aggregates data, relayed via cluster heads, from other
nodes. Since it consumes higher energy due to its frequent
transmission, the cluster head is sometimes re-selected based
on the remaining energy level. As a consequence, LEACH
can prolong the network lifetime because nodes having higher
remaining energy are preferred to serve as cluster heads. On
the other hand, due to its simplicity, Directed Diffusion is
one of the most commonly used data aggregation protocols in
WSNs. While many studies have proposed modified models
of the Directed Diffusion [11], [12] approach, the One Phase
Pull model [13] remains the simplest one. In this model,
Directed Diffusion uses two types of messages, namely, the
“Interest” message and the actual data messages. To aggregate
data by using Directed Diffusion, the sink node broadcasts an
“Interest” message that contains a time-to-live value, and also
the addresses of the source and destination nodes. Upon receiv-
ing this request, the destination node transmits to the source,
the appropriate data-messages, which contain the sensed data.
When more destination nodes in the “Interest” message cannot
be reached by the current source but downstream from the
current destination node, the current destination node then
changes the source node address to its own, reduces the time-
to-live value, and rebroadcasts the “Interest” message.

KAT mobility [8] is a cluster based data aggregation
scheme, which uses the K-means algorithm for clustering,
TSP (Traveling Salesman Problem) for minimizing traveling
time, and Directed Diffusion for data aggregation. KAT mobil-
ity aims at not only reducing energy consumption but also at
increasing the efficiency, i.e., the ratio of the aggregated data
volume to the consumed energy. KAT mobility creates clusters
based on the positions of the nodes in the considered WSN.
Therefore, when some nodes become inactive due to degraded
battery, KAT mobility can re-evaluate the trajectory of the mo-
bile sink node and select a more suitable path for performing
data aggregation. Thus, KAT mobility achieves fault-tolerance
and attains higher efficiency than other conventional mobile
sink schemes that employ random walk or fixed trajectory.

III. PROPOSED SCHEME

First of all, we focus on KAT mobility because of its high
efficiency. However, KAT mobility is not immune from its
shortcomings. First, this scheme uses the K-means algorithm,
which attempts to minimize the sum of squares of the dis-
tances between the nodes and the cluster centroids, based on
appropriate assumptions. Because of these assumptions, the
K-means algorithm may sometimes fail to minimize these
distances. Second, KAT mobility does not take into account
the form of the cluster while aggregating data. This may
cause too many data relays and eventually lead to high energy
consumption. These issues may decrease the efficiency of
the KAT mobility scheme. In this paper, we propose a new
data aggregation approach based on clustering to ameliorate
these shortcomings of KAT mobility. We assume that the
mobile sink knows every node’s position and can use the
algorithms that require geographic information. KAT mobility
also functions under the same assumption. In our scheme,
the nodes in the sensing area are grouped into K clusters
by using the EM algorithm, and the mobile sink traces the
trajectory of TSP through these cluster centroids. To aggregate
data efficiently, the mobile sink and nodes use cluster adapted
Directed Diffusion. We will explain our scheme, in detail, in
the remainder of this section.

A. Clustering algorithm

In order to reduce energy consumption in WSNs, transmis-
sion distance is one of the most important issues because the
required power of wireless transmission is proportional to the
square of the transmission distance. The EM algorithm in-
cludes minimizing the sum of squares of the distances between
nodes and cluster centroids. Moreover, the EM algorithm is
constructed under less-strict assumptions than those of K-
means algorithm. Therefore, we use the EM algorithm to group
the WSN nodes into K clusters to reduce energy consumption.
The two-dimensional EM algorithm is only based on an
assumption that nodes are distributed according to a two-
dimensional Gaussian distribution, known as the Gaussian
Mixture Model (GMM), i.e.,

p(x) =
K∑

k=1

πkN (x|μk,Σk) (1)

where,

N (x|μ,Σ)

=
1

(2π) |Σ|1/2
exp

{
−1

2
(x − μ)T Σ−1 (x − μ)

}
(2)

K: The number of clusters
πk: The mixing coefficients of the kth cluster
μk: The 2-dimensionaol vector indicates the mean of the

kth cluster
Σk: The 2 × 2 covariance matrix of the kth cluster
This distribution of nodes often appears in the actual world.

We consider that nodes are scattered from high altitude,
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Fig. 1. (a): Probability of locomotion in one step free falling. (b): Probability
of locomotion in overall (m steps) free falling.

and free falling nodes can be modeled as m times repeat
of locomotion following independent and identical distribu-
tions where the mean and variance are denoted by μ and
σ2, respectively (Fig. 1. (a)). In this situation, it is already
known from the central limit theorem that the nodes are
distributed according to the Gaussian distribution with the
mean μoverall = mμ and the variance σ2

overall = mσ2 (Fig.
1. (b)). Based on the assumption of this distribution of nodes,
we use the EM algorithm to find the maximum likelihood
estimates of π = {π1, · · · , πk}, μ = {μ1, · · · ,μk}, and
Σ = {Σ1, · · · ,Σk}. In our proposed scheme, all these pa-
rameters are used for determining the trajectory and enabling
cluster adapted Directed Diffusion.

B. The trajectory of the mobile sink

After clustering the WSN nodes, we will determine the
actual trajectory of the mobile sink node. The mobile sink
traverses through clusters and aggregates data from various
nodes. Since it is possible to increase efficiency by shortening
the traveling time, it is preferable that the mobile sink traces
the shortest path among the cluster centroids. Therefore, we
use the solution of TSP as the trajectory. Since TSP is an NP-
hard problem, we resort to an approximate solution of TSP as
the trajectory. In essence, the evaluation of the mobile node’s
trajectory is similar to that used by the KAT mobility scheme.

C. Cluster adapted Directed Diffusion

After partitioning the WSN nodes into K clusters according
to GMM and determining the trajectory of the mobile sink,
we now address the issue of aggregating the sensed data
collected from the WSN nodes. For this purpose, we consider
using the Directed Diffusion approach under the already stated
assumption pertaining to the nodes’ distribution. As the mobile
sink transmits the “Interest” message, it may only reach up to
the centroid of the next cluster rather than the edge of that
cluster. A message broadcasted in this fashion using the time-
to-live value spreads in a circle. However, the two-dimensional
Gaussian distribution may be distributed in a circular shape as
well as an elliptical shape. As a consequence, since the nodes
are distributed following the GMM, the density of the nodes
increases with the proximity to the cluster centroid as implied
by Eq. (1). Therefore, if the “Interest” message from the kth

cluster centroid reaches that of another cluster, an excessive
number of nodes may send back data messages far from the

kth cluster centroid. This causes an overwhelming volume
of communications among the WSN nodes, thus resulting in
high energy consumptions. To resolve this issue, we propose
the cluster adapted Directed Diffusion. In GMM, each data
point (i.e., a node) may be considered as part of the different
mixes of distributions, and thus its contribution to a respective
distribution is weighed with a certain ratio. This ratio is
referred to as the “degree of dependence” γ(znk), and is
expressed as follows.

γ(znk) =
πkN (xn|μk,Σk)

K∑
j=1

πjN
(
xn|μj ,Σj

) (3)

If the node n lies near the centroid of the kth cluster, the
value of degree of dependence γ(znk) is greater than that
in case of other nodes lying farther away from the centroid.
We propose probabilistic response to improve efficiency by
using this degree of dependence metric. Thus, in our proposed
scheme, each node evaluates its own degree of dependence,
γ(znk). When a node receives an “Interest” message from the
centroid of the kth cluster, it checks the following condition:

γ(znk) ≥ r, (4)

where r is chosen randomly from the (0,1]. If this condition
is satisfied, the node transmits the data message to the sink
node. Otherwise, the node will not transmit any sensed data.
In this scheme, when a node lying near the kth cluster centroid
receives an “Interest” message from the next cluster, the node
usually does not send back data messages because the node’s
value of degree of dependence on the kth cluster almost equals
to one, and almost zero with respect to other clusters. Thus,
even if a node receives an “Interest” message from far away
nodes, the previously described problem can be dealt with
effectively by using our scheme.

D. Summary of the proposed scheme

Our proposed data aggregation scheme based on clustering
can be summarized as follows:

Step 1. The mobile sink node groups all nodes into K
clusters by using the EM algorithm in the following
manner.

(1) Initialize μ,Σ,π and the convergence criterion
θEM, and evaluate the initial value of the log
likelihood P:

P =
N∑

n=1

ln

{
K∑

k=1

πkN (xn|μk,Σk)

}
, (5)

where N is the number of nodes.
(2) Evaluate the degree of dependences expressed

in Eq. (3) by using the current parameter
values.

(3) Re-estimate the parameters by using the cur-
rent degree of dependences:
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μnew
k =

1
Nk

N∑
n=1

γ(znk)xn (6)

Σnew
k =

1
Nk

N∑
n=1

γ(znk)Dnk (7)

πnew
k =

Nk

N
(8)

where

Nk =
N∑

n=1

γ(znk) (9)

Dnk = (xn − μnew
k )(xn − μnew

k )T (10)

(4) Evaluate the log likelihood Pnew by using re-
estimated parameters, and if

|P − Pnew| < θEM (11)

is not satisfied, return to (2).

Step 2. Determine the trajectory by using the approximate
solution of TSP.

Step 3. Aggregate data from nodes by using cluster adapted
Directed Diffusion as follows.

(1) All nodes evaluate their own degree of depen-
dences on all clusters, and initialize θInterest.

(2) When the mobile sink reaches the cluster cen-
troid, it broadcasts an “Interest” message.

(3) When the node receives the “Interest” message,
if Eq. (4) is satisfied, the node sends back data
messages to the mobile sink node. At the same
time, if the following condition is satisfied, the
node re-broadcasts the “Interest” message.

γ(znk) ≥ θInterest (12)

Otherwise, the node drops the “Interest” mes-
sage and does not re-broadcast.

IV. PERFORMANCE EVALUATION

We have used Qualnet Simulator (Ver. 3.9.5) to evaluate the
effectiveness of our proposed scheme in WSNs.

A. Network and battery models

We have used TCP/IP based networks. The universal stan-
dard (IEEE 802.11b) is adopted for designing the physical
and link layers for constructing the wireless networks. The
cluster adapted Directed Diffusion mechanism, as described
in Section III, is used to formulate the network layer. The
transmission rate is set to two Mbps. The battery model is
adopted from the KAT mobility [8].

B. Parameter settings

In the first experiment, nodes are uniformly distributed, and
those of the second experiment are distributed according to
the Gaussian mixture distribution. The number of Gaussian
random variables used to model the GMM in the second
experiment is set to four. Common parameters are set as
follows. An area of 5× 5km2 is considered. The mobile sink
node’s velocity is varied from 20 m/s to 30 m/s arbitrarily.
In addition, the mobile sink pauses at the cluster centroids
for 20 s. The mobile sink broadcasts the “Interest” message
every 3s to cluster centroids. Each sensor is equipped with a
buffer of 10 MB, and is able to generate a constant rate of
data at 512 B/s. The number of clusters K in both schemes
is fixed at 10. The simulations are conducted by varying the
population of WSN nodes from 20 to 200, and the simulation
time is set to 80 min. The simulations are repeated 40 times
by using different seeds of random digits, and each simulation
run uses the same parameters. Averages of all the simulation
runs are used as results. The values of θEM and θInterest are set
to 1.0 × 10−15 and 0.3, respectively.

C. Performance metrics

To evaluate efficiency of the proposed scheme, we use the
efficiency metric, denoted by E, originally proposed in KAT
mobility [8]. E is expressed as follows.

E =
(Received Bytes by all mobile sinks)

(Consumed Energy by all sensors) × N
(13)

This metric refers to the volume of aggregated data received
by mobile sinks per unit consumed energy and per node.
Therefore, the more data aggregated and the less energy
consumed, the higher efficiency is achieved. To understand
the efficiency improvement in the proposed approach easily,
the relative improvement is quantified by the following ratio:

Eratio =
(The value of E of the target scheme)

(The value of E of KAT mobility)
(14)

Therefore, the value of Eratio of KAT mobility is always
one and that of our proposed scheme appears as the efficiency
ratio of the proposed mechanism and KAT mobility.

D. Experimental results

Fig. 2 demonstrates the efficiency when nodes are dis-
tributed according to the uniform distribution. The efficiency
of the proposed scheme starts to improve when N exceeds
80 and eventually reaches 1.5 times that of KAT mobility.
When the number of nodes is less than 60, the efficiency
of the proposed scheme is less than that of KAT mobility
because the node density is too sparse and some nodes are
beyond the wireless communication range. When the number
of nodes is larger than 60, the proposed scheme can improve
the efficiency. Even if the nodes are distributed according to
the uniform distribution, there is still some distinction of the
nodes’ density, e.g., the nodes are distributed sparsely in some
parts of the field, but densely in some other parts, somehow
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Fig. 2. Ratio of efficiency when nodes are distributed according to the
uniform distribution
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Fig. 3. Ratio of efficiency when nodes are distributed according to the
Gaussian mixture distribution

following the Gaussian mixture distribution. Therefore, the
proposed scheme works more efficiently than KAT mobility.

Fig. 3 depicts the efficiency when nodes are distributed
according to the Gaussian mixture distribution. The efficiency
of the proposed scheme surpasses KAT mobility at around
N = 60, and finally reaches 2.9 times that of KAT mobility.
When the number of nodes is less than 60, the efficiency is
not improved because of the reason described above. When
the number of nodes is larger than 60, the proposed scheme
improves the efficiency due to the distribution of the nodes.
As described in Section III, Fig. 3 demonstrates the efficiency
when the nodes are dropped from the planes or helicopters
and are scattered. In this experiment, the locations of the
nodes are shown in Fig. 4. This mixture distribution consists
of four Gaussian distributions indicated as green circles in Fig.
4, and the nodes follow these particular distributions in each
experiment.

V. CONCLUSION

In this paper, we have proposed a new data aggregation
scheme based on clustering in WSNs. The simulation results
verify that our proposed scheme can increase efficiency for
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Fig. 4. Location of nodes when nodes are distributed according to the
Gaussian mixture distribution

different numbers and distributions of nodes. Moreover, if
the nodes are distributed according to the Gaussian mixture
distribution, our proposed scheme can reach up to 2.9 times
that of the previously proposed KAT mobility. Since nodes are
scattered from high altitude according to the Gaussian mixture
distribution, the proposed scheme, which is developed based
on this practical assumption, is readily applicable.
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