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#### Abstract

This paper presents an efficient and secure chaotic S-Box based image encryption algorithm. Firstly, by cryptanalyzing a multiple chaotic S-Boxes based image encryption algorithm, we successfully cracked the cryptosystem by using chosen-plaintext attack (CPA). Secondly, we put forward a new image encryption scheme based on a novel compound chaotic map and single S-Box. In the new scheme, a novel discrete compound chaotic system, Logistic-Sine system (LSS), is proposed, which has wider chaotic range and better chaotic properties. And a new S-Box is constructed by using LSS, which has satisfactory cryptographic performance. Based on the new S-Box and the chaotic key stream, the new image encryption algorithm is designed, which consist of a round of permutation and two rounds of substitution process. The permutation and substitution key sequences are related to the plaintext image content, this strategy enables the cryptosystem to resist CPA. The simulation results and security analysis verified the effectiveness of the proposed image encryption scheme. Especially, the new scheme has obvious efficiency advantages, showing that it has better application potential in real-time image encryption.


INDEX TERMS Image encryption, chaos, S-box, Logistic-Sine system, substitution, chosen-plaintext attack.

## I. INTRODUCTION

With the rapid development of network communication and big data applications, information security has become a very important hot issue. The most important means to protect information is data encryption. Therefore, cryptography is the core technology in information security. In modern cryptographic systems, block encryption algorithms is widely used, such as in Data Encryption Standard (DES), Advanced Encryption Standard (AES) and other systems. However, the traditional encryption methods encountered difficulties in encrypting images because of the large amounts of data in images. As a random phenomenon in nonlinear systems, chaos has many natural relations with cryptography. Chaos system provides a very convenient source for the generation of plentiful pseudo-random sequences and the construction of nonlinear encryption components. Chaotic systems have the advantages in generating a large number of keys quickly. As a

[^0]supplementary technology of traditional encryption, chaotic systems are very suitable for real-time encryption of image media. As the only nonlinear component in a block cipher system, S-Boxes (substitution boxes) have an important influence on the security performance of the cipher system. AES is considered to be an effective cryptosystem to a large extent. An important components of AES is its S-Box, which is based on the inversion and affine transformation of $\mathrm{GF}\left(2^{8}\right)$ elements. Because of the popularity of AES in communication systems, S-Box has attracted the attention of cryptosystem designers. Employing chaotic system to generate S-boxes and apply them to image encryption is the most promising field of chaos system, and many related works were proposed [1]-[5].

With regard to design S-Box in block cipher system, strong cryptographic performance of an S-Box has always been the goal of cryptosystem designers. Researchers have proposed a variety of S-Box construction methods. D. Lambić [5] proposed a novel method of S-Box design based on discrete chaotic maps. Tanyildizi and Erkan [6] proposed a chaotic S-Box generation method using
parameter optimization of one dimensional chaotic maps. Çavu o lu et al. [4] proposed a strong s-box generation algorithm based on a chaotic scaled zhongtang system. Hussain et al. [7] proposed an S-Box construction method based on chaotic maps and algebraic structures. Rafiq and Khan et al. [8] proposed a new S-Box construction method based on triangle groups. Zahid and Arshad et al. [9] proposed an innovative method to design S-Boxes by using cubic polynomial mapping. Liu et al. [10] proposed a novel method for constructing S-Boxes based on spatiotemporal chaotic systems. In recent years, chaotic systems have been widely applied in designing of S-boxes and image encryption scheme because of their good cryptographic characteristics, such as pseudo randomness [11], ergodicity or non-periodicity [12], extreme sensitivity to the initial conditions [13] and easy to implement with software or hardware [14]. Ullah et al. [15] proposed a novel method for constructing S-Box by using a combination of chaotic maps with improved chaotic range. Belazi and El-Latif [16] proposed a very simple method for constructing S-Boxes based on chaotic sine map. Al Solami et al. [17] proposed a novel method to construct cryptographically strong bijective S-Boxes by using a 5D hyper-chaotic system. Khan et al. [18] proposed a chaotic Boolean functions method for constructing S-Boxes. Belazi et al. [19] proposed an efficient method for constructing $S$-Boxes by using chaotic logistic-sine map. Wang et al. [20] constructed S-Boxes by using a hyperchaotic system with infinite equilibria. With regard to design image encryption scheme based on S-Boxes, more schemes use multiple S-Boxes to realize image encryption system. Khan [21] proposed a novel image encryption scheme based on multiple chaotic S-Boxes. Wang and Wang [22] proposed a novel image encryption algorithm based on dynamic S-boxes constructed by chaos. Hussain et al. [23] proposed an image encryption algorithm that is also based on multiple chaotic S-Boxes generating by chebyshev chaotic map. However, no matter multiple chaotic S-Boxes method or dynamic S-Boxes method, it takes a lot of time to construct multiple S-Boxes. In order to improve the efficiency of image encryption algorithm, some researchers have proposed image encryption algorithms based on double S-Boxes [24], [25]. Some researchers use high-dimensional continuous time chaotic systems to generate S-Boxes, for example, it can be seen in Ref.s [26], [27] and other image encryption algorithms. However, using high-dimensional continuous time chaotic systems to generate S-Boxes will require more time overhead. Compared with high-dimensional continuous-time chaotic systems, low-dimensional discrete chaotic systems can generate $S$-Boxes with less time overhead. Moreover, some studies show that the complexity of discrete systems is higher than that of continuous systems [28]-[30]. Considering the anti attack performance, some image encryption algorithms based on S-Boxes exist security defects, such as the inability to resist the chosen-plaintext attack. For examples, Zhang and Xiao [31] proposed a general model for attacking S-Box-only image ciphers. The S-Box based
image encryption algorithm in [27] has been cracked by us [32]. Zhang et al. [33] cracked an image encryption algorithm based on hyper-chaotic systems and dynamic S-Boxes [34].

In order to contribute the cryptanalysis studies and improvement of future schemes, this paper analyzes a recently proposed image encryption algorithm based on three S-Boxes generated with a 3D continuous time chaotic system without equilibrium [26]. Furthermore, an improved image encryption scheme based on single S-Box is proposed. The innovations of this work are as follows:
(1) Analyzed an image encryption algorithm based on three chaotic S-Boxes, and a chosen-plaintext attack method which can crack the image encryption algorithm is proposed.
(2) In order to improve the efficiency and security of image encryption algorithms based on chaotic systems. a new discrete compound chaotic system LSS is proposed, which has wider chaotic range and better chaotic performance than the original chaotic systems.
(3) By using the new chaotic system, a strong S-Box is constructed, and the cryptographic strength of the proposed S-Box is tested. It is verified that the proposed S-Box has satisfactory cryptographic performance.
(4) A new image encryption algorithm based on chaos and single S-Box is proposed, which can overcome the security defect of the original S-Box based image encryption scheme. In the permutation and substitution process, the strategy of key associated with image content is proposed. This strategy enables the algorithm to resist chosen-plaintext attack (CPA). In addition, the proposed image encryption scheme has other better cryptographic performance specially the faster encryption speed, which means that it has better application potential in real-time image encryption.

The rest of this paper is organized as follows. Section II describes the cryptanalysis of an S-Box based image encryption algorithm and the CPA algorithm. Section III presents the new compound chaotic map and the construction of S-Box. Section IV proposed an improved S-Box based image encryption scheme. Section V shows the experimental results of the proposed image encryption scheme, and makes a comparison with some S-Box based image encryption schemes. Section VI completes the research paper with conclusions.

## II. CRYPTANALYSIS OF AN S-BOX BASED IMAGE ENCRYPTION SCHEME

## A. DESCRIPTION OF THE ORIGINAL SCHEME

Recently, Wang et al. [26] proposed an image encryption scheme based on three S-Boxes. In Wang's scheme, three S-Boxes were generated by using a 3D chaotic system. The mathematical model of the system is described by the following differential equations

$$
\left\{\begin{array}{l}
\dot{x}=a y  \tag{1}\\
\dot{y}=-x+b z+x z \\
\dot{z}=x+c y-z-x y+d x z+1
\end{array}\right.
$$

where, $\{a, b, c, d\}$ are system parameters. When $a=2$, $b=2.5, c=0.2$, and $d=0.3$, system (1) does not have any real equilibrium and is chaotic. By using system (1), three S-Boxes were generated and applied to the substitution encryption of image pixels. The sketch of Wang's encryption algorithm can be simply redescribed as follows.

Step 1: Input the plain image and transform its matrix into a 1 D array $\mathbf{P}=[P(1), P(2), \ldots, P(L)]$. Input the parameters and initial state values $\{x(0), y(0), z(0)\}$ of the chaotic system (1), which are used as secret keys.

Step 2: Generate three real value chaotic sequences $\mathbf{x}, \mathbf{y}$, and $\mathbf{z}$ by solving the chaotic system with the secret parameters of $\{a, b, c, d, x(0), y(0), z(0)\}$ and RK-4 (Runge-Kutta 4) algorithm with the specified sampling step interval 0.001 .

Step 3: Transform the three real value sequences $\mathbf{x}, \mathbf{y}$ and $\mathbf{z}$ into three integer sequences $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ by chaos based pseudo random number generator (PRNG) as

$$
\left\{\begin{array}{l}
\mathbf{X}=\bmod \left(\operatorname{round}\left(\mathbf{x} \times 10^{3}\right), 256\right)  \tag{2}\\
\mathbf{Y}=\bmod \left(\operatorname{round}\left(\mathbf{y} \times 10^{3}\right), 256\right) \\
\mathbf{Z}=\bmod \left(\operatorname{round}\left(\mathbf{z} \times 10^{3}\right), 256\right)
\end{array}\right.
$$

Step 4: Then three S-Boxes $\{\mathbf{S} 1, \mathbf{S 2}, \mathbf{S 3}\}$ are generated by the S-Box generation algorithm with sequences $\mathbf{X}, \mathbf{Y}$ and Z. Each of $\{\mathbf{S} 1, \mathbf{S 2}, \mathbf{S 3}\}$ is a $16 \times 16$ matrix. Namely, $\mathbf{S 1}=[S 1(i, j)], \mathbf{S} 2=[S 2(i, j)]$, and $\mathbf{S 3}=[S 3(i, j)], i=$ $1,2, \ldots, 16, j=1,2, \ldots, 16$. In fact, three 2D matrices can be expressed by one 3D matrix as $\mathbf{S}=[S(i, j, k)]$, where, $S(i, j, k) \in\{0,1, \ldots, 255\}, i=1,2, \ldots, 16, j=$ $1,2, \ldots, 16$, and $k=1,2,3$.

Step 5: The intermediate cipher image array $\mathbf{P}^{\prime}=$ $\left[P^{\prime}(1), P^{\prime}(2), \ldots, P^{\prime}(L)\right]$ is generated by using one of the integer sequences $\mathbf{X}, \mathbf{Y}$ or $\mathbf{Z}$. Since the authors do not clearly indicate which sequence is used for encryption, we assume that the sequence $\mathbf{X}=[X(1), X(2), \ldots, X(L)]$ is used for encryption, and this assumption will not affect the analysis results. Therefore, the intermediate cipher image array is obtained as

$$
\begin{equation*}
P^{\prime}(i)=P(i) \oplus X(i), \quad i=1,2, \ldots, L \tag{3}
\end{equation*}
$$

where $\oplus$ denotes bitwise XOR. The decryption operation corresponding to Eq. (3) can be expressed as Eq. (4):

$$
\begin{equation*}
P(i)=P^{\prime}(i) \oplus X(i), \quad i=1,2, \ldots, L \tag{4}
\end{equation*}
$$

Step 6: Perform sub-byte operation on $\mathbf{P}^{\prime}$ with the $16 \times$ $16 \times 3$ sized $S$-box $S$, and obtain the cipher image array $\mathbf{C}=[C(1), C(2), \ldots, C(L)]$. The sub-byte operation can be expressed as

$$
\begin{equation*}
C(i)=\text { sub_byte }\left[S(:,:, k), P^{\prime}(i)\right], \quad i=1,2, \ldots, L \tag{5}
\end{equation*}
$$

where, $S(:,:, k)$ represents the $k$-th S-Box. sub_byte[ $S(:$, $\left.:, k), P^{\prime}(i)\right]$ is a function, which return an element value in the position (row, col) of the $k$-th S-Box. Where, $k$ is determined by the $i$-th element $X(i)$ in the sequence $\mathbf{X}$, that is $k=\bmod (X(i), 3)+1$, namely $k=1$, 2 , or 3 . row and $c o l$ is determined by the value of $P^{\prime}(i)$. For example,
if $X(i)=33$, then $k=\bmod (X(i), 3)+1=1$. And if $P^{\prime}(i)=$ $151=(10010111)_{2}$, then row $=(1001)_{2}+1=10$, col $=$ $(0111)_{2}+1=8$. Consequently, $C(i)=$ sub_byte $[S(:,:, k)$, $\left.P^{\prime}(i)\right]=S($ row, col,$k)=S(10,8,1)$.

We note that in Wang's encryption algorithm, $X(i)$ and $S(:$, $:, k$ ) become the equivalent keys of the cryptosystem, which are independent of the image to be encrypted.

## B. ATTACK ON THE ORIGINAL ENCRYPTION ALGORITHM BY USING CPA

Chosen-plaintext attack (CPA) is the strongest one of the four classical cipher attack methods [35]. The CPA attack model considers that attackers have the opportunity to use the encryption machine of the cryptosystem, and they can choose special plaintext to obtain the corresponding ciphertext. Thus, the attackers use these known plaintext-ciphertext pairs to decipher the equivalent keys of the cryptosystem or the target ciphertext. The Wang's S-Box based image encryption algorithm has the following defects:
(1) The chaotic sequences $\{\mathbf{X}, \mathbf{Y}, \mathbf{Z}\}$ and S -Boxes $\{\mathbf{S} 1$, $\mathbf{S 2}, \mathbf{S 3}\}$ are not related with the image to be encrypted. Hence, once an attacker decodes the sequences $\{\mathbf{X}, \mathbf{Y}, \mathbf{Z}\}$ and S-Boxes (S1, S2, S3\} with CPA method, the attacker can use these sequences and S-Boxes to decrypt the target ciphertext.
(2) The algorithm has no diffusion effect. When one pixel at the position $(i, j)$ of the plain image is changed, there is only one pixel at the position $(i, j)$ of the cipher image will be changed.
(3) The cryptosystem lacks the permuting procedure, which results in the reduction of the anti attack ability of the cryptosystem.

Based on careful investigation, we find a CPA algorithm to crack Wang's encryption algorithm. Suppose the target cipher image pixel array to be decrypted is $\mathrm{C}=[C(1), C(2)$, $\ldots, C(L)$ ], we can launch chosen-plaintext attack on Wang's encryption algorithm to decode its corresponding plain image pixel array $\mathrm{P}=[P(1), P(2), \ldots, P(L)]$. The simplest CPA algorithm requires 256 selected plaintext images. Our CPA algorithm can be described as Algorithm 1 in MATLAB pseudo code. The correctness and effectiveness of the attack algorithm has been verified by our experiment.

## III. THE NEW COMPOUND CHAOTIC MAP AND THE CONSTRUCTION OF S-BOX

Compared with continuous time chaotic systems, discrete chaotic maps have the following advantages [36]: their mathematical structure is simpler, they can generate chaotic sequence at a faster speed, and they are easier to implement with hardware. In order to improve the time efficiency of image encryption system, our new S-Box based image encryption algorithm employs a discrete compound chaotic map, and only one single S-Box and one chaotic sequence are generated by the new proposed discrete compound chaotic map.

```
Algorithm 1 The CPA Algorithm Pseudo Code
    Input: \(\quad \mathbf{C}=[C(1), C(2), \ldots, C(L)]\)
    Output: \(\quad \mathbf{P}=[P(1), P(2), \ldots, P(L)]\)
        Let \(n \leftarrow 1 ; \mathbf{F} \leftarrow\) zeros \((256, L)\).
        While ( \(n<=256\) ) do
            Choose the \(n\)-th plain image \(\mathbf{P n}=[n-1, n-1, \ldots, n-1]\).
            Get the \(n\)-th corresponding cipher image \(\mathbf{C n}=[C n(1), C n(2), \ldots, C n(L)]\) by using Wang's encryption machine.
                Then we have the following equations: \(C n(i)=\operatorname{sub}\) byte \([S(:,:, k),(n-1) \oplus X(i)]\). Where, \(k=\bmod (X(i), 3)+1\);
                \(i=1,2, \ldots, L\); and \(k=1,2,3\).
                For all \(i=1,2, \ldots, L\), let \(F(n, i) \leftarrow C n(i)\);
                Let \(n \leftarrow n+1\);
        End While
        For \(i \leftarrow 1,2, \ldots, L\), do
            For \(n \leftarrow 1,2, \ldots, 256\) do
                If \(C(i)=\mathrm{F}(n, i)\)
                        \(P(i) \leftarrow n-1\);
                        End If
            End For \(n\)
        End For \(i\)
```



FIGURE 1. Bifurcation diagrams of logistic map.

## A. CONSTRUCT THE NEW DISCRETE COMPOUND CHAOTIC MAP LSS

Some studies have been devoted to construct discrete compound chaotic systems with more complex properties and better chaotic behavior. The most common method of constructing compound discrete chaotic maps is using multiple discrete seed maps. Our new discrete chaotic map is a compound system composed of Logistic map and Sine map.

## 1) DISCRETE LOGISTIC MAP

Logistic map is a one-dimensional discrete chaotic map with very simple mathematical structure, which is defined as:

$$
\begin{equation*}
x(n+1)=h[x(n)]=\mu \times x(n) \times(1-x(n)) \tag{6}
\end{equation*}
$$

where, $\mu$ is the system parameter, $x(n) \in(0,1)$ are state values. When $3.57<\mu \leq 4$, the Logistic map is in chaotic state. $\mathrm{h}[x(n)]$ is a function map: $x(n) \in(0,1) \rightarrow x(n+1) \in(0,1)$. The bifurcation diagrams of Logistic map can be plotted and shown in Figure 1. In Figure 1, the step size chosen for the


FIGURE 2. Bifurcation diagrams of sine map.
numerical solution is 0.01 . Figure 1 shows that the chaotic range of Logistic map is $3.57<\mu \leq 4$. So, Logistic map has a narrow chaotic range. Moreover, there are some narrow periodic windows in the chaotic region.

## 2) DISCRETE SINE MAP

The 1D discrete Sine map is defined as:

$$
\begin{equation*}
x(n+1)=g[x(n)]=\frac{\mu}{4} \times \sin [\pi \times x(n)] \tag{7}
\end{equation*}
$$

where, $\mu$ is the system parameter, $x(n) \in(0,1)$ are state values. When $3.48<\mu \leq 4$, the Sine map is in chaotic state. $\mathrm{g}[x(n)]$ is a function map: $x(n) \in(0,1) \rightarrow x(n+1) \in(0,1)$. The bifurcation diagrams of Sine map can be plotted and shown in Figure 2. In Figure 2, the step size chosen for the numerical solution is 0.01 . Figure 2 shows that Sine map has very similar shape of bifurcation diagram to Logistic map. Sine map has a narrow chaotic range, too. Moreover, there are also some narrow periodic windows in the chaotic region.


FIGURE 3. Bifurcation diagrams of logistic-sine map.

## 3) THE NEW DISCRETE COMPOUND CHAOTIC MAP

To expand the chaotic range of discrete chaotic Logistic and Sine map, we propose a discrete compound chaotic map composed of Logistic map and Sine map. The new system has the following mathematical form:

$$
\begin{align*}
x(n+1)= & f[x(n)] \\
= & \frac{4 \mu}{9} \times x(n) \times(1-x(n)) \\
& +\frac{9-\mu}{9} \times \sin [\pi \times x(n)] . \tag{8}
\end{align*}
$$

where $\mu$ is the system parameter and $0 \leq \mu \leq 9$. When $\mu=0$, the compound system degenerates to the Sine map. While $\mu=9$, the compound system degenerates to the Logistic map. We call system (8) Logistic-Sine system (LSS).

Proposition: $\mathrm{f}[x(n)]$ of system (8) is a function map: $x(n) \in(0,0.5) \cup(0.5,1) \rightarrow x(n+1) \in(0,0.5) \cup(0.5,1)$.

Proof: The derivative function of the function $\mathrm{f}[x(n)]$ is

$$
\mathrm{f}^{\prime}[x(n)]=\frac{4 \mu}{9}-\frac{4 \mu}{9} x(n)+\frac{(9-\mu) \pi}{9} \times \cos [\pi \times x(n)]
$$

When $x(n) \in(0,0.5), \mathrm{f}^{\prime}[x(n)]$ is a strictly monotonically decreasing function. Therefore, $\mathrm{f}^{\prime}[x(n)<0.5]>\mathrm{f}^{\prime}[x(n)=$ $0.5]=\frac{4 \mu}{9}-\frac{4 \mu}{9} \times 0.5+\frac{(9-\mu) \pi}{9} \times 0=0$. Namely, $\mathrm{f}^{\prime}[x(n)<$ $0.5]>0$. Therefore, $\mathrm{f}[x(n)]$ is a strictly monotonically increasing function. So, $\mathrm{f}[x(n)>0]>\mathrm{f}[x(n)=0]=0$ and $\mathrm{f}[x(n)<0.5]<\mathrm{f}[x(n)=0.5]=1$. Namely, $0<\mathrm{f}[x(n)]<1$ if $0<x(n)<0.5$.

When $x(n) \in(0.5,1), \mathrm{f}^{\prime}[x(n)]$ is also a strictly monotonically decreasing function. Therefore, $\mathrm{f}^{\prime}[x(n)>0.5]<$ $\mathrm{f}^{\prime}[x(n)=0.5]=\frac{4 \mu}{9}-\frac{4 \mu}{9} \times 0.5++\frac{(9-\mu) \pi}{9} \times 0=0$. Namely, $\mathrm{f}^{\prime}[x(n)>0.5]<0$. Therefore, $\mathrm{f}[x(n)]$ is a strictly monotonically decreasing function. So, $\mathrm{f}[x(n)>0.5]<$ $\mathrm{f}[x(n)=0.5]=\frac{4 \mu}{9} \times \frac{1}{2} \times \frac{1}{2}+\frac{9-\mu}{9} \times 1=1$ and $\mathrm{f}[x(n)<1]>\mathrm{f}[x(n)=1]=0$. Namely, $0<\mathrm{f}[x(n)]<1$ if $0.5<x(n)<1$. The proof is over.

The bifurcation diagrams of Logistic-Sine system is shown in Figure 3. In Figure 3, the step size chosen for the numerical solution is 0.01 . It can be seen that the new compound chaotic system has wider chaotic range in $0 \leq \mu \leq 9$. Moreover, there
are no narrow periodic windows in the chaotic region as long as the step size of parameter $\mu$ is small enough. Therefore, the new Logistic-Sine system has better chaotic performance than Logistic map and Sine map. In this paper, we employ the chaotic Logistic-Sine system (8) to generate the S-Box and chaotic sequence for image encryption.

The advantage of Logistic-Sine system (8) is that no modular operation required in it, which can speed up the solution speed. As far as we know, modular operations have been used in the compound chaotic maps proposed in some previous literatures, such as in Ref. [19]. As an alternative to our approach, the adaptive chaotic maps obtained by symmetric integration and the maps with disturbed parameters and chains of synchronized maps, are some recent developments.

## B. THE NEW S-BOX GENERATED WITH THE LSS

## 1) THE S-BOX AND CHAOTIC SEQUENCE GENERATION ALGORITHM

Based on the new compound chaotic system LSS, we proposed a new algorithm of generating S-Boxes and chaotic sequences. The basic idea of constructing S-Box includes the following two steps: first, generate an initial S-box based on cube mapping. Secondly, the initial S-box is scrambled based on the position index sequence obtained by chaotic sequence sorting, and the final S-box is obtained. The detailed steps of generating $S$-boxes and chaotic sequence are given below.

Input : $\mu ; X(0) ; L ; q \in \mathrm{~N}^{+}$and $1 \leq q \leq 256 ; d \in \mathrm{~N}^{+}$and $1 \leq d \leq L-255 . L$ is larger than or equal to the number of pixels in the image to be encrypted.

Output: S-Box $\mathbf{S}=[S(i, j)], S(i, j) \in\{0,1,2, \ldots, 255\}$, $i=1,2, \ldots, 16 ; j=1,2, \ldots, 16$. The chaotic sequence $\mathbf{X}=[X(1), X(2), \ldots, X(\mathrm{~L})]$.

Step 1: Iterate chaotic map (1) $L$ times to generate a chaotic sequence $\mathbf{X}=[X(1), X(2), \ldots, X(\mathrm{~L})]$.

Step 2: Get 256 elements from $X(d)$ to $X(d+255)$ of sequence $\mathbf{X}$ to form a sub-sequence $\mathbf{x}=[x(1), x(2), \ldots$, $x(256)]=[X(d), X(d+1), \ldots, X(d+255)]$.

Step 3: Sort the chaotic sub-sequence $\mathbf{x}$, then we can get a position index array $\mathbf{I}=\{I(1), I(2), \ldots, I(256)\}$, $I(i) \in\{1,2, \ldots, 256\}$. Because of the non-periodicity and ergodicity of chaotic sequences, it will inevitably lead to that $I(i) \neq I(j)$ as long as $i \neq j$.

Step 4: Let $\mathbf{U} \leftarrow[U(1), U(2), \ldots, U(256)]=$ $[1,2, \ldots, 256], U(i)=i, i=1,2, \ldots, 256$.

Step 5: Based on $\mathbf{U}$ and the integer $q$ to get a new array $\mathbf{V}=[V(1), V(2), \ldots, V(L)]$ by the following cube mapping
$V(i)=\bmod \left(\left(q \times U(i)^{3}\right), 257\right)-1, \quad i=1,2, \ldots, 256$.

Because of $1 \leq U(i) \leq 256$ and $1 \leq q \leq 256$, as a result, $\bmod \left(\left(q \times U(i)^{3}\right), 257\right) \neq 0$. It can be proved by theory and experiment that Eq. (9) is a one to one map, that is, $V(i) \neq V(j)$ as long as $U(i) \neq U(j)$. Therefore, Eq.(9) is a map: $U(i) \in\{1,2, \ldots, 256\} \rightarrow V(i) \in\{0,1, \ldots, 255\}$, $i=1,2, \ldots, 256$.


FIGURE 4. The diagrammatic sketch of chaotic sequence sorting and array element scrambling.

## TABLE 1. The proposed new S-Box.

| $i \backslash j$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ | $\mathbf{1 1}$ | $\mathbf{1 2}$ | $\mathbf{1 3}$ | $\mathbf{1 4}$ | $\mathbf{1 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 141 | 249 | 24 | 52 | 144 | 166 | 183 | 139 | 209 | 59 | 19 | 49 | 156 | 219 | 57 |
| $\mathbf{2}$ | 245 | 48 | 239 | 21 | 12 | 237 | 117 | 1 | 29 | 202 | 6 | 65 | 113 | 66 | 185 |
| $\mathbf{3}$ | 246 | 27 | 248 | 226 | 132 | 17 | 127 | 22 | 92 | 31 | 78 | 253 | 178 | 225 | 158 |
| $\mathbf{4}$ | 208 | 74 | 136 | 255 | 128 | 194 | 218 | 42 | 160 | 126 | 121 | 33 | 80 | 159 | 16 |
| $\mathbf{5}$ | 198 | 82 | 196 | 189 | 203 | 149 | 38 | 227 | 41 | 64 | 207 | 108 | 191 | 222 | 204 |
| $\mathbf{6}$ | 119 | 214 | 97 | 7 | 135 | 190 | 172 | 104 | 100 | 15 | 123 | 242 | 107 | 210 | 60 |
| $\mathbf{7}$ | 155 | 157 | 148 | 115 | 37 | 51 | 89 | 11 | 223 | 98 | 143 | 13 | 69 | 152 | 44 |
| $\mathbf{8}$ | 221 | 125 | 120 | 25 | 181 | 197 | 63 | 131 | 173 | 73 | 188 | 170 | 124 | 174 | 250 |
| $\mathbf{9}$ | 171 | 145 | 56 | 76 | 105 | 106 | 142 | 229 | 184 | 195 | 8 | 211 | 68 | 231 | 130 |
| $\mathbf{1 0}$ | 54 | 79 | 85 | 213 | 95 | 109 | 32 | 179 | 61 | 4 | 235 | 236 | 244 | 238 | 224 |
| $\mathbf{1 1}$ | 206 | 118 | 5 | 58 | 176 | 163 | 154 | 36 | 2 | 81 | 150 | 192 | 182 | 83 | 164 |
| $\mathbf{1 2}$ | 23 | 165 | 75 | 9 | 47 | 39 | 72 | 147 | 193 | 28 | 234 | 90 | 103 | 96 | 94 |
| $\mathbf{1 3}$ | 43 | 151 | 35 | 110 | 129 | 18 | 99 | 10 | 138 | 167 | 232 | 175 | 101 | 247 | 251 |
| $\mathbf{1 4}$ | 186 | 112 | 91 | 77 | 243 | 169 | 87 | 161 | 111 | 71 | 233 | 199 | 146 | 212 | 116 |
| $\mathbf{1 5}$ | 220 | 67 | 88 | 241 | 228 | 55 | 254 | 93 | 30 | 122 | 180 | 62 | 50 | 217 | 230 |
| $\mathbf{1 6}$ | 162 | 45 | 14 | 84 | 215 | 187 | 201 | 216 | 102 | 40 | 26 | 53 | 86 | 0 | 205 |

Step 6: Permute $\mathbf{V}$ with position index array $\mathbf{I}$ to get a new array $\mathbf{T}=[T(1), T(2), \ldots, T(256)]$, where $T(i)$ is as:

$$
\begin{equation*}
T(i)=V(I(i)), \quad i=1,2, \ldots, 256 \tag{10}
\end{equation*}
$$

Step 7: Transform the 1D array $\mathbf{T}$ into a $16 \times 16$ matrix $\mathbf{S}$, the proposed S-Box is obtained.

Step 8: Output the matrix $\mathbf{S}$ and the chaotic sequence $\mathbf{X}=[X(1), X(2), \ldots, X(L)]$. The algorithm is over.

The diagrammatic sketch of sorting chaotic sequence $\mathbf{x}$ and scrambling array $\mathbf{V}$ to obtain array $\mathbf{T}$, for the example of six elements, is shown in Figure 4.

A new S-Box is generated by the proposed S-Box generation algorithm with parameters set as $\{\mu=8.8, X(0)=$ $0.1618, q=9, L=65536, d=46593\}$, which is shown in Table 1.

## 2) PERFORMANCE TEST OF THE PROPOSED S-BOX

In order to test the cryptographic performance of the S-Box generated by the proposed algorithm, we employed the widely used standard S-Box performance evaluation criteria [37], [38]. In addition, the cryptographic performance of
our proposed S-Box with some recently proposed S-boxes are compared, and the results are listed in Table 2. For the performance evaluation criteria, the ideal values of SAC and BIC-SAC are 0.5 . The greater the values of Nonlinearity and BIC-NL, the better the performance of an S-Box against linear cryptanalysis attack. The smaller the values of LP and DP, the better the performance of an S-Box against linear cryptanalysis and differential cryptanalysis. From Table 2, one can see that our S-Box has smaller value of DP than most of the S-boxes, which indicates that our S-box has better performance in resisting the attacks of linear cryptanalysis and differential cryptanalysis. Our S-Box has average value of nonlinearity greater than most of the other S-Boxes. Table 2 also indicates that the SAC value (0.503) and the BICSAC value ( 0.507 ) of our proposed S-box is very near to the ideal value of SAC (0.5).

## IV. THE NEW ENCRYPTION SCHEME

The improved S-Box based image encryption scheme in this paper includes the following four stages: The first stage is the generation of S-Box and chaotic sequence, the specific


FIGURE 5. The overall flow chart of the improved encryption algorithm.
operations of generating S-Box and chaotic sequence are described in Section III. The second stage is the permutation process, in which the pixels of the image are scrambled. The third stage is the first round of substitution process. The fourth stage is the second round of substitution process. In the substitution process stage, pixel values are replaced by element values of S-Box. The overall flow chart of the proposed new image encryption algorithm is shown in Figure 5. Next, we will elaborate on the specific algorithm of image pixel position scrambling and pixel value substitution.

## A. THE PERMUTATION PROCESS

The operation steps of the permutation process are as follows:
(1) Based on the chaotic real value sequence $\mathbf{X}$, we can get a integer index sequence $\mathbf{J}=\{J(1), J(2), \ldots, J(L))$ as follows

$$
\begin{equation*}
J(i)=1+\bmod \left(\text { floor }\left(X(i) \times 10^{15}\right), L\right), \quad i=1,2, \ldots, L \tag{11}
\end{equation*}
$$

where, $J(i) \in\{1,2, \ldots, L\}$.
(2) Initialize two arrays of $\mathbf{P}^{\prime}$ and $\mathbf{H}: \mathbf{P}^{\prime}=\mathbf{P}, \mathbf{H}=\mathbf{J}$.
(3) The permuted image sequence $\mathbf{P}^{\prime}=\left[P^{\prime}(1), P^{\prime}(2), \ldots\right.$, $\left.P^{\prime}(L)\right]$ is obtained by swapping the $i$-th element and the $H(i)$-th element. The swapping algorithm is described by the following formulas (12) and (13).

$$
\begin{align*}
& t=P^{\prime}(1), P^{\prime}(1)=P^{\prime}(H(1)), P^{\prime}(H(1))=t  \tag{12}\\
& \left\{\begin{array}{l}
H(i)=\bmod \left(P^{\prime}(i-1)+J(i), L\right)+1 \\
t=P^{\prime}(i), P^{\prime}(i)=P^{\prime}(H(i)), P^{\prime}(H(i))=t \\
i=2,3, \ldots, L
\end{array}\right. \tag{13}
\end{align*}
$$

Eq. (13) shows that the generation of permutation sequence $H(i)$ is related to the $(i-1)$-th pixel of the permuted image pixel. As the result, the permutation sequence $H(i)$ used to encrypt different plaintext images is distinct, so that the algorithm can resist chosen-plaintext attack.

## B. THE SUBSTITUTION PROCESS

There two rounds of substitution process in the algorithm.

## 1) THE FIRST ROUND OF SUBSTITUTION PROCESS

The specific steps of the process are as follows.
Input: S-Box matrix $\mathbf{S}$, chaotic real value sequence $\mathbf{X}$, and the permuted image array $\mathbf{P}^{\prime}$.

Output: The temporary ciphertext image array $\mathbf{C}^{\prime}$.
Step 1: The chaotic real value sequence $\mathbf{X}$ is transformed into a key sequence $\mathbf{K}$ consist of 8 -bit integers $\{K(i)\}$, $i=1,2, \ldots, L$. The conversion formula is

$$
\begin{equation*}
K(i)=\bmod \left[\text { floor }\left[X(i) \times 10^{15}\right], 256\right], \quad i=1,2, \ldots, L \tag{14}
\end{equation*}
$$

Step 2: Each pixel in the permuted sequence $\mathbf{P}^{\prime}$ is substituted with the S-Box matrix $\mathbf{S}$ and the key sequence $\mathbf{K}$. The formula for encrypting the first pixel is

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(1+P^{\prime}(2)\right), L\right]+1  \tag{15}\\
C^{\prime}(1)=\text { sub_byte }\left[\mathbf{S}, \mathrm{C} 0 \oplus P^{\prime}(1) \oplus K(j)\right]
\end{array}\right.
$$

where, $\mathrm{C} 0 \in\{1,2, \ldots, 255\}$ is a constant to be set.
Step 3: Encrypt the $i$-th pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(i+P^{\prime}(i+1)\right), L\right]+1  \tag{16}\\
C^{\prime}(i)=\text { sub_byte }\left[\mathbf{S}, C^{\prime}(i-1) \oplus P^{\prime}(i) \oplus K(j)\right] \\
i=2,3, \ldots, L-1
\end{array}\right.
$$

Step 4: Encrypt the last $L$-th pixel by

$$
\left\{\begin{array}{l}
j=\bmod [(L+C 0+C L), L]+1  \tag{17}\\
C^{\prime}(L)=\operatorname{sub} \_ \text {byte }\left[\mathbf{S}, C^{\prime}(L-1) \oplus P^{\prime}(L) \oplus K(j)\right]
\end{array}\right.
$$

where, $C L \in\{1,2, \ldots, 255\}$ is a constant to be set. $\mathbf{S}$ is the matrix of S-Box and $\mathbf{S}=[S($ row, col $)], S($ row, col $) \in$ $\{0,1,2, \ldots, 255\}$; row $=1,2, \ldots, 16$, col $=1,2, \ldots, 16$. sub_byte $[\mathbf{S}, z]$ represents the byte substitution operation function that uses $\mathbf{S}$ substitute for $z$. The algorithm of sub_byte $[\mathbf{S}, z]$ can be described by Algorithm 2.

```
Algorithm 2 The Pseudo Code of Sub_Byte[S, z]
    Input: \(\quad \mathbf{S}=[S(\) row, col \()]\) an \(z\),
        \(S(\) row, col \() \in\{0,1,2, \ldots, 255\}\);
        \(z \in\{0,1,2, \ldots, 255\}\).
    Output: \(\quad c=\) sub_byte \([S, z]\).
    1: \(\quad\) Let \(\operatorname{col} \leftarrow \bmod (z, 16)+1\);
    2: \(\quad\) Let row \(\leftarrow(\mathrm{z}-\bmod (z, 16)) / 16+1\);
    3: \(\quad \mathrm{c} \leftarrow S(\) row, col \()\).
```

TABLE 2. Performance comparison of different S-Boxes.

| S-Box Methods | SAC | Nonlinearity <br> Min. Max. Average |  |  |  |  |  |  |  | BIC-SAC | BIC-NL | LP | DP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ref. [6] | 0.500 | 98 | 106 | 103.3 | 0.504 | 104.0 | 0.133 | 0.047 |  |  |  |  |  |
| Ref. [9] | 0.507 | 104 | 108 | 106.8 | 0.507 | 103.9 | 0.140 | 0.054 |  |  |  |  |  |
| Ref. [10] | 0.498 | 102 | 108 | 104.5 | 0.508 | 104.6 | 0.125 | 0.047 |  |  |  |  |  |
| Ref. [16] | 0.500 | 100 | 110 | 105.5 | 0.497 | 103.8 | 0.125 | 0.047 |  |  |  |  |  |
| Ref. [19] | 0.496 | 102 | 108 | 105.3 | 0.499 | 103.8 | 0.156 | 0.039 |  |  |  |  |  |
| Ref. [20] | 0.520 | 104 | 110 | 106.3 | 0.501 | 104.2 | 0.133 | 0.039 |  |  |  |  |  |
| Ref. [26] | 0.495 | 104 | 110 | 106.5 | 0.498 | 103.8 | 0.141 | 0.039 |  |  |  |  |  |
| Ref. [38] | 0.505 | 104 | 110 | 106.3 | 0.499 | 103.8 | 0.125 | 0.039 |  |  |  |  |  |
| Ref. [39] | 0.499 | 100 | 110 | 105.5 | 0.506 | 106.0 | 0.133 | 0.125 |  |  |  |  |  |
| Ref. [40] | 0.501 | 108 | 112 | 109.3 | 0.506 | 108.2 | 0.094 | 0.031 |  |  |  |  |  |
| This paper | 0.503 | 104 | 110 | 106.3 | 0.507 | 103.9 | 0.133 | 0.039 |  |  |  |  |  |

## 2) THE SECOND ROUND OF SUBSTITUTION PROCESS

The specific steps of the algorithm are as follows.
Input: S-Box matrix $\mathbf{S}$, secret key sequence $\mathbf{K}$, and the temporary ciphertext image array $\mathbf{C}^{\prime}$.

Output: The final ciphertext image array $\mathbf{C}$.
Step 1: Encrypt the first pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(1+C^{\prime}(2)\right), L\right]+1  \tag{18}\\
C(1)=\text { sub_byte }\left[\mathbf{S}, C^{\prime}(1) \oplus C^{\prime}(L) \oplus K(j)\right]
\end{array}\right.
$$

Step 2: Encrypt the $i$-th pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(i+C^{\prime}(i+1)\right), L\right]+1  \tag{19}\\
C(i)=\text { sub_byte }\left[\mathbf{S}, C(i-1) \oplus C^{\prime}(i) \oplus K(j)\right] \\
i=2,3, \ldots, L-1
\end{array}\right.
$$

Step 3: Encrypt the last $L$-th pixel by

$$
\left\{\begin{array}{l}
j=\bmod [(L+C 0+C L), L]+1  \tag{20}\\
C(L)=\text { sub_byte }\left[\mathbf{S}, C(L-1) \oplus C^{\prime}(L) \oplus K(j)\right] .
\end{array}\right.
$$

## C. THE DECRYPTION ALGORITHM

The image decryption process is the inverse operation of image encryption process. Firstly, generate S-Box $\mathbf{S}$ and chaotic sequence $\mathbf{X}$ with secret key parameters. Then perform the following operations.

## 1) THE FIRST ROUND OF INVERSE SUBSTITUTION PROCESS

In this stage, each pixel in the cipher sequence $\mathbf{C}$ is inverse substituted with the S -Box and the key sequence $\mathbf{K}$. The inverse substitution procedure processes pixels in the reverse order of the substitution process.

Input: The final ciphertext image array $\mathbf{C}$.
Output: The temporary ciphertext image array $\mathbf{C}^{\prime}$.
Step 1: Decrypt the last pixel by

$$
\left\{\begin{array}{l}
j=\bmod [(L+C 0+C L), L]+1  \tag{21}\\
C^{\prime}(L)=\operatorname{sub} \_ \text {byte } 1[\mathbf{S}, C(L)] \oplus C(L-1) \oplus K(j)
\end{array}\right.
$$

```
Algorithm 3 The Pseudo Code of Sub_Byte_1[S, C]
    Input: \(\quad \mathbf{S}=[S(\) row, col \()]\) and \(C\),
            \(S(\) row, col \() \in\{0,1,2, \ldots, 255\}\);
            \(C \in\{0,1,2, \ldots, 255\}\).
    Output: \(\quad z=\) sub_byte_1 \([S, C]\).
    1: \(\quad\) Find the position (row, col) in \(\mathbf{S}\) such that \(S\) (row,
            col) \(=\mathrm{c}\);
    2: \(\quad\) Let row \(\leftarrow\) row \(-1 ;\) col \(\leftarrow \operatorname{col}-1\);
    3: \(\quad \mathrm{Z} \leftarrow\) row \(\times 16+\) col.
```

Step 2: Decrypt the $i$-th pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(i+C^{\prime}(i+1)\right), L\right]+1  \tag{22}\\
\left.C^{\prime}(i)=\text { sub_byte_1[S,C(i)] } \oplus C(i-1) \oplus K(j)\right] \\
i=L-1, L-2, \ldots, 2
\end{array}\right.
$$

Step 3: Decrypt the first pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(1+C^{\prime}(2)\right), L\right]+1  \tag{23}\\
\left.C^{\prime}(1)=\text { sub_byte } \_1[\mathbf{S}, C(1)] \oplus C^{\prime}(L) \oplus K(j)\right]
\end{array}\right.
$$

where, sub_byte_1[S,C] represents the inverse process of byte substitution. The algorithm of sub_byte_1[S,C] function can be described by Algorithm 3.

## 2) THE SECOND ROUND OF INVERSE SUBSTITUTION PROCESS

Input: The temporary ciphertext image array $\mathbf{C}^{\prime}$.
Output: The permuted image array $\mathbf{P}^{\prime}$.
Step 1: Decrypt the last pixel by

$$
\left\{\begin{array}{l}
j=\bmod [(L+C 0+C L), L]+1  \tag{24}\\
P^{\prime}(L)=\text { sub_byte_ } 1\left[\mathbf{S}, C^{\prime}(L)\right] \oplus C^{\prime}(L-1) \oplus K(j)
\end{array}\right.
$$

Step 2: Decrypt the $i$-th pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(i+P^{\prime}(i+1)\right), L\right]+1  \tag{25}\\
\left.\left.P^{\prime}(i)=\text { sub_byte_1[S, } C^{\prime}(i)\right] \oplus C^{\prime}(i-1) \oplus K(j)\right] \\
i=L-1, L-2, \ldots, 2
\end{array}\right.
$$

Step 3: Decrypt the first pixel by

$$
\left\{\begin{array}{l}
j=\bmod \left[\left(1+P^{\prime}(2)\right), L\right]+1  \tag{26}\\
\left.P^{\prime}(1)=\text { sub_byte } \_1\left[\mathbf{S}, C^{\prime}(1)\right] \oplus C 0 \oplus K(j)\right]
\end{array}\right.
$$

## 3) INVERSE PERMUTATION PROCESS

In the inverse permutation process, the processing direction of pixels is backward. The steps of the algorithm are as follows.

Input: S-Box matrix $\mathbf{S}$, chaotic sequence $\mathbf{X}$, and the permuted image array $\mathbf{P}^{\prime}$.
Output: The recovered plaintext image array $\mathbf{P}$.
Step 1: Based on the chaotic real value sequence $\mathbf{X}$, we can get a integer index sequence $\mathbf{J}=\{J(1), J(2), \ldots, J(L))$ by using Eq. (11).

Step 2: Initialize two arrays of $\mathbf{P}$ and $\mathbf{H}: \mathbf{P}=\mathbf{P}^{\prime}, \mathbf{H}=\mathbf{J}$.
Step 3: The recovered image sequence $\mathbf{P}=[P(1)$, $P(2), \ldots, P(L)]$ is obtained by swapping the $i$-th element and the $H(i)$-th element. The swapping algorithm is described by the following formulas (27) and (28).

$$
\left\{\begin{array}{l}
H(i)=\bmod (P(i-1)+J(i), L)+1 \\
t=P(i), P(i)=P(H(i)), P(H(i))=t  \tag{28}\\
i=L, L-1, \ldots, 3,2
\end{array}\right\}
$$

## V. EXPERIMENTAL SIMULATION AND SECURITY ANALYSIS FOR THE ENCRYPTION ALGORITHM

To examine the security performance of the proposed encryption scheme, some experimental tests are carried out. The standard test images with size of $256 \times 256$ come from USC-SIPI test image database, such as lena, tree, baboon, cameraman, are used in the simulation experiments. The secret keys are set as follows: $\mu=8.80, X(0)=$ $0.1618, q=9, d=46593$. The constant parameters are C0 $=176, \mathrm{CL}=168$.

## A. THE ENCRYPTION EFFECT

The plain images tested in the experiment and their corresponding encrypted images are shown in Figure 6, respectively. It can been seen that the encrypted images are completely confused and unidentified. Therefore, the proposed encryption scheme achieves satisfactory encryption effect.

## B. KEY SPACE ANALYSIS

The number of keys available in an encryption algorithm is the size of its key space. In order to resist brute force attack, the key space of an encryption system must be large enough. In our proposed encryption scheme, the key set is $\{\mu, X(0), q, d\}$. There are 10 possible values for the integer


FIGURE 6. Experimental simulation results. (a) Plaint image of lena. (b). Plaint image of tree. (c) Plaint image of baboon. (d) Plaint image of cameraman. (e) Cipher image of lena (f) Cipher image of tree. (g) Cipher image of baboon. (h) Cipher image of cameraman.
part of $\mu$, and the decimal part can be accurate to 15 decimal places. So, there are $10^{16}$ values for $\mu . X(0)$ has $10^{15}$ values, $d$ has $10^{4}$ values, $q$ has 256 values, So, the key space of our encryption scheme can reach $10^{16} \times 10^{15} \times 10^{4} \times 256 \approx 2^{124}$. The key space of a secure cryptosystem should be greater than $2^{100}$, which is pointed out in [41]. Both ENISA and NIST guidelines requires the key size to be at least $2^{112}$. The key space of our encryption scheme is larger than the above standards. Therefore, the key space of our proposed algorithm is large enough to resist brute force attack.

## C. STATISTICAL CHARACTERISTIC ANALYSIS

It is necessary to carry out statistical analysis. In this part, the security evaluation of the encryption algorithm is carried out from the aspects of image histogram analysis, adjacent pixel correlation and information entropy.


FIGURE 7. Histogram analysis. (a) Histogram of plain image lena. (b) Histogram of encrypted image lena. (c) Histogram of plain image tree. (d) Histogram of encrypted image tree. (e) Histogram of plain image baboon. (f) Histogram of encrypted image baboon. (g) Histogram of plain image cameraman. (h) Histogram of encrypted image cameraman.

## 1) HISTOGRAM ANALYSIS

A histogram of an image exposes the pixel distribution characteristics of the image. The more uniform the histogram distribution of an encrypted image, the better the performance of ciphertext resistance statistical analysis. Figure 7 shows the histograms of the three test images and their corresponding cipher images obtained by our improved encryption algorithm. From Figure 7, we can see that the histogram distribution of each plain image is clearly not uniform but
the histogram distribution of each encrypted image is very uniform.

The variance of a histogram can also be employed to describe quantitatively the distribution characteristics of a histogram, which is calculated by [42]

$$
\begin{equation*}
\operatorname{var}(\mathbf{Z})=\frac{1}{N^{2}} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \frac{1}{2}\left(z_{i}-z_{j}\right)^{2} \tag{29}
\end{equation*}
$$

TABLE 3. Variances of histograms of the encrypted images.

| Images | Plain image | Cipher image | Cipher image [24] | Cipher image [26] | Cipher image [27] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| lena | $30,665.703$ | 262.5000 | 284.5781 | 280.1172 | 609.7266 |
| tree | $69,330.922$ | 270.5859 | 257.6875 | 310.6641 | 496.1797 |
| baboon | $47,799.055$ | 267.8125 | 268.2109 | 272.9219 | 405.9375 |
| cameraman | $110,973.305$ | 201.7891 | 223.3594 | 339.5938 | 1074.2000 |
| Average | $64,692.246$ | $\mathbf{2 5 0 . 6 7 1 9}$ | 258.4590 | 300.8242 | 646.5109 |

TABLE 4. Results of applying nist test to the cipher image lena with size $512 \times 512$.

| NIST statistical test | P-value | Results |
| :--- | :---: | :---: |
| Frequency (monobit) | 0.777944 | PASS |
| Block Frequency $(\mathrm{m}=128)$ | 0.379951 | PASS |
| Cumulative Sums (Forward) | 0.707351 | PASS |
| Cumulative Sums (Reverse) | 0.886012 | PASS |
| Runs | 0.362864 | PASS |
| Longest Run of Ones | 0.235317 | PASS |
| Rank | 0.554236 | PASS |
| FFT | 0.755036 | PASS |
| Non-Overlapping Templates | 0.010808 | PASS |
| Overlapping Templates $(\mathrm{m}=9)$ | 0.098332 | PASS |
| Universal | 0.313259 | PASS |
| Approximate Entropy $(\mathrm{m}=10)$ | 0.105506 | PASS |
| Random-Excursions | $/$ | TEST NOT APPLICABLE |
| Random-Excursions Variant | 1 | TEST NOT APPLICABLE |
| Serial Test $1(\mathrm{~m}=16)$ | 0.261001 | PASS |
| Serial Test $2(\mathrm{~m}=16)$ | 0.213789 | PASS |
| Linear complexity $(\mathrm{M}=500)$ | 0.548827 | PASS |

where, $N$ denotes the number of gray levels of an image. For an 8-bit gray image, $N=256 . \mathbf{Z}$ is a vector and $\mathbf{Z}=\left\{z_{0}, z_{1}, \ldots, z_{N-1}\right\}, z_{i}$ and $z_{j}$ are the numbers of pixels with gray values equal to $i$ and $j$ respectively. The smaller the variance of a histogram is, the flatter the histogram is, and the number of each gray level pixel in the image tends to be equal. The ideal value of $\operatorname{var}(\mathbf{z})$ is 0 , which means $z_{i}=z_{j}$ for all $i$ and $j$. The variances of histograms of the tested plain images (size of $256 \times 256$ ) and their corresponding cipher images are listed in Table 3. The variances of histograms of cipher images obtained by other algorithms are also listed in Table 3. The average variance of the cipher images encrypted by our improved algorithm is 250.6719 , which is the smallest one among the results of four algorithms. Thus, our improved scheme has better performance in resisting statistical attacks. We also applied the Kolmogorov-Smirnov Goodness of Fit Test to check if the distributions are uniform. Let $X_{1}$ represent our ciphertext, $\mathrm{X}_{2}$ represent completely evenly distributed ciphertext, by using MATLAB command $\mathrm{H}=$ kstest2(X1, X 2 ), and we get the results $\mathrm{H}=0$ in all the case. The test results show that the ciphertext images obtained by our encryption algorithm are uniformly distributed.

Further, the NIST statistical tests are provided to check if the ciphertext image are random. We take the ciphertext image Lena with size $512 \times 512 \times 8$ bits as example. The NIST test results are listed in Table 4. The "Non-Overlapping

Templates" contains multiple tests, the listed is the worst case ( P -value $=0.010808>0.01$ ). The tests of "RandomExcursions" and " Random-Excursions Variant" are not applicable to binary sequences with insufficient number of cycles. From Table 4, one can see that all the applicable tests successfully passed, which verified that the ciphertext image distribution is random.

## 2) PIXEL CORRELATION ANALYSIS

In general, there is a strong correlation between adjacent pixels in the horizontal, vertical, and diagonal directions of a plaintext image, and there should be no correlation between adjacent pixels in the ciphertext image. We can introduce correlation coefficient to measure the correlation between adjacent pixels. We randomly select $m$ pairs of adjacent pixels from the analyzed image, denote the $i$-th pairs of the adjacent pixel gray-scale values as $\left(A_{i}, B_{i}\right), i=$ $1,2, \ldots, m$, and the correlation coefficient between vectors $\mathbf{A}=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ and $\mathbf{B}=\left\{B_{1}, B_{2}, \ldots, B_{m}\right\}$ can be calculated by

$$
\begin{equation*}
r_{\mathbf{A B}}=\frac{\sum_{i=1}^{m}\left(A_{i}-\overline{\mathbf{A}}\right)\left(B_{i}-\overline{\mathbf{B}}\right)}{\sqrt{\sum_{i=1}^{m}\left(A_{i}-\overline{\mathbf{A}}\right)^{2}} \sqrt{\sum_{i=1}^{m}\left(B_{i}-\overline{\mathbf{B}}\right)^{2}}} \tag{30}
\end{equation*}
$$

TABLE 5. Correlation coefficients of cipher images encrypted by different algorithms.

| Images | Directions | Plain image | Cipher image | Cipher image [24] | Cipher image [26] | Cipher image [27] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| lena | Horizontal | 0.940080 | -0.005649 | $\mathbf{- 0 . 0 0 0 5 8 2}$ | 0.004414 | 0.009721 |
|  | Vertical | 0.969460 | $\mathbf{0 . 0 0 0 6 1 0}$ | 0.001336 | 0.008837 | 0.087607 |
|  | Diagonal | 0.91797 | 0.001835 | -0.004690 | -0.004907 | $\mathbf{0 . 0 0 1 2 7 9}$ |
|  | Horizontal | 0.967700 | $\mathbf{- 0 . 0 0 0 7 5 6}$ | -0.001377 | 0.000863 | 0.004004 |
| tree | Vertical | 0.944820 | $\mathbf{- 0 . 0 0 2 3 3 2}$ | 0.003585 | 0.011904 | 0.083118 |
|  | Diagonal | 0.92933 | -0.003625 | -0.003176 | $\mathbf{0 . 0 0 0 1 2 1}$ | 0.001288 |
|  | Horizontal | 0.731510 | 0.000741 | -0.003773 | $\mathbf{0 . 0 0 0 0 1 4}$ | -0.001829 |
|  | bertical | 0.654480 | $\mathbf{- 0 . 0 0 0 4 1 5}$ | -0.002788 | 0.012304 | 0.013993 |
|  | Diagonal | 0.641190 | $\mathbf{- 0 . 0 0 1 4 3 7}$ | $\mathbf{- 0 . 0 0 0 7 1 2}$ | 0.001539 | 0.004556 |
|  | Horizontal | 0.933480 | $\mathbf{0 . 0 0 2 9 4 1}$ | -0.003117 | 0.007432 | 0.004339 |
|  | Cameraman | Vertical | 0.959220 | $\mathbf{- 0 . 0 0 0 7 7 5}$ | -0.003952 | 0.013917 |
|  | Diagonal | 0.908660 | $\mathbf{- 0 . 0 0 1 9 0 3}$ | $\mathbf{- 0 . 0 0 0 4 7 9}$ | -0.003196 | 0.108790 |
|  |  |  |  |  | 0.001813 |  |

where, $\overline{\mathbf{A}}$ is the average value of vector $\mathbf{A}=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$, and $\overline{\mathbf{B}}$ is the average value of vector $\mathbf{B}=\left\{B_{1}, B_{2}, \ldots, B_{m}\right\}$. We randomly selected $m=2000$ pairs of pixel along a certain direction (horizontal or vertical or diagonal) from an image, then calculated the correlation coefficients of cipher images encrypted by our proposed algorithm, the results are listed in Table 5. Table 5 also lists the correlation coefficients of the cipher images encrypted with Zhang's, Wang's and Çavu o lu's algorithm. The data with the lowest absolute value in each row is displayed in bold, indicating the best result. Our algorithm has 6 best results in total, 3 best results in Ref. [24], 2 best results in Ref. [26], and 1 best result in Ref. [27]. So, in general, our algorithm is superior to the other three algorithms.

## 3) INFORMATION ENTROPY ANALYSIS OF CIPHERTEXT IMAGE

Information entropy of an image reflects the uncertainty of the image information. The larger the information entropy of an image is, the more uncertain the distribution of the image information is, and the visual information is less. The formula for calculating the information entropy $H(s)$ of an image is as follows

$$
\begin{equation*}
H(s)=-\sum_{i=0}^{2^{n}-1} P\left(s_{i}\right) \log _{2}\left[P\left(s_{i}\right)\right] \tag{31}
\end{equation*}
$$

where $P\left(s_{i}\right)$ denotes the occurrence probability of the gray level $i$, and $i=0,1,2, \ldots, 2^{n}-1$. Here, $2^{n}$ is the number of grayscale levels of an image. If each $s_{i}$ has the same occurrence probability in an image, then $P\left(s_{i}\right)=1 / 2^{n}$. For 8-bit grey images $(n=8)$, the theoretical value of the information entropy is 8 . The calculated information entropy values of the encrypted images by our encryption algorithm are shown in Table 6. From the test results in Table 6, one can see that the information entropy values are very close to the theoretical value 8 . The information entropy values of cipher images encrypted by our proposed algorithm are obviously more close to 8 and better than those of the other three algorithms.

## D. ANALYSIS OF SENSITIVITY TO PLAINTEXT

When only one bit of the plaintext image changes, it can change almost all pixels of the ciphertext image, so the

TABLE 6. Information entropy of encrypted image.

| Algorithms | lena | tree | baboon | cameraman |
| :---: | :---: | :---: | :---: | :---: |
| This paper | $\mathbf{7 . 9 9 7 1}$ | 7.9970 | $\mathbf{7 . 9 9 7 1}$ | $\mathbf{7 . 9 9 7 8}$ |
| Ref. [24] | 7.9969 | $\mathbf{7 . 9 9 7 2}$ | 7.9970 | 7.9975 |
| Ref. [26] | 7.9969 | 7.9966 | 7.9970 | 7.9963 |
| Ref. [27] | 7.9932 | 7.9946 | 7.9955 | 7.9883 |

algorithm is sensitive to plaintext. Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI) are commonly used to measure the sensitivity of encryption algorithms to plaintext. Suppose $\mathbf{C}=[C(i, j)]$ represents the ciphertext image corresponding to the original plaintext image, and $\mathbf{C}^{\prime}=\left[C^{\prime}(i, j)\right]$ represents the ciphertext image corresponding to the plaintext image that there is one bit changed. Then, $N P C R$ and $U A C I$ can be calculated by

$$
\begin{align*}
& D(i, j)= \begin{cases}1, & \text { if } C(i, j) \neq C^{\prime}(i, j) \\
0, & f C(i, j)=C^{\prime}(i, j)\end{cases}  \tag{32}\\
& N P C R=\left(\frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} D_{i j}\right) \times 100 \%
\end{aligned} \begin{aligned}
& U A C I=\frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{\left|C(i, j)-C^{\prime}(i, j)\right|}{255} \times 100 \% \tag{33}
\end{align*}
$$

where, $m \times n$ is the size of the image. $C(i, j)$ represent the pixel at the $i$-th row and $j$-th column of the ciphertext image corresponding to the original plaintext image, and $C^{\prime}(i, j)$ represent the pixel at the $i$-th row and $j$-th column of the ciphertext image corresponding to the changed plaintext image. For 8-bit grayscale images, the expected values of $N P C R$ and $U A C I$ are $99.6094 \%$ and $33.4635 \%$, respectively. We performed four groups of encryption experiments with lena image in size of $256 \times 256$. Each time the value of one pixel in the plaintext image was increased by 1 , then the image was encrypted. Then compare with the ciphertext image of the original plaintext image. The changed pixel includes positions of $1, L / 4, L / 2,3 L / 4$, and $L$. The test results of $N P C R$ and $U A C I$ corresponding to the slightly changed plaintext image in our algorithm are shown in Table 7. The experimental results show that our encryption algorithm is extremely sensitive to plaintext.

TABLE 7. NPCR and UACI test results of slight change of plaintext in our algorithm.

| Position | $N P C R(\%)$ | $\operatorname{UACI}(\%)$ |
| :---: | :---: | :---: |
| 1 | 99.6216 | 33.5848 |
| $L / 4$ | 99.7101 | 33.4457 |
| $L / 2$ | 99.7406 | 33.4577 |
| $3 L / 4$ | 99.6307 | 33.4551 |
| $L$ | 99.5743 | 33.3941 |

TABLE 8. Error keys used in decryption.

| Keys | $\delta$ of $\mu$ | $\delta$ of $X(0)$ | $\delta$ of $q$ | $\delta$ of $d$ |
| :---: | :---: | :---: | :---: | :---: |
| key1 | $10^{-15}$ | 0 | 0 | 0 |
| key2 | 0 | $10^{-15}$ | 0 | 0 |
| key3 | 0 | 0 | 1 | 0 |
| key4 | 0 | 0 | 0 | 1 |


(c)

(b)

(d)

FIGURE 8. The image decrypted by the wrong key. (a) the decrypted image with key1. (b) the decrypted image with key2. (c) the decrypted image with key3. (d) the decrypted image with key4.

## E. ANALYSIS OF SENSITIVITY TO KEY

A secure encryption algorithm should be sensitive to the key in order to resist exhaustive attack. Key sensitivity means that if there is a tiny difference between the decryption key and the encryption key, the useful information cannot be decrypted at all. We select the following error key sets \{Key1, Key2, Key3, Key 4$\}$ in Table 8 to decrypt the original ciphertext image. Only one key in each set has a small error $\delta$ and the decrypted images are shown in Figure 8. It can be seen that no useful information of the original image can be obtained from any of the decrypted image, which confirms that our algorithm is sensitivity to the key.

## F. ANALYSIS OF CHOSEN-PLAINTEXT ATTACK

An attacker could construct a special image to obtain ciphertext so that to obtain information about the encryption scheme, and crack the target cipher image encrypted by the

TABLE 9. Encryption time and comparisons (unit: second).

| Algorithms | Encryption time <br> $(256 \times 256)$ | Encryption time <br> $(512 \times 512)$ |
| :---: | :---: | :---: |
| This paper | 0.382 | 1.489 |
| Ref. [24] | 1.212 | 4.749 |
| Ref. [26] | 1.245 | 4.826 |
| Ref. [27] | 0.959 | 3.253 |

scheme. This kind of attack is called chosen-plaintext attack. In the permutation process of our proposed scheme, the key value $H(i)$ of the proposed cryptosystem for swapping the $i$-th pixel is related to the $(i-1)$-th permuted image pixel $P^{\prime}(i-1)$. In the substitution process of our proposed scheme, the key value $K(j)$ of the proposed cryptosystem for encrypting the $i$-th pixel is related to the $(i+1)$-th permuted image pixel $P^{\prime}(i+1)$. So that different plaintext images will generate different sequence of $\mathbf{H}$ and $\mathbf{K}$, which makes the encryption process related to the content of image to be encrypted. In other words, although the initial secret keys are the same, the key-streams $\mathbf{H}$ and $\mathbf{K}$ are different when different plaintext images are encrypted, so that our proposed algorithm can effectively resist chosen-plaintext attack.

## G. SPEED TEST

Encryption speed is very important for the practicability of an image encryption algorithm. In order to compare the encryption speed of several S-Box based image encryption algorithms, we run four algorithms on the same software and hardware computer platform. The hardware environment is a PC with 3.3 GHz CPU , and 4 GB memory, and the software platform is MATLAB R2016b with Microsoft Windows 7 operating system. We take the average value of five experiments, and the results are listed in Table 9. The improved image encryption algorithm in this paper has the fast encryption speed, its average time for encrypting a $256 \times 256$ size image is 0.382 seconds, and the average time for encrypting a $512 \times 512$ size image is 1.489 seconds. The speed of our improved image encryption algorithm is much faster than those of the other three algorithms. According to reference [41], if the frequency of the CPU is $f_{\mathrm{z}}$, the encryption speed should be greater than $f_{\mathrm{z}} / 100$. Considering that MATLAB implementation is typically slower than other implementations, we implement the proposed encryption algorithm with $\mathrm{C}++$ to test the speed. It takes about 0.003 seconds to encrypt a $256 \times 256 \times 8$ bits gray image. So, the encryption speed is equivalent to 174.76 Mbps . Considering the frequency of the $\mathrm{CPU} f_{\mathrm{z}}=3.3 \mathrm{GHz}$, therefore, the speed is about $f_{\mathrm{z}} / 18.88$ and greater than $f_{\mathrm{z}} / 100$. If the code is further optimized, the speed will be further improved.

## VI. CONCLUSION

Based on the security analysis of an image encryption algorithm using chaotic S-Boxes, an efficient new image encryption scheme based on chaos and single S-Box is proposed. Firstly, in order to improve the cryptography performance
of chaotic systems, a new discrete compound chaotic system, LSS, is proposed, which has wider chaotic range and better chaotic performance than Logistic and Sine chaotic systems. Secondly, a strong S-Box is constructed by using the new chaotic system, and the cryptographic strength of the proposed S-Box is tested. It is verified that the proposed S-Box has satisfactory cryptographic performance. Thirdly, the new image encryption algorithm based on LSS and single S-Box is proposed. The new encryption scheme consists of permutation and substitution process, and the strategy of key associated with image content is introduced in the encryption process. This strategy can bring about the effect of "one-time pad" [43] and enables the algorithm to resist chosen-plaintext attack (CPA). Using the new chaotic system can improve the security of chaotic key sequence, and using single S-Box can improve the encryption speed. Experimental results and security analysis verified the effectiveness of the proposed image encryption scheme. It has obvious efficiency advantages, which means that the new image encryption scheme has better application potential in real-time image encryption.
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