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An Efficient Scheme for Nonlinear Modeling and
Predistortion in Mixed-Signal Systems

Heinz Koeppl and Peter Singerl

Abstract—A novel identification and predistortion scheme of
weakly nonlinear systems for mixed-signal devices, which takes
into account practical implementation aspects, is presented. It is
well known that for the identification of weakly nonlinear systems,
despite the spectral regrowth, it suffices to sample the input–output
(I/O) data of the system at the Nyquist rate of the input signal.
Many applications such as linearization and mixed-signal sim-
ulations require system models at a higher sampling rate than
Nyquist. Up to now, the construction of such high-rate models
has been done by oversampling the corresponding I/O data.
This leads to high computational complexity, ill posedness of the
estimation, and high demand on the analog-to-digital-converter
sampling rate for the implementation. This brief discusses an
efficient way to obtain high-rate models and predistorters from
low-rate models and shows the validity of the proposed scheme for
a very-high-speed-digital-subscriber-line power amplifier, where
an adjacent channel power supression of 20 dB is achieved.

Index Terms—Adaptive equalizers, amplifier distortion, data
communication, nonlinear distortion, nonlinear filters, predistor-
tion, Volterra series.

I. INTRODUCTION

TO BUILD mixed-signal devices with low-power consump-
tion, an increasing trend in system design is to utilize cheap

and power-efficient architectures in the analog part of the device
and transfer as much of the processing as possible to the digital
part of the device. Operating power amplifiers (PAs) in their sat-
urated region or changing from class-A/B to class-C or class-D
architecturescanyielda largegaininefficiency.Thepricepaidfor
higher efficiency in general is that the stronger nonlinearity of the
PAcauses in-banddistortion,whichdegrades thebit-errorperfor-
mance. It also causes out-of-band spectral regrowth, which leads
to adjacent channel interference.Newer modulation formats such
as wideband code-division multiple access (WCDMA), orthog-
onalfrequency-divisionmultiplexing(OFDM),anddiscretemul-
titonemodulation (DMT) are especially vulnerable to nonlineari-
ties due to their high peak-to-average power ratio (PAR). In order
to comply with the spectral masks imposed by regulatory bodies
and to reduce the bit-error rate, linearization of the analog part is
frequently deployed. The most powerful and efficient lineariza-
tion technique is digital predistortion [1]–[4]. Fig. 1 depicts a
simplified block diagram of a communications transmitter. The

Manuscript received December 9, 2005; revised February 24, 2006. This
paper was recommended by Associate Editor T. Saito.

H. Koeppl is with the Department of Electrical Engineering and Computer
Sciences, University of California Berkeley, Berkeley, CA 94720 USA (e-mail:
heinz.koeppl@berkeley.edu).

P. Singerl is with the Christian Doppler Laboratory for Nonlinear Signal Pro-
cessing, Graz University of Technology, 8010 Graz, Austria. He is also with
Infineon Technologies, 9500 Villach, Austria.

Digital Object Identifier 10.1109/TCSII.2006.882232

Fig. 1. Block diagram of a communications transmitter with digital predistor-
tion for the linearization of the PA.

digital predistorter acts on the input signal by using a nonlinear
operator, which is ideally the inverse nonlinearity of the PA, to
obtain an overall linear response.

To compensate the out-of-band spectral components caused
by the nonlinearity, the predistorter has to be operated at a suffi-
ciently high sampling frequency , which is usually times
higher than the transmission signal bandwidth , where factor

denotes the highest order of significant nonlinearity in the
PA. Because the nonlinear behavior of the PA is in general un-
known, one applies a feedback path in Fig. 1 in order to either
identify the amplifier and compute the inverse (predistorter) or
identify immediately the predistorter [1], [5]. It is well known
that the identification of a Volterra system can be accomplished
at a sampling rate that is just twice the input signal bandwidth
[6]. Based on this result, we upsample the low-rate identified
Volterra kernels. Thereby, we can reduce the sampling rate of
the feedback path from to , compared to the tra-
ditional approach.

While [7] considers the kernel upsampling and predistortion
of baseband Volterra systems for mobile radio applications
only, this brief lays out the general methodology for the class of
weakly nonlinear systems. The subsequent results are obtained
for nonlinear models that can be described by an additive
decomposition of a dominant linear part and a perturbative
nonlinear part. Where necessary, we will assume a represen-
tation of the nonlinear model in terms of its Volterra series,
which covers the entire class of weakly nonlinear systems.
Belonging to this class are all approximate models for weakly
nonlinear systems such as the Wiener model, the Hammerstein
model, and the “linear–nonlinear–linear”’ (LNL) structure [8].
A thorough introduction to Volterra series and their classical
input–output (I/O) relation is provided in [9].

For the sake of clarity, the following notation and definitions
are used throughout the rest of this brief. A continuous-time
weakly nonlinear system, often representing nonlinear PAs, will
be referred to as the “system” , with

, where denotes the space of square integrable
signals and is the set of positive reals. Its associated set of
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Fig. 2. System identification setup at 
 and the generation of a high-rate
model � for predistortion and modeling purposes.

Laplace-domain Volterra kernels is with
, where the order of homogeneity of a kernel is not

given explicitly but can be read off from the number of its argu-
ments. A discrete-time Volterra model operating at the Nyquist
rate of the input signal will be referred to as the “low-rate
model” with , where denotes
the space of square summable infinite sequences and is the
set of positive integers. Its upsampled version operating at an in-
teger multiple of , especially at the Nyquist rate of the output
signal , will be termed the “upsampled model” ,
with . Their associated transform kernels
are and with ,
respectively. With a slight abuse of notation but for the sake
of conciseness and without loss of generality in case of band-
limited input signals [6], we also associate with the system
its exact equivalent discrete-time system at

with kernels . Throughout this brief, we re-
strict ourselves to a frequency-domain analysis, i.e.,
and with .

This brief is organized as follows. In Section II, we introduce
the idea of Volterra kernel upsampling and its application to non-
linear system modeling. Section III presents the predistortion
architecture and briefly discusses its relation to the th-order
inverse method [10]. The application of the kernel upsampling
method to the considered predistortion architecture and its im-
plication in terms of efficiency is discussed in Section IV. The
performance of the presented scheme is evaluated in Section V
using a model of a PA used in a very high speed digital sub-
scriber line (VDSL) communications systems [11], while Sec-
tion VI draws conclusions.

II. VOLTERRA KERNEL IDENTIFICATION AND UPSAMPLING

The question posed in this section is the following: Can we
identify a low-rate model of the system and then “upsample”
the model such that it is valid for higher sampling rates? The
identification setup is depicted in Fig. 2. According to [6], one
can find a low-rate model that reproduces exactly the sampled
output of the system with .

The applied upsampling method translates from careful
consideration of the upsampling procedure for linear sys-
tems, whereas throughout the text, upsampling is defined as
zero-padding without a following interpolation. The multidi-
mensional zero-padding of Volterra kernels corresponds to a
frequency scaling and a periodic extension of .
Thus, the kernels of the upsampled model are obtained as

Fig. 3. Two-dimensional zero-padding and spectral masking by the high-rate
input signal �U(e ) �U(e ) for a second-order Volterra kernel. The shaded
areas indicate the nonzero frequency-domain kernel.

. Note that the periodic ex-
tension implies that the kernels of the obtained upsampled
model coincide with those of the system only over a limited
frequency region, i.e.,
for , with and .
However, at the high rate, the interpolated input signal
is nonzero only for , such that the system
responses of and are identical. This process is illustrated for
the response of a homogeneous second-order Volterra system
in Fig. 3. Thus, the aforementioned question can be answered
positively. Note that to upsample a Volterra model, one solely
has to replace each delay element by .

III. PREDISTORTION ARCHITECTURE

The predistorter precedes the PA in order to distort the in-
coming signal to obtain ideally an overall linear system response
of the cascade of predistorter and PA. In [4], it is shown that for a
certain class of nonlinear systems, an exact inverse exists. How-
ever, for most systems, we are not able to find an exact inverse
[10]. Researchers have found different approximate system in-
verses that are based either on PA modeling and predistorter cal-
culation or on direct predistorter estimation [1]–[3], [10].

In this brief, we focus on a simple predistortion architecture
proposed in [1], which is composed of a parallel structure of

delay operator and a cascade of the purely nonlinear part
with the inverse of the linear part of an operator , i.e.,

, where “ ” denotes the composition of
operators. The set of Volterra kernels of , which is denoted as

, with is determined in the fol-
lowing: The notation that the operators precede their arguments
is used throughout this brief. The architecture of as part of the
overall system can be shown in Fig. 4. The composition of the
predistorter and the system

(1)

yields a linearization if with and
, where the operator norm corresponds to the signal
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Fig. 4. Multirate digital predistortion architecture � composed of a high-rate system , a high-rate predistorter = z +
�

�
� , with an optional

low-rate adaptation of the linear operator � , a low-rate system identification ^ , and Volterra kernel upsampling (zero padding); switch position a for identification
and position b for predistortion; and � = nP , n 2 .

norm with . Qualitatively, this becomes
clear by decomposing (1) as

(2)

where we used the fact that the delay operator commutes with
all time-invariant operators. The preceding assumption on weak
nonlinearity implies , such that we can
approximate the last term in (2) as

. Thus, the overall system response is rendered as
.

A quantitative analysis of the linearization performance of the
architecture can be done if one employs the Volterra series repre-
sentation of the involved operators. Subsequently, the set of ker-
nels for of is expressed
in terms of the kernels of the operators according to the compo-
sition in (1). For clarity of presentation, we indicate the order of
homogeneity of a Volterra kernel by an additional subscript in the
following derivation: Allowing for nonminimum-phase systems
with , the application of the -domain cas-
cade rule [9] for discrete-time Volterra series to (1) yields

(3)

with the lower and upper index bound functions
and

, respectively, with .
Separating the terms in (3) for and gives

(4)

where the first two summands in (4) equalize if the linear fre-
quency-domain kernel is

(5)

and the kernels for are

(6)

Thus, the system with an adjusted predistorter results in the fol-
lowing Volterra kernels:

...

(7)
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Although perfect equalization is only possible for the second-
order Volterra kernel , the resulting distortion of the
predistorted PA output signal is much lower compared to the
noncompensated PA if because all the kernels

for in (7) incorporate the multiplicative
inverse of the linear kernel .

To establish a relation to the more general linearization
method of the th-order inverse [10], we consider the special
case of the second-order inverse for a system described by
the operator decomposition , where the
operator resembles all operators with a homogeneity order
of . The predistorter based on the second-order in-
verse, where the linear frequency response is not equalized,
gives , while according to (1), the
applied predistorter is . From
that, it is obvious that for a second-order nonlinear system ,
the two predistortion schemes coincide. The comparison of
the two schemes in case of a third-order inverse of a system

will point out an essential difference,
of which the important consequences for a low-rate implemen-
tation are discussed in Section IV. The predistortion operator
based on the third-order inverse [10] is given by

(8)

IV. PREDISTORTION AND UPSAMPLING

As shown in Section II, the low-rate model can be up-
sampled to a higher rate such that it exactly reproduces the
output of the system . The natural question posed in this sec-
tion is whether or not one can apply the upsampled model of
Section II in the predistortion architecture of Section III with

and such
that it yields an identical result as the corresponding applica-
tion of the kernels of in (5) and (6). As the model is able
to reproduce the exact output of the system, one is tempted to
answer this question positively. Unfortunately, they do not per-
form in the same way when applied to the predistortion archi-
tecture. To see this, note first that the kernels of the upsampled
model and the system coincide only over the bandwidth of the
input signal . Reconsideration of the structure of the pre-
distorter reveals that due to the spectral
regrowth of , the linear operator acts on a signal with a
bandwidth that is in general times the input signal bandwidth.
Thus, the output signal of the upsampled version of differs
from the correct version given in (5) and (6) by an amount that
depends on the flatness of the linear frequency response of the
system. The more flat the response, the less the effect of the peri-
odic extension in the upsampled version outside the input signal
bandwidth. To correct the periodic extensions of , one can
apply a low-rate adaptation, where the initialization is taken to
be the upsampled response . The adaptation is depicted in
Fig. 4.

In this context, an important property of the applied predis-
tortion architecture becomes evident.
As the operator with the kernels with

operates on the input signal bandwidth, its response
is identical to the response of with and

thus requires no adaptation. This feature allows for efficient
low-rate adaptive predistortion, where only the few parame-
ters of need to be adapted, while the mass of parameters
from the higher order frequency responses requires no adapta-
tion. This is contrary to the application of the upsampled kernels

to the th-order inverse architecture.
As an example, consider the summands in (8) for the third-

order inverse. In the case of upsampled kernels, for every com-
position of operators where a nonlinear operator with
is preceding one or more operators, an adaptation of all con-
secutive operators following is necessary to yield an equiv-
alent performance to a third-order inverse utilizing the correct
high-rate kernels of the system .

The overall system including the identification of the low-rate
model of the system , predistorter with its optional adap-
tation, and the kernel upsampling is shown in Fig. 4. The switch
in Fig. 4 indicates that for the initial identification of low-rate
model , the predistorter is bypassed. Note that simultaneous
identification and predistortion is in general not possible due to
the spectral regrowth at the output of the predistorter.

V. APPLICATION AND SIMULATION RESULTS

To evaluate the performance of the proposed low-rate predis-
tortion scheme, the linearization of a PA for a wire-line trans-
mission system is performed. The system is taken to be a
high-rate discrete-time model of a PA for a VDSL analog front
end [11] that complies with the distortion ratios of the standard
[12]. To be able to apply predistortion over a realistic distor-
tion range, the circuit was mistuned to yield a harmonic dis-
tortion ratio of 40 dB. The model has been obtained by fit-
ting a simple fifth-order Volterra model to the I/O measurement
of a transistor-level circuit simulation. The standard four-band
VDSL system can utilize a bandwidth of up to 12 MHz, where
each band is DMT modulated. The frequency allocation for this
simulation according to the standard [12] (Band Plan 998) con-
sists of two downstream bands, each having a bandwidth of 2.59
MHz and located at center frequencies of 2.225 and 6.885 MHz.
Following the exposition of the previous sections, the sampling
rate of digital predistortion for that system has to be at least

MHz. Conventionally, this directly translates
to the sampling requirements of the ADC in the feedback path
(refer to Fig. 1) used for the parameterization of the predistorter.
The proposed approach requires an ADC sampling rate of only

MHz.
The following results are all obtained by averaging over 50

different DMT signals with identical PAR but randomly chosen
phase constellation: That constant PAR corresponds to the av-
erage PAR occurring if the phase constellations are drawn from
the uniform distribution , with being the number of
carriers. In Fig. 5, the average power spectrum of the output of
the amplifier and its linearized version using the upsampled ker-
nels of the low-rate identification is depicted.
The corresponding results with an additional low-rate adapta-
tion of , where the initialization is taken to be , are
shown in Fig. 6. The graph in Fig. 5 indicates the general result
that for systems with a flat frequency response over the input
signal bandwidth, such as PAs, the application of the upsam-
pled kernels already yields good linearization
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Fig. 5. Normalized power spectrum for the output of the PA (dashed), the
output of the linearization � applying the upsampled kernels for the predis-
tortion (solid), and the ideal linear response (dashed-dot). Results were averaged
over 50 different randomly chosen DMT input signals.

Fig. 6. Normalized power spectrum for the output of the PA (dashed), the
output of the linearization � applying a low-rate adaptation for �V (z) in the
predistorter (solid), and the ideal linear response (dash-dotted). Results were
averaged over 50 different randomly chosen DMT input signals.

performance. It is evident in Fig. 6 that a gain in linearization
can be achieved by the low-rate adaptation of initialized
with . The underlying optimization problem for the adap-
tive is nonlinear because its output signal passes through
the nonlinear operator to generate the low-rate error signal
for the adaptation. Although good initialization is necessary for
such problems in general, extensive simulation showed no crit-
ical dependence of the performance on the initialization.

VI. CONCLUSION

Although nonlinear systems can be identified at a sampling
rate that is just twice the input signal bandwidth, a sampling rate
that is at least twice the output signal bandwidth is required for
digital predistortion. However, we have shown that for a partic-
ular predistortion architecture and PAs with an approximately
flat frequency response, it is sufficient to upsample the Volterra
kernels of a low-rate identified PA and copy these high-rate ker-
nels to the predistorter. The unwanted spectral copies of the

upsampled higher order kernels are masked out by
the band-limited input signals. This multirate predistorter works
perfectly (compared to the purely high-rate system) if the linear
kernel of the PA is flat (the upsampled linear kernel is equal
to the high-rate identified kernel); otherwise, we have a subop-
timal solution, which in practice converges to the ideal one if we
apply an additional low-rate adaptation to adjust the frequency
response of the upsampled linear kernel in the predistorter over
the whole frequency band.

With a typical smooth linear kernel for the PA (magnitude
variation of approximately 0.5 dB), we obtain an adjacent
channel power suppression for the upstream signal of approx-
imately 14 dB if we solely apply Volterra kernel upsampling
of the low-rate identified kernels and 20 dB if we additionally
adjust the frequency response of the upsampled linear kernel
over the whole frequency band. This performance is obtained
even though we only employ a low-cost low-rate ADC in the
analog front end of the transmitter feedback path.
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