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a b s t r a c t

The exponential growth of online textual data triggered the crucial need for an effective and powerful

tool that automatically provides the desired content in a summarized form while preserving core infor-

mation. In this paper, we propose an automatic, generic, and extractive Arabic single document summa-

rizing method aiming at producing a sufficiently informative summary. The proposed extractive method

evaluates each sentence based on a combination of statistical and semantic features in which a novel for-

mulation is used taking into account sentence importance, coverage and diversity. Further, two summa-

rizing techniques including score-based and supervised machine learning were employed to produce the

summary and then assist leveraging the designed features. We demonstrate the effectiveness of the pro-

posed method through a set of experiments under EASC corpus using ROUGE measure. Compared to

some existing related work, the experimental evaluation shows the strength of the proposed method

in terms of precision, recall, and F-score performance metrics.

� 2019 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

An automatic mechanism to summarize a text is available now

in response to the dramatic increase online textual information via

different resources including social websites, news agencies, etc.

Currently, news agencies are publishing online news massively

on daily basis. Admitting the fact that people these days have a

busy life, they find it troublesome to read redundant texts. It is nat-

ural that humans tend to save their time and effort to access the

most important/relevant and salient information in a document.

For example, the authors in Modaresi et al. (2017) investigated

the (commercial) benefits of the summarization systems in han-

dling news articles. Their results indicated that incorporating even

simple summarization systems (e.g query-based extractive

approach) can dramatically save the processing time of the

employees without significantly reducing the quality of their work.

For these reasons, automatic text summarization that started in

2001 has quickly grown into a major research area in the fields

of Natural Language Processing (NLP) as illustrated by interests

of Text Analysis Conference (TAC) and Document Understanding

Conference (DUC) series. Text summarization proved to be benefi-

cial in different domains such as medicine, legal proceedings, news

circulation, and web pages (Hua et al., 2017). Hu and Liu proposed

a system to summarize Amazon clients reviews (Hu and Liu, 2004).

Meanwhile, Ya-Han Hu et al. proposed a summarization system for

hotel reviews automatically (Hua et al., 2017). Tseng et al.

employed a single-text summarization system that produces

patent summaries(Tseng et al., 2007). Furthermore, Kallimani

offered a score-based statistical method for summarizing news

articles (Kallimani et al., 2012).

A summary can be defined as ‘‘a text which is produced from

one or more texts and conveys core information in the original

texts; typically, it is no longer than half of the original text(s)

and usually less than that (Radev et al., 2002). There are often sev-

eral related parameters, features, and properties that determine

different types or categories of text summarization. The main

parameters used in classifying text summarization are the number

of source or input documents (span), the number of languages in

the document, details of a summary (summary length), targeted

audience, and summary formation (Hovy and Lin, 1998; Radev

et al., 2011; Al-Saleh and Menail, 2016; Lagrini et al., 2017).
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For instance, the span parameter differentiates between a

single-document summary where the summary is generated from

only one document or a multi-document summary where the sum-

mary is spawned from a group of related documents. Furthermore,

based on the number of languages, summarization systems might

be monolingual, if they summarize documents written in one lan-

guage only, or multi-lingual if they can summarize documents

written using at least two different languages. With respect to

details of summary parameters, the summary could be an indica-

tive one when the most important idea of the document is pre-

served in a way that helps the user to get the main idea of the

text; in addition, the summary could be informative when it is

intended to cover all important topics or details cutting the word

count. Based on audience parameter, it could be a generic sum-

mary where all information/topics are equally important or it

could be a query-based (topic-based) summary where it relies on

an initially submitted user query to summarize the available

related documents. Finally, summary formation mechanisms yield

either an extractive or an abstractive summary.

To illustrate, summaries that are extractive in nature combine

the significant fragments (important sentences) from the text

based on some extracted features (statistical or/and linguistic)

without any modification on the selected text. It is evident that

extractive methods are easier to construct but their summaries

are less readable, and have less coverage and coherence, in addi-

tion to the higher probability of redundancy occurrence. On the

other hand, abstractive summarization process strives to interpret

and paraphrase the text based on the information extracted from

the document or corpus using linguistic features or methods so

as to generate novel coherent and grammatically correct sentences.

Despite the fact that the summaries that are generated using lin-

guistic methods look more human-like and produce more con-

densed summaries, these techniques are much harder to

implement compared to extractive techniques; hence, researchers

are motivated to focus on extractive summarization approaches.

Researches on forming Arabic text summaries have not been

done sufficiently when compared to the research accomplished

in English or other languages. This is due to some issues and chal-

lenges that slow down the progress in Arabic Natural Language

Processing. These challenges were inherited from the complexity

of the Arabic language and the lack of automated Arabic NLP tools.

These complications can be briefed in Al-Saleh and Menail (2016):

(i) Arabic is a highly derivational and inflectional language, which

makes morphological analysis such as lemmatization and stem-

ming a very complex task, (ii) Arabic lacks capitalization leading

to a great challenge in the process of Named Entity Recognition

(NER) system, (iii) the absence of Diacritics called ‘‘Tashkeel” that

is integral in Arabic texts increases the complexity of inferring s’

meaning, (iv) Arabic is considered highly ambiguous in comparison

to other languages, (v) and the lack of Arabic corpora besides

essential automated Arabic NLP tools such as lexicons, semantic

role labelers, and named entity recognition complicate the process

more.

Several methods were presented in the recent research litera-

ture for Arabic single-document extractive text summarization.

However, these methods focus on one or some text summarization

objectives including content coverage, diversity between sen-

tences, readability, and compression ratio. In addition, the previous

studies didn’t provide sufficient analysis and formulations regard-

ing the features used by summarization methods. Moreover, the

presented studies for Arabic single document summarization are

below the desired level of performance compared to other lan-

guages. In this paper, we present a generic, extractive, single doc-

ument summarization method aiming at maximizing content

coverage and diversity between sentences within the summary.

The proposed method evaluates each sentence based on a combi-

nation of the most informative statistical and semantic features

using a novel formulation to achieve both contradictory semantics

objectives namely coverage and diversity. In addition, two summa-

rization techniques including score-based and supervised machine

learning are used to test the strength of these features. The effec-

tiveness of the proposed method can be demonstrated through

intensive experiments conducted on Essex Arabic Summaries Cor-

pus (EASC) (EL-Haj et al., 2010). Hence, the main contributions of

this paper are as follows: First: the proposed method is domain

independent that does not need any domain-specific knowledge

or features. Second: it presents a novel formulation of the most

informative statistical and semantic features to produce an

information-rich summary. Third: the study investigates the per-

formance of the proposed combination of features using two sum-

marization techniques i.e. score-based and machine learning

techniques. Finally: compared to the state-of-the-art methods,

the experimental evaluation shows the efficiency of the proposed

work in terms of precision, recall, and F-measure.

The rest of the paper is structured as follows: Section two gives

insights into the state-of-the-art Arabic extractive text summariza-

tion techniques and some relevant systems. Section three presents

the problem definition along with its formulation. The design of

the proposed method is described in section four. The data set,

evaluation measures, tools, experimental setup and a series of con-

ducted experiments are described in section five. Finally, section

six concludes the work by providing perspectives.

2. Related works

Several techniques are proposed in the literature for single doc-

ument text summarization. These techniques are categorized

under a set of approaches including semantic-based, statistical-

based, machine learning-based, cluster-based, graph-based,

discourse-based summarization, and an optimization-based

approach taking into consideration the large overlapping between

these techniques (El-Haj, 2012; Lagrini et al., 2017; Al-Saleh and

Menai, 2018; Qassem et al., 2017).

2.1. Semantic-based summarization

XThe semantic analysis is greatly concerned with the meaning

of the words as well as the connections/relations between words,

phrases, and sentences to construct the intended concepts of the

text. Several semantic analysis techniques can be applied to sum-

marize texts including lexical chains and natural language process-

ing methods such as latent analysis (Barzilay and Elhadad, 2015;

Ozsoy et al., 2011). I. Imam et al. have utilized users desired query

keywords or topics to generate the summary of the original text

(Imam et al., 2013). In addition to the statistical techniques, the

method applies linguistic analysis such as part of speech tagging.

The user is asked to enter a query which determines the desired

field that the user is interested in. This query is expanded using

the Arabic WordNet. Then, the user is asked to finalize the

expanded form by removing irrelevant terms. The scoring of the

sentences depends on the existing words in the original and

expanded queries. The sentences with the highest scores are

extracted to form the summary. AL-Khawaldeh and Samawi have

applied both lexical cohesion and text entailment-based segmen-

tation as scoring measures to prevent redundant and less impor-

tant sentences from being generated in the summary (AL-

Khawaldeh and Samawi, 2015).

The lexical cohesion is responsible for evaluating the importance

of the certain sentence contribution to the summary; hence, poor

sentenceswill be removedbydividing the text into tokens andusing

the lexical chains between tokens that have semantic relations.

Then, possibly redundant important sentences are collapsed into
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one in the text entailment stage using directional cosine similarity

and specified threshold values. T. Shishtawy et al. have also accom-

plished a combinationalmethod of statistical and linguistic analysis

(El-Shishtawy and El-Ghannam, 2012). They have used the key-

phrases as attributes to evaluate the importance of the sentences

within texts because key-phrases represent the most important

concepts of the text. They have built their work on existing Arabic

Key-phrase Extractor (AKE)with somemodifications such as adding

new sets of syntax rules. Indicative key-phrases are extracted from

the input/processed text at a lemma level; lemma refers to the set of

allword forms that have the samemeaning. Then the extraction per-

formed at levels of one, two, or three consecutive words. Following

that, these phrases go through a filtering process according to syn-

tactic rules. After that, some statistical features are extracted. The

score of each sentence within the text is determined depending on

the extracted key-phrases. The output summary is actually formed

by extracting the top-ranked sentences within the specified sum-

mary length or percentage.

The use of these methods in automatic text summarization has

contributed to the widely promoted quality by generating more

coherent, less redundant and more informative summaries. How-

ever, it is a challenging task since it has difficulties in using high-

quality semantic analysis tools and linguistic resources (WordNet,

Lexical Chain, etc.) as they require memory for saving the semantic

information like WordNet and processor capacity because of addi-

tional linguistic and semantic knowledge and complex linguistic

processing (Khan, 2014).

2.2. Statistical-based summarization

Statistical approaches widely used in summarizing texts. The

concept of relevance score which depends on the extraction of a

set of features is the decisive factor that reflects the importance

of a sentence regardless of its meaning. In Al-Hashemi (2010),

the sentence selection depends on key-phrase extraction. The

extracted key-phrases is based on some features like Term Fre-

quency (TF), inverse document frequency (IDF), font types and

their existence in the document title. The extracted key-phrases

are then assessed to their ability to reflect sentence importance.

Gholamerezazadeh, Fattah et al., Abuobieda et al., C. Nobata

et al., Rajesh et al., Gupta et al., and Rafael et al. have used other

features to score the sentence including indicator phrases, upper-

case words, sentence length, similarity with the title, and sentence

position in the document (Gholamrezazadeh et al., 2009; Fattah

and Ren, 2009; Abuobieda et al., 2012; Nobata et al., 2009;

Prasad and Kulkarni, 2010; Gupta and Pendluri, 2011; Ferreira

et al., 2012; Abdelkrime et al., 2015; Litvak et al., 2016). In

Abdelkrime et al. (2015) and Litvak et al. (2016) a weighted linear

combination of statistical features is used for sentence ranking. In

addition, they obtained the optimal weights using a genetic algo-

rithm (GA). Using statistical features alone might not provide good

results, because they don’t take into consideration the meaning of

the words and the relations between them as well as the relations

between the sentences themselves. Furthermore, another expected

problem is redundancy in the selected sentences. Bearing this in

mind, this approach might yield better results if it is combined

with other approaches. For example, T. El-Shishtawy et al. have

built a Key-phrase Based Arabic Summarizer. The system uses a

combination of semantic features and some statistical features to

identify the key-phrases (El-Shishtawy and El-Ghannam, 2012;

El-shishtawy et al., 2012). These features are phrase relative fre-

quency (PRF), word relative frequency (WRF), sentence location,

phrase location, sentence length, and phrase length. In addition,

many different systems use the statistical features in order to

enhance their results. Schlesinger et al. employed statistical fea-

tures to enhance the selection or elimination of sentences prior

to the summarization process (Schlesinger et al., 2008).

Statistical-based approaches are easy to implement and can be

used to enhance the selection of important sentences or for the

elimination of redundancy. However, it fails to understand the text

since it sometimes only depends on statistical measures.

2.3. Machine learning-based summarization

In supervised machine learning based approach, extractive text

summarization process is modeled as a binary classification prob-

lem. It relies on a set of statistical features to train a binary classi-

fier over a set of training documents along with their human

extractive summaries. Each sentence in the document is repre-

sented as a vector of features that are extracted from different

levels; token, sentence, paragraph, and document. The common

features between these levels depend highly on term frequency,

the position of the sentence in the paragraph or document, the

similarity with the title, sentence length, etc. In this approach,

the probability of a sentence to belong to the summary class is

depicted by the score of the sentence itself. Fattah and Ren

employed 10 features to train various machine learning methods

including Support Vector Machine (SVM), Neural network, and

Gaussian mixture models over a manually created corpus of 50

English documents and 100 Arabic documents (Fattah and Ren,

2009). Then, the trained classifier model was used to rank the sen-

tences based on their score (the probability of a sentence to be in

the summary class) to generate the final summary. In this regard,

Boudabous et al. have trained a binary SVM classifier using 15 fea-

tures over a manually created corpus of 500 Arabic newspaper arti-

cles on different topics (Boudabous and Belguith, 2010). Belkebir

and Guessoum have proposed an extractive machine learning-

based summarizer based on two stages using a set of statistical fea-

tures extracted from each sentence (Belkebir, 2015). The first stage

includes training of two classifiers AdaBoost and SVM. Then, in the

second stage, AdaBoost enhances the SVM classifier to predict

whether a sentence is a summary sentence or not. The authors col-

lected their own corpus which is composed of 20 Arabic news arti-

cles along with their manually generated summaries. Machine

learning methods have been shown to be very effective and suc-

cessful in single and multi-document summarization. However,

they need a set of training documents (labeled data) to train the

classifier. In addition, their performance are affected by the chosen

classifier, features, and features representation which play an

important role in the performance of this approach.

2.4. Cluster-based summarization

The Clustering process aims at grouping objects into classes

drawing on the similarities. While summarizing texts, the objects

are the sentences, the classes are the clusters that the sentences

belong to. In this approach, the formation of the summary is per-

formed by selecting a sentence or more from each cluster based

on the closeness to their cluster centroid (Froud et al., 2013; El-

Gedawy, 2014; Fejer and Omar, 2014). Although clustering tech-

niques are used to decrease the data redundancy by categorizing

similar data, its generated summary may not be meaningful

enough since the selected sentences are mainly ranked depending

on the closeness to the cluster centroid; these sentences are com-

puted through distance measures without paying any attention to

the meaning of the text in the sentence or centroid.

2.5. Graph-based summarization

In this approach, the document is illustrated in a graph like the

model. In this model, the nodes of the graph represent the

sentences, while the links/edges between the connected nodes
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represent the similarity relation between sentences. Therefore, a

sentence is considered important if it is strongly connected to

many other sentences (Al-Taani et al., 2014; Erkan and Dragomir,

2004). LexRank (Erkan and Radev, 2004; Thomas et al., 2015) and

TextRank (Mihalcea and Tarau, 2004) are two well-known graph-

based ranking systems that are used in this approach. The use of

graph-based methods has a positive contribution in multi-

document research communities since it has the ability to capture

distinct topics from unconnected sub-graphs. However, the con-

struction of sub-graphs, depending on statistical similarity mea-

sures without paying any attention to the meaning of the text,

risks the production of less-informative summary (Lagrini et al.,

2017).

2.6. Discourse-based summarization

Discourse structure is essential in determining the content or

the information conveyed by text. In this structure, instead of

treating the text as a continuity of words and sentences, texts

are represented or organized in a way where discourse-units are

related to each other to ensure both discourse coherence and cohe-

sion. Building successful discourse structures mainly depend on

the availability of robust discourse parsers which rely on four fac-

tors including the type of discourse theory, the data structure used

for representing structure (tree, or graph), the nature and the hier-

archy of the relations (semantic, intentional or lexically grounded)

and finally the language (Lagrini et al., 2017). There are several

existing discourse theories that are used to represent or generate

the discourse structure of text including the Rhetorical Structure

Theory (RST) (Elghazaly and Ibrahim, 2012; Azmi and Al-

Thanyyan, 2012), and Segmented Discourse Representation Theory

(SDRT) (Keskes, 2015). Within a discourse, texts organized in a way

such that discourse units are related to each other so as to achieve

both coherence and cohesion. However, building automatic parsers

for discourse information has proven to be a hard task and compu-

tationally expensive. In addition, discourse structure is only as use-

ful for content selection as simpler text structure built using lexical

similarity (Louis et al., 2010).

2.7. An optimization-based summarization

Text summarization considered by many researchers as a

single/Multi- objective optimization problem, where a set of objec-

tives considered to produce a high-quality summary including cov-

erage, redundancy (diversity), coherence, and balance. Coverage

means that summary should contain all important aspects appear-

ing in the documents, while diversity aims to reduce the similar

sentences in the output summary. On the other hand, coherence

aims to generate a coherent text flow. Moreover, balance means

that summary should have the same relative importance of differ-

ent aspects of the original documents. However, searching for the

optimal summary given these objectives is an NP-hard problem.

Therefore, several methods had been used to approximate the

solution including population-based methods (Alguliev et al.,

2013; John et al., 2017), swarm intelligence (Alguliev and

Aliguliyev, 2013; Alguliev et al., 2011), artificial bee colony

(Sanchez-Gomez et al., 2017), ant colony (Mosa et al., 2017), and

cuckoo search (Rautray and Balabantaray, 2018). Optimization-

based approaches produce promising results; however, it needs

more formulations besides being time-consuming.

To sum up, several approaches were presented in the literature

for Arabic text summarization. Some of them such as cluster-

based, graph-based, and optimization-based are more suitable for

multi-document summarization. In addition, they distinct from

each other in terms of their main goal such as identifying relevant

sentences, reducing redundancy, or maximizing coverage and

diversity. Researches on Arabic single-document extractive text

summarization concentrate on one or more of these goals. How-

ever, they did not provide sufficient analysis and formulation

regarding the features used by the summarization methods to pro-

vide rich information summary. Unlike these studies, our work

focuses on deeply analyze and formulate these features taking into

account properties of the Arabic text. In addition, we provide a

combination of statistical and semantic features to identify the

most relevant sentences to achieve both contradictory semantics

objectives namely coverage and diversity.

3. Problem definition and formulation

The problem is defined and formulated as follows: Given an

input Arabic single document Din represented as a set of sentences

Din ¼ fS1; S2; � � � ; Sng ordered based on their location in Din where Si

corresponds to the i
th
sentence in the document and n is the total

number of sentences that comprise it. In addition, each sentence

Si in Din represented as set of tokens (e.g. words)

Si ¼ ft1; t2; � � � ; tmg, where tk is the k
th

token in sentence Si and m

is the total number of tokens in the sentence Si. Therefore, an auto-

matic extractive text summarization system is a reductive/selec-

tive transformation of a single input text document Din into an

output document Dout , consisting of single or multiple target state-

ments Dout ¼ fS1; S2; � � � ; Skg. This transformation process tries to

achieve three main objectives: (i) the target statements (selected

statements) must contain a significant portion of the information

that exists in the original document, i.e. the main information,

(ii) minimizing text redundancy while maximizing diversity and

coherence in the summary, and (iii) the output document Dout

has a size, i.e. number of statements, no longer than half of the

input document (Radev et al., 2002). In order to achieve these

objectives, a set of the most important statistical and semantic fea-

tures F ¼ ff 1; f 2; . . . ; f ig are employed to evaluate each sentence Si
to reflect its importance. Finally, the summary Si is generated by

combining the highest scored sentences based on the predefined

summary ratio while considering text coherence.

4. Proposed work

The proposed extractive text summarization method consists of

three main stages named: text preprocessing, features extraction,

sentence evaluation, and selection stage. In the preprocessing

stage, the document is prepared and represented in a structured/

unified way to facilitate working on coming stages. In the second

stage, a set of statistical and semantic features computed for each

sentence to reflect its importance and used in sentence evaluation

and selection stage where two different methods are used to assess

the selected features and their formulation including score-based

and supervised machine learning.

4.1. Text preprocessing

This stage is the initial stage in almost all summary methods. Its

main purpose is to prepare the input text document for processing

in other stages. It mainly transforms the input document into a

unified representation. The proposed text summary system

includes the following preprocessing sequenced operations: tok-

enization, letters normalization, stop-words removal, and stem-

ming, as shown in Fig. 1 (Abdelkrime et al., 2015; Litvak et al.,

2016; Thomas et al., 2015).

Tokenization

Text preprocessing starts with the tokenization process which

split the input documents into their units with different levels to
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facilitate accessing all parts of the input document. These units are

paragraphs, sentences, tokens, numbers, or any other appropriate

unit (Attia, 2007). To illustrate, the proposed tokenization is a mor-

phological decomposition based on punctuation which starts with

finding the paragraphs that the document consists of, where the

newline character (\n) is the paragraph delimiter. After that para-

graphs are split into a set of sentences based on full stop (.), ques-

tion mark (?), and exclamation mark(!) as delimiters. Finally, these

sentences are divided into tokens based on delimiters like white

space, semicolons, commas, and quotes. We employed AraNLP tool

with little modification to handle the above sequence of operations

(Althobaiti et al., 2014).

Normalization

In the Arabic language, some Arabic letters might appear in dif-

ferent forms, while other characters are used instead of others

because their shapes are similar. Moreover, writers use diacritics

in their texts. These create a set of variations for the same term;

and thus affect the computation of some features such as Term Fre-

quency (TF). Therefore, a normalization process is required to unify

the different forms of the same letter to avoid such variations. The

proposed normalization step employs AraNLP tool to do the fol-

lowing tasks (Althobaiti et al., 2014): (i) removing non-Arabic let-

ters such as special symbols and punctuations, (ii) removing

diacritics, (iii) replacing with , with , and with

(Ayedh et al., 2016). and (iv) removing tatweel (stretching

character).

Stop-word removal

Stop words (i.e. pronouns, prepositions, conjunctions, etc.) are

insignificant words that frequently appear in the documents to

form sentences (Kanan et al., 2004). Since these words are not

informative (do not add information), they can be eliminated from

sentences without affecting the core content of the sentence.

Indeed, this step is crucial since some of the calculations are based

on the words’ frequencies in the sentence/document. Thus, by

removing stop words, these calculations become more relevant

and accurate. There are several stop-list methods that are used to

remove stop-words from the text including, General Stop-list,

Corpus-Based Stop-list, and Combined Stop-list. The proposed

method depends on general stop-list using AraNLP tool, which per-

formed better than the other two methods (El-Khair, 2006;

Althobaiti et al., 2014).

Stemming

Arabic is a highly inflectional and derivational language, which

means that Arabic words can have many different forms but share

the same abstract meaning of action. This has, evidently, affected

many natural languages processing methods such as building

bag-of-word model and text similarity calculation. Therefore,

Stemming is the process of removing some or all affixes (e.g. pre-

fixes, infixes, postfixes, and suffixes) from a word. In other words,

stemming transforms the different forms/derivatives of a word to a

single unified form (e.g. root or stem) from which all the deriva-

tives are generated. In Arabic, there are two common stemming

approaches; Morphological root-based stemming and light stem-

ming (Mustafa et al., 2017). The work presented in Alami et al.

(2016) compares between these approaches regarding text sum-

marization using two well-known Arabic stemmers including

Khoja root stemmer1). Their experiments showed that, in Arabic text

summarization, root stemming is preferred to light stemming. Based

on those finding, we adapted a Khoja root stemmer to handle the

stemming operation as a preprocessing task for the proposed work.

Fig. 2 shows the output of the proposed preprocessing methods on a

sample input text.

4.2. Feature extraction and formulation

An extractive-based text summary that involves selecting sen-

tences of high relevance or importance is based on employing a

set of features to generate coherent summaries that state the main

idea of the given document. Therefore, selecting and designing

these features will greatly affect the quality of the generated sum-

maries. A large number features are proposed for automatic extrac-

tive text summarization by various researchers (Ferreira et al.,

2012; Meena and Gopalani, 2014; Prasad and Kulkarni, 2010;

Kiyoumarsi, 2014; Neto et al., 2002; Al-Saleh and Menail, 2016;

Mendozaab et al., 2014; Prasad et al., 2012). These features are

classified into four levels including word-based level, sentence-

based level, paragraph-based level, and graph-based features. Since

the quality of the generated extractive summary is highly affected

by the selected features along with their design, our target in this

paper is to redesign the most important or prominent features that

identify the most important sentences in addition to maximizing

content coverage and diversity between sentences within the sum-

mary. Using statistical features alone may not provide rich infor-

mation summary, because they don’t take into consideration the

meaning and may cause some redundancy in the generated sum-

mary. On the other hand, relying on semantic features alone will

not capture very important statistics like TF-ISF. Therefore, to han-

dle these shortcomings, a combination of these types were used El-

Shishtawy and El-Ghannam (2012) and El-shishtawy et al. (2012).

Table 1 summarizes the selected features along with their level,

category, and contribution in the quality of the generated sum-

mary in terms of sentence importance, coverage, and diversity.

The selection and formulation are based on some hypothesis, our

observations/analysis, set of experiments, and some previous stud-

ies (Ferreira et al., 2012; Meena and Gopalani, 2014; Meena and

Gopalani, 2016; Meena et al., 2015). The importance of explaining

these features along with their design stems from the fact that

there are some differences in the formulation of both summariza-

tion methods that are used to evaluate the performance of the

selected features.

Key-phrases feature

Key-phrases is a short list of important and topical keywords

that provide a condensed summary of the main topic in the docu-

ment (Turney, 2000). They might be a single word or a composite

of multiple words. Many applications in information retrieval,

including text summarization, employ key-phrase extraction

(Hasan and Ng, 2014; Najadat et al., 2016;7(2).). The possibility

of having a core idea in a sentence is conditioned by containing a

key-phrase/s. Indeed, this would increase its importance with

respect to other sentences (El-Shishtawy and El-Ghannam, 2012;

Sarkar, 2014). The score of the key-phrase feature depends on

many factors, including the frequency of the candidate phrase,

number of words in each phrase, frequency of the most recurring

single word in a candidate phrase, location of the phrase within

the document, location of the candidate phrase within its sentence,

relative phrase length to its containing sentence, and assessment of

the phrase sentence verb content (El-shishtawy et al., 2012). In this

work, we used Kp-Miner (El-Beltagy and Rafea, 2009) tool to

Fig. 1. Sequence of the preprocessing steps.

1 http://zeus.cs.pacificu.edu/shereen/research.htm and Larkeys light stemmer

(Larkey et al., 2007
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extract key-phrases while the score of a key-phrase feature is com-

puted based on three of the most important or prominent factors

that can be defined as follows:

� Key-phrase Frequency: it indicates how many times the key-

phrase appeared in the sentence and it is calculated by

KPF ¼ #SKPi
#KPd

, where KPF is the key-phrases frequency, #SKPi is

the number of sentences that contain the key-phrase (KPi),

and #KPd is the total number of key-phrases in the document.

� Key-phrase Length: it is the number of words that the key-

phrase has. The length of the key-phrase plays a role in its

importance and consequently the sentence importance. We

found that long key-phrase is more important than shorter ones

(El-shishtawy et al., 2012). The value of this feature is calculated

as
ffiffiffiffiffiffiffiffi

KPL
p

, where KPL represents the length of KPi. The aim of

using square root is to smoothly increase the score if the length

is more than one term.

� Proper Name: the importance of a key-phrase increase if it is a

proper name which is a noun corresponding to a particular per-

son, place, or thing (Fattah and Ren, 2009; Nobata et al., 2009).

In order to check if a key-phrase has a proper name, Stanford

part of speech (POS) tagger is used (Adhvaryu and Balani,

2015).2 Thus, if the key-phrase is a proper name then the value

of this feature is set to 2. Otherwise, it is set to 1.

Using the aforementioned factors, key-phrases feature score is

computed as following:

Key Phrases Score ¼
X

KPi2Si

ðKPF i �
ffiffiffiffiffiffiffiffi

KPL
p

� PNVÞ ð1Þ

where KPF i is the key phrase frequency of KPi;KPL is the length of

KPi, and PNV is the proper name value of KPi. The above equation

will give a higher score if the length of the key phrase is more than

one or if it is a proper noun, and will give more score if both factors

are found. For machine learning method, key-phrases concept for-

mulated as a three features defined as: (i) key-phrase frequency

which is calculated in same way of the score-based approach, (ii)

key-phrase length which represented as a binary value indicating

whether the sentence contains a key-phrase consisting of multiple

words, and (iii) proper name key-phrase represented as a binary

Fig. 2. Sample output of the text preprocessing methods proceeded in sequence.

Table 1

Description of the selected features along with their level, category, and contribution.

Feature Name Brief Description Level Category Contribution

Key-Phrases A short list of important terms that provide a condensed summary of the

main topics of a document.

Word-level Statistical,

Semantic

Coverage and diversity

Sentence location Relating to the position of a sentence to the paragraph and document. Paragraph-level Statistical Sentence relevance

Similarity with title Similarity or overlapping between a given sentence and the document

title.

Word-level Statistical Sentence relevance

Sentence centrality The similarity or the overlapping between a sentence and other sentences

in the document.

Graph-level Statistical Coverage and diversity

Sentence length Counting the number of words in the sentence (can be used to classify

sentence as too short or too long).

Sentence-level Statistical Sentence relevance

and coverage

Cue words Words in the sentence such as ‘‘therefore, finally and thus” can be a good

indicators of significant content.

Word-level Semantic Sentence relevance

and coverage

Positive key-words Words that are used to emphasize or focus on special idea such as ”have

outstanding, and support for”.

Word-level Semantic Sentence relevance

Sentence inclusion of

numerical data

Existence of numerical data in the sentence. Sentence-level Statistical Sentence relevance

Occurrence of Non-essential

Information

Words that serve as an explanation words such as ‘‘for example” Word-level Semantic Sentence relevance

2 https://stanfordnlp.github.io/CoreNLP/index.html.
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value acting as an indicator to whether the sentence contains a key-

phrase of proper name type.

Sentence location feature

This feature has been firstly proposed by Baxendle (Baxendale,

1958) for sentence assessment where the importance of a sentence

is dependent on its location in the paragraph/document regardless

of the document domain/topic (Lin and Hovy, 1997; Gupta and

Pendluri, 2011). In extractive text summarization, several formula-

tions proposed regarding sentence location (Abuobieda et al.,

2012; Gupta and Pendluri, 2011; Baxendale, 1958; Radev et al.,

2004; Barrera and Verma, 2012; Bossard et al., 2008; Prasad and

Kulkarni, 2010). These formulations are modeled based on one or

more of the following four hypothesis: (i) the first paragraph and

the last paragraph are important since they provide a summary

about the whole document, (ii) in each paragraph, the first sen-

tence and the last sentence are very important and strong candi-

dates to be included in the summary, (iii) the first sentence in

the first paragraph is the most important sentence and this

assumption is mostly considered while processing news data being

treated as the baseline summary (Saggion and Poibeau, 2013;

EL-Haj et al., 2010), and (iv) sentences that are away from the

beginning of the document are less important. Therefore, based

on these observations, we formulated the sentence location score

using the following rules:

Sentence Location Score

¼

3 for the first sentence in the first paragraph

2 for the first sentence in the last paragraph

1 for the first sentence in any paragraph
1
ffiffiffiffi

Sin

p for the first=last pargraph

1
ffiffiffiffiffiffiffiffiffiffiffi

SinþP2
in

p for any paragraph excluding the first and last ones

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

ð2Þ

where Sin is the index of the sentence Si in the paragraph Pi, and Pin

is the index of the paragraph Pi in the document.

These values are chosen with respect to the importance of other

used features and their formulation. For machine learning method,

we modeled sentence location using five features where each of

them is represented as follows: (i) first sentence in the first para-

graph, the first sentence in the last paragraph, and first sentence

in any paragraph excluding first and last paragraphs will be repre-

sented as a binary value that indicates if the condition is valid or

not, and (ii) any sentence in any paragraph excluding first and last

paragraphs, and any sentence in the first or last paragraph will be

calculated using Eq. (2).

Similarity with title feature

This feature has been firstly proposed by Edmundson

(Edmundson, 1969) and defined as the similarity or the overlap

between a given sentence and the document title (Fattah and

Ren, 2009; Abuobieda et al., 2012; Nobata et al., 2009). The impor-

tance of this feature comes from the idea that if a sentence consists

of words appearing in the title, then it might be an important sen-

tence. Moreover, if a sentence shares a key-phrase with the title,

this will significantly increase its score. Therefore, the title-

similarity score for a sentence is computed using the following

equation:

Title Similarity Score ¼ SimilarityðTitle; SiÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðKPT \ KPSiÞ
p

ð3Þ

where Si is the current Sentence, KPT is the list of Key-Phrases that

appear in document’s title, KPSi is the list of Key-Phrases extracted

from Sentence Si; ðKPT \ KPSiÞ is the number of common key-

phrases between Si and T. The aim of using square root is to

smoothly increase the score if the intersection is realized in more

than one. Finally, SimðTitle; SiÞ is the degree of similarity between

Si and the document’s title computed by a cosine similarity mea-

sure, which is a well-known text similarity method (Gomaa and

Fahmy, 2013; Qazvinian et al., 2008; Shareghi and Hassanabadi,

2008). To compute the similarity, the sentence and the title are rep-

resented using the bag-of-words model. In this model, each sen-

tence Si is represented as an N-dimensional vector

Si ¼ fwi1;wi2; � � � ;wik; � � � ;wing, where wik is the weight of term tk
that exists in the sentence Si, and n is the number of all possible

unique words in the target document. Therefore, based on this rep-

resentation, the cosine similarity can be computed as follows:

Cosine SimilarityðSi; TÞ ¼

X

w2S;T
tfw;S � tfw;TðisfwÞ

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

Si2S
ðtfSiS � isfSi Þ

2
s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

T i2T
ðtfT iT � isfT i Þ

2
s ð4Þ

where tfw;Si is the frequency of word w in sentence S, which is

defined as tfw;Si ¼ 1þ logðtfw;Si Þ, and isfw is the Inverse Sentence Fre-

quency which is a special version of Inverse Document Frequency

(IDF) that measures how much information a term provides. Thus,

the term is considered important if it is dense in the given sentence

and rare in the entire document (Doko et al., 2013). Inverse sen-

tence frequency is defined as isfw ¼ log N
1þjSi2S:w2Si j

, where N is the

number of sentences in the document and jSi 2 S : w 2 Sij is the

number of sentences where the word w appears (Patil et al.,

2011). For machine learning method, title feature is formulated

depending on two features: the first one is computed using cosine

similarity measure, as defined in Eq. (4) and the second one is rep-

resented as a binary value indicating the possibility for the sentence

to share key-phrases with the title or not.

Sentence centrality feature

This feature is defined as the similarity or the overlap between a

sentence and other sentences in the document. Thus, a sentence

might be central in the document, and many sentences might

explain it. Thus, a sentence is given a high score when its words

occur in a greater number of other sentences in the document.

Employing centrality featurewill eliminate the problem of sentence

redundancy and thus increases diversity (Abuobieda et al., 2012;

Qazvinian et al., 2008; Shareghi and Hassanabadi, 2008; Prasad

and Kulkarni, 2010; Mendozaab et al., 2014). The adopted method

in computing centrality score starts by computing the similarity

matrix using cosine similaritymeasure similar to Eq. (4) where each

item in the matrix represents the similarity between the corre-

sponding sentences pair (Al-Gaphari et al., 2013; Erkan and Radev,

2004; ChoSeoung and Kim, 2015). Since we are interested in signif-

icant similarities,we can eliminate some low similarity values in the

similarity matrix by defining a threshold value (i.e. 0.1). After elim-

inating low similarities, the centrality score feature is computed and

normalized using Eq. (5), where similarity degree of Si represents

the number of sentences that are similar to Si with a similarity value

above a threshold. Also, it is calculated the sameway as in Eq. (5) for

the machine learning method.

Centrality ScoreSi ¼
Similarity degree of Si

Maximum similarity degree in the documnt

ð5Þ

Sentence length feature

The length of a sentence might affect its importance. Thus, too

long or too short sentences might be excluded from the summary

(Kupiec et al., 1995; Fattah and Ren, 2009; Neto et al., 2002; Gupta
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et al., 2012). Indeed, a too long sentence will increase its informa-

tion content; however, this is not always the case since there is a

constraint. Mainly, the limit is exceeded when a sentence becomes

an over-detailed one i.e. it might be an explanation for another one.

Also, short sentences tend to include less information compared to

other sentences and thus they are less important. We employ the

Interquartile Range (IQR) statistical method to identify outlier sen-

tences based on their length in order to penalize sentences that are

too short or too long. Therefore, very short and very long sentences

are given a score equal to 0. For other sentences, their scores are

calculated and normalized using Eq. (6). For machine learning

method, two features are derived. The first one is represented as

a binary value that indicates if the current sentence is very short/

long based on the proposed IQR method. The second one computes

the normalized sentence length using Eq. (6).

Length Score ¼ # words in the sentence

# words in the longest sentence
ð6Þ

Cue-phrases feature

The existence of some phrases in the sentence such as

(in English: as a summary, as a

result, the most important, precisely) can be a good indicator of

the importance of the content (Edmundson, 1969; Fattah and

Ren, 2009; Gupta and Pendluri, 2011; Prasad and Kulkarni, 2010;

Prasad et al., 2012; Lakshmi et al., 2015; Barzilay and Elhadad,

2015). Thus, sentences that contain these phrases are given a

higher score compared to other sentences. The score of this feature

is computed and normalized using Eq. (7). Also, it is calculated the

same way as in Eq. (7) for machine learning method.

Cue Phrase Score ¼ # Cue phrases in the sentence

# Cue phrases in the document
ð7Þ

Strong words feature

Some words such as (in English: trust, he stressed)

are used to emphasize or focus on a core idea in the sentence

(Fattah and Ren, 2009). Thus, the existence of these words in a sen-

tence must increase its score. The score of this feature is computed

and normalized using Eq. (8). The machine learning method is

defined as a binary value that indicates whether the sentence con-

tains strong words or not.

Strong Word Score ¼ # strong words in the sentence

# Strong words in the document
ð8Þ

Existence of numerical data

The existence of numerical data rather than enumerations or

bullets such as numbers, dates, and time can affect the importance

of a sentence (Fattah and Ren, 2009; Meena and Gopalani, 2014).

Indeed, they might point to some important stats of the core idea

or some result in statistical form, and this might increase the

importance of the sentence. The normalized score of this feature

is computed using Eq. (9). Also, it is calculated the same way as

in Eq. (9) for the machine learning method.

Numbers Score ¼ # occurrences of numbers in the sentence

# occurrences of numbers in the document
ð9Þ

Occurrence of non-essential information

Some phrases like (in English: in addition,

for example) are speech markers serving as explanation words.

Such phrases weaken the sentence because they imply that the

coming sentence is an extra information with respect to the core

idea (Neto et al., 2002; Gupta and Lehal, 2010). Therefore, the score

of sentences that have these phrases must be decreased. To set the

score of the explanation phrases, the following rules should be con-

sidered: (i) the score of explanation phrase set to �2, if the first

word in the sentence is an explanation word, (ii) the score of expla-

nation words other than the first word is calculated and normal-

ized using Eq. (10). For machine learning method, the following

two features are derived. The first one is represented as a binary

value to indicate that the first word in the sentence is an explana-

tion word or not. The second feature is the score of other explana-

tion words and can be calculated by Eq. (10).

Weak Words Score ¼ # weak words in the sentence

# words in the sentence
ð10Þ

4.3. Sentence extraction and summary generation

In extractive text summarization, important text segments (e.g.

sentences) of the original document usually are identified based on

a set of important features extracted from different levels (e.g.

tokens, sentence, paragraph, and document). In this paper, two

summarization methods have been used to evaluate the effective-

ness of the proposed features including greedy score-based

method and a supervised learning method. These methods are

widely used in extractive single document summarization and

their results are significantly affected by the chosen features along

with their design and formulation. In the score-based method,

important sentences are extracted based on the total scores that

are assigned to them. According to Meena and Gopalani (2016),

which compares the performance of different sentence-based vot-

ing methods (e.g., BordaFuse, CombMNZ, expCombANZ, etc.), we

adopt a weighted linear sum of normalized features score to eval-

uate each sentence in the document as defined in Eq. (11):

Sentence Score ¼
X

i¼1

W i � Si ð11Þ

where Si and W i represent the weight and the score of featurei
defined previously. W i set to one because we take into considera-

tion the importance and contribution of each feature during the for-

mulation stage. For example, all features except key-phrase feature,

title similarity, and sentence location have a value between 0 and 1.

The other features are more important and have a value as follow-

ing: sentence location have values either 3 or 2 or 1 or less than 1,

key-phrase and title similarity have a value greater than or equal 0.

These values reflect the contribution of the feature in the total score

and for this we assign the weigh to be 1. After computing the total

score, sentences are ranked in a descending order based on their

total scores. Fig. 4.a shows the order of the sentences along with

their total score of the input document shown in Fig. 3 after passing

this stage. After that, top-ranked sentences will be selected to be

included in the output summary based on the required summary

ratio. Indeed, the sentences that have the highest scores will be rep-

resenting the most important content of the document (e.g docu-

ment main idea), and thus will be selected to be included in the

final summary. Finally, the extracted sentences will be reorder

based on their original position on the document to preserve text

coherency in the generated summary. Fig. 5.a shows the golden

standard summary of the input document shown in Figs. 3 and 5.

b shows the generated summary by the score-based method. Algo-

rithm1 as shown in Fig. 6 summarizes the procedure of score-based

method.

In the machine learning approach, the extractive summariza-

tion process is modeled as a binary classification problem as shown

in Fig. 7. In this model, after text preprocessing, each sentence is

represented by a feature vector of size 20 based on the features

described and formulated in the previous section. Then, a binary

(Yes/No) classifier is trained based on a set of training documents
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Fig. 3. Sample input document along with its English translation.

Fig. 4. An example of sentence reordering in score-based method and sentence prediction in machine-learning method.
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associated with their extractive summaries (i.e. dataset). The

trained classifier will be used to predict whether to include a given

sentence in the summary or not based on the values of its feature

vector. Fig. 4.b shows the predicted label of each sentence of the

input document shown in Fig. 3. Finally, the summary is formu-

lated from the sentences that were predicted as Yes as shown in

Fig. 5.c.

5. Experiments and results

5.1. Data set

Testing and evaluating an automatic text summarization sys-

tem is a difficult process since there is no ideal summary for a

given document or a set of related documents. Moreover, the lack

of existing Arabic standard datasets made the evaluation process

more complex and maybe subjective in certain cases since

researchers tend to collect their own datasets (Al-Saleh and

Menail, 2016). To the best of our knowledge, there are four publicly

available Arabic extractive single document datasets (El-Haj et al.,

2011; Giannakopoulos, 2013; El-Haj and Koulali, 2013; EL-Haj

et al., 2010). In El-Haj et al. (2011) and Giannakopoulos (2013)

summaries are automatically generated by translating the English

corpus into Arabic using Google translation service. This way of

dataset generation reduces the cost of building an Arabic dataset

compared to the human translation. However, such a way may

produce a low-quality text or affect semantics. In El-Haj and

Koulali (2013), authors have previously developed Arabic summa-

rizers to automatically generate extractive summaries which may

be biased to these summarizers. Finally, in EL-Haj et al. (2010),

the dataset has been made by human-generated extractive sum-

maries. Therefore, Essex Arabic Summaries Corpus (EASC) (EL-Haj

et al., 2010) have been used for testing and evaluating the pro-

posed method. EASC corpus is a human-generated extractive sum-

mary published by a group of researchers at Essex University. It

comprises 153 articles on different topics which have been col-

lected from Arabic newspapers and Wikipedia. For each article in

the EASC corpus, there are five different reference-summaries;

each reference summary is generated by a different human. The

unique thing about this dataset is that it is the only human-

generated Arabic dataset which makes the evaluation more realis-

tic compared to other approaches such as relying on a translated

dataset or depending on the output of previously developed

summarizers.

Fig. 5. Summary generated by score-based method and machine-learning method.
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5.2. Evaluation measure

After generating the final summary, an evaluation process is

needed to assess the quality of the proposed method. Currently,

two evaluation methods are used: human-based and automatic-

based (Al-Saleh and Menail, 2016; Das and Martins, 2007). In the

human-based evaluation, the summary is given to people to be

evaluated. The advantage of this approach is that it assesses coher-

ence and informativity of the summary compared to the original

text. However, manual evaluation is too expensive and may be

subjective. On the other hand, automatic evaluation is faster and

depends on some objective measures (i.e., purity, entropy, recall,

precision, and F-measure) for assessment. One of the well-known

automated measures used in text summarization is ROUGE which

stands for Recall-Oriented Understudy for Gusting Evaluation (Lin,

2004). It includes measures like ROUGE-L, ROUGE-W, ROUGE-S,

and ROUGE-N to assess the quality of the generated summary by

comparing it to some reference summaries. Among these mea-

sures, ROUGE-N is considered the most popular one. It counts

the number of overlapping units between the computer-

generated summary and the reference summaries which can be

computed using the following formula (Lin, 2004):

ROUGE� N ¼

X

S2Summref

X

N�grams2S
CountmatchðN � gramÞ

X

S2Summref

X

N�grams2S
CountðN � gramÞ

ð12Þ

where V is the length of the N-gram, CountmatchðN � gramÞ is the

maximum number of the common N-grams between the set of ref-

erence summaries ðSummref Þ and the generated summary, and

CountðN � gramsÞ is the total number of n-grams in the reference

summary. There are many variations of ROUGE-N depending on

the unit size. The most used ones which are used by DEC 2007

are ROUGE-1 and ROUGE-2. Since ROUGE-N is a recall-oriented

measure, Precision P, Recall R, and F-score can be defined as follows

(Oufaida et al., 2014):

P ¼
jgramsref \ gramsgenj

gramsgen
; R ¼

jgramsref \ gramsgenj
gramsref

; F1 ¼ 2PR

P þ R

ð13Þ

Where gramsref includes the grams of reference summary and

gramsgen includes the grams of generated candidate summary. To

compute these measures automatically, we used ROUGE 2.0 API

which is language independent Java package for summary tasks

evaluation with updated ROUGE measures.3

5.3. Experiments setup and results

The goal of the proposed experiment is to achieve the following

results: (i) evaluating the proposed design of the selected statisti-

cal and semantic features, (ii) evaluating the application of a statis-

tical summarization method on the Arabic texts, (ii) and comparing

our proposed method to other related works. As mentioned earlier,

the EASC dataset has been used in experimenting and evaluating

the proposed method. For evaluation measures, ROUGE-N (i.g

ROUGE-1, ROUGE-2) is used where the precision, recall, and

F-score are calculated for each of the generated summaries for both

summary methods.

5.3.1. Evaluation of score-based method

Firstly, in score-based summarization, an input threshold (sum-

mary ratio) is needed to be adjusted to generate the output sum-

mary. The problem is in determining the best ratio since the

corpus contains 153 documents where each document has five

human reference summaries with a different ratio. To avoid such

problem, the generated summaries are adjusted based on an adap-

tive ratio calculated based on the length of the reference summary

we are comparing to it. Accordingly, the average performance

when using five reference summaries using ROUGE-1 and

ROUGE-2 in terms of precision, recall, and F-measure are presented

in Table 2.

However, building reference summary from five reference sum-

maries will suffer from containing less important sentences due to

the subjectivity and variations of these five summaries in a way

that affects the interpretation of the score of the extracted features

(El-Haj, 2012). For example, only 170 sentences, amongst 2360

sentences, were agreed upon to be included in the summary

amongst the five reference summaries; noting that 465 sentences

were excluded. This entails that the agreement ratio is 27% which

is quite low. Moreover, the Kappa measure, which is a measure of

inter-observer agreement (Viera and Garrett, 2005) between sum-

mary reference A and summary reference B, give 0.247 indicating a

fair agreement between the two summaries (Viera and Garrett,

2005).

The disparity will prevail the constructed model explaining the

reason for its low results. To enhance results and to avoid the prob-

lem of subjectivity, a majority summary so-called gold-standard

summary has been constructed through a voting process amongst

the five references. Therefore, if a sentence exists in most of the

five references (three or more), it will be included in the gold-

standard reference summary (El-Haj, 2012). Table 2 shows the

results when using a gold-standard reference summary; it is

Fig. 6. Score-Based Algorithm.

3 http://www.rxnlp.com/rouge-2-0.
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noticeable that the results have been improved extremely with F-

score of 0.617, using ROUGE-2.

5.3.2. Evaluation of machine learning-based method

For the machine learning approach, in order to test the impact

of the formulation of the chosen features, five well-known classi-

fiers are tested including Naive Bayes, SVM (with RBF kernel),

two-layer neural network, J48, and Random Forest (with 100 ran-

dom trees) using WEKA tool (Hall et al., 2009). The classifiers are

trained and tested using two forms of the data set. The first dataset

is formed by using five reference summaries where the sentence

will be labeled Yes if it appears in any of the five reference sum-

maries. On the other hand, the second dataset is formed using

the gold-standard dataset where the sentence will be labeled Yes

if it appears in three or more reference summaries. After forming

datasets and computing feature vector of each sentence, each data-

set is split into training and testing sets respectively, 120 docu-

ments out of the 153 were used as training data to build a model

while the others were used as a testing set. Table 3 shows the

results for each dataset where Neural Network achieves the best

results using five reference summaries. It is noticeable that all

results have improved when using gold-standard reference sum-

mary bearing in mind that the best classifier is SVM with F-score

of 0.524, using ROUGE-2. It is worth mentioning that the experi-

ment has been repeated many times to have different combina-

tions of training and testing samples taking into consideration

that the presented result is the averages among these experiments.

To sum up, the proposed design of the selected features is superior

in terms of precision, and F-score on the score-based method with

an improvement of 52% and 17% respectively. On the other hand,

machine learning method proved to be better than score-based

in terms of recall with an improvement of 16%.

5.4. Comparing to related works

In this section, results of the proposed method are compared

against results of other related Arabic summarization methods

and systems. Table 4 lists 10 related summarization methods/sys-

tems along with a brief description in terms of summary type,

summarization technique, and features used. These systems have

Fig. 7. Machine learning-based stages.

Table 2

Performance of Score-Based summarization method

Reference Summary ROUGE-1 ROUGE-2

Recall Precision F-score Recall Precision F-score

Five reference summaries 0.513 0.388 0.442 0.382 0.313 0.344

Gold-Standard reference summary 0.673 0.616 0.643 0.633 0.601 0.617

Table 3

Performance of machine learning-based summarization technique using different well known classifiers

Reference Summary Classifier ROUGE-1 ROUGE-2

Recall Precision F-Score Recall Precision F-Score

Five reference summaries Naive Bayes 0.502 0.339 0.400 0.396 0.276 0.323

SVM 0.545 0.428 0.365 0.460 0.420 0.332

Neural Network 0.581 0.350 0.431 0.475 0.307 0.367

J48 0.556 0.341 0.418 0.434 0.289 0.345

Random Forest 0.546 0.353 0.412 0.460 0.312 0.355

Average 0.546 0.362 0.405 0.445 0.321 0.345

Gold-Standard reference summary Naive Bayes 0.513 0.459 0.485 0.447 0.418 0.432

SVM 0.738 0.414 0.554 0.783 0.394 0.524

Neural Network 0.735 0.431 0.543 0.671 0.406 0.506

J48 0.613 0.423 0.501 0.516 0.375 0.434

Random Forest 0.641 0.414 0.503 0.562 0.371 0.447

Average 0.669 0.428 0.517 0.566 0.393 0.469
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Table 4

Comparison of the proposed method with other research related work and systems in terms of summarization technique, type of summary, and features.

Type of Summary Summarization

Technique

Features

Al-Radaideh and Afif (2014) Single document, Extractive,

Generic, and Informative

Score-based Aggregate similarity calculated using the Inner Product measure based

on nouns frequencies.

Haboush et al. (2012) Single document, Extractive,

Generic, and Informative

Cluster-based Term frequency, and remarkable words

LCEAS (AL-Khawaldeh and Samawi,

2015)

Single document, Extractive,

Generic, and Informative

Semantic-based Semantic relations (gloss relation, holonym relation, and meronym

relation), and lexical chains

mRMR (Oufaida et al., 2014) Single and multi-document,

Extractive, Generic, and

Informative

Statistical-based Minimum redundancy and maximum relevance based using hierarchal

clustering based on Terms’ frequency

AQBTSS (El-Haj et al., 2009) Single and multi-document,

Extractive, Query-based, and

Informative

Score-based Weighting scheme based on the VSM model using term frequency and

inverse document frequency

LSA-Summ (El-Haj et al., 2009) Single document, Extractive,

Generic, and Informative

Score-based Latent Semantic Analysis (LSA) to analyse relationships between

document’s sentences

Gen-Summ (El-Haj et al., 2009) Single document, Extractive,

Generic, and Informative

Score-based Weighting scheme based on the VSM model using term frequency and

inverse document frequency

ESMAT (Binwahlan, 2015) Single document, Extractive,

Generic, and Informative

Score-based TF-ISF, sentence length, sentence position(SP), sentence similarity to

document, sentence concepts, and log entropy

Al-Radaideh and Bataineh (2018) Single document, Extractive,

Generic, and Informative

Optimization-Based Term frequency, TF-IDF, Title similarity, Sentence position, and

Sentence length

Al-Abdallah (2017) Single document, Extractive,

Generic, and Informative

Optimization-Based Term frequency, TF-IDF, Title similarity, and Sentence length

Proposed ML-Based Single document, Extractive,

Generic, and Informative

Machine learning-

based

Title similarity, Key-phrases, sentence location, sentence length,

sentence centrality, strong words, Cue-phrases, Occurrence of non-

essential information, and existence of numerical data

Proposed Score-Based Single document, Extractive,

Generic, and Informative

Score-based Title similarity, Key-phrases, sentence location, sentence length,

sentence centrality, strong words, Cue-phrases, Occurrence of non-

essential information, and existence of numerical data

Fig. 8. Comparison of the proposed method with other related summarization methods/systems using ROUGE-2 in terms of recall, precision, and F-score under golden-

standard summary reference.

A. Qaroush et al. / Journal of King Saud University – Computer and Information Sciences xxx (xxxx) xxx 13

Please cite this article as: A. Qaroush, I. Abu Farha, W. Ghanem et al., An efficient single document Arabic text summarization using a combination of sta-

tistical and semantic features, Journal of King Saud University – Computer and Information Sciences, https://doi.org/10.1016/j.jksuci.2019.03.010

https://doi.org/10.1016/j.jksuci.2019.03.010


been evaluated under Essex Arabic corpus using gold-standard as a

reference summary where the summarizers provide a summary

with no more than 50% of the documents words count. In the eval-

uation process, ROUGE-N (N = 2) in terms of recall, precision, and

F-score were used as automatic evaluation measures since it works

better for the evaluation of single document summarization. Fig. 8

shows the performance results of the proposed summarization

method compared to the performance results of the related sum-

marization methods/systems based on their published results in

terms of recall, precision, and F-Score. As shown in the figure, the

proposedmachine learning method outperforms the others in term

of recall and F-score with an average improvement of 33% and 14%

respectively. On the other hand, the proposed score-based method

outperforms the others in term of recall, precision, and F-Score

with an average improvement of 23%, 23%, and 24% respectively.

This is due to the powerfulness/strength of the selected feature

and the novelty in their formulation besides using the right and

up to date Arabic NLP tools.

6. Conclusion

The phenomenal growth of Internet data increases the necessity

of an automatic summarization system that solves information

overloading and saves user’s time. A good summary is expected to

preserve key sentences, which represent the main ideas of the doc-

ument in addition to reduce redundancy to provide an information

rich summary. Despite the current efforts to design text summariza-

tionmethods and formulating representative features, these formu-

lations still lack the ability to provide sufficient representation of

sentence’s importance, coverage, and diversity. This paper proposes

a generic extractive single document summarization method, in

which two well-known text summarization approaches are

deployed. The first approach is score-based, while the other is a

machine learning based one. Both of them, utilize a set of features

that were chosen and formulated through deep analysis of summa-

rizationmethods, properties of Arabic text, and thewriting patterns.

These features vary from statistical features to semantic based ones.

The adopted formulations help to measure the importance of sen-

tences, which is crucial to process decidingwhether to they are part

of the summary or not, that is while taking into consideration that

these sentences are diverse and covering the whole idea in the doc-

ument. We evaluate the proposed method on EASC dataset. Using

ROUGE-2 as a performance measure the system achieved an F-

score of 0.524, and 0.617 for machine learning and score-based

approaches respectively. The achieved results show that both

approaches surpass the current state-of-the-art score-based sys-

tems, specifically in the precision. This is due to the informative for-

mulation of the proposed features, which helps in capturing

sentence’s importance. Future studies would investigate the meth-

ods to improve the presented approach through optimizing the

weights of the extracted features to reflect their contribution in

the total score, using local-search methods such as a Genetic

algorithm.
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